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TASK 1

Consider the non-linear data of lab 1. Implement a
regularised linear regression (ridge regression) with a
polynomial model of degree M = 12.
Set � by n-fold cross-validation (choose a reasonable n),
and by using a validation dataset. Compare the two
approaches.
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TASK 2

Get the 2-dimensional data from moodle (lab2), and fit a
model using gaussian basis functions:

�
i

(x) = exp(||x � x

i

||2/�2)

Consider basis functions centered in a k ⇥ k regular grid in
[0,1]2 (choose e.g. k = 5).
Fit the model using ML, and use a validation set to identify
the best �.
Fit the model using ridge regression, identifying both � and
� by cross validation.


