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BAYESIAN REGRESSION: POSTERIOR DISTRIBUTION

o Let’s assume the regression weights have a Gaussian prior
w ~ N(0, el) and that the bias is zero

e The log posterior is

N
log p(WIX, t, @, 8) = —’g Z[tj ~w'¢(x))]? — aw’w + const
=

@ Hence the posterior is Gaussian
p(wiX,t,@,8) = N(wimy, Sn)
with mean and variance
my =SSN Tt

SN T=ad+pdTo
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BAYESIAN REGRESSION: PREDICTIVE DISTRIBUTION

o Given the posterior, one can find the MAP estimate.
However, in a fully Bayesian treatment, one makes
predictions by integrating out the parameters via their
posterior distribution.

e The predictive distribution

ptt..p) = [ plit.w.c.p)p(wh. 0. 8)cw
is Gaussian

p(tt, @, 8) = N(timn’ $(x), o2,(X))

with mean my7”¢(x) and variance

02(x) = ; 1 6(x)"Sn(x)
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MARGINAL LIKELIHOOD

e We can find @ and 8 by maximising the marginal likelihood:
p(tia. B)
e The log-marginal likelihood is:

M N 1 N
NS &)g p(tla,B) = > log a+§ Iogﬁ—E@—;o;@YE log 2r

with

a
~y  E(my) 2 Sit- omyi? + SmyTmy

2
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OPTIMISING THE MARGINAL LIKELIHOOD

o We will present a fix-point algorithm: we will write the
gradient equations equal to zero as fix-point equations and
iterate until convergence

term is the log of the determlnant of Sn~

o To deal with it, Iet@e the eigenvalues ofj5®

SN =TT (0 + ) =
o We then have that

dlog |SN |/0a = Z

o Moreover, A; are proportional to B, so that 94;/98 = /B
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OPTIMISING THE MARGINAL LIKELIHOOD

o Now, define _,_\g/

(which measures the number of welldetermined
parameters)
e By deriving the log-marginal w.r.t. @ and setting derivative

to zero, we obtain:
a = \: ga(a”ﬁ)
N'MN ‘

T. .and setting derivative

e By deriving the log-marginal'w
to zero, we obtain:

—
@Zl@[tn mn” ¢ (xn)]? j\m\

o We start from an initial value ag and By and iterate
@nt1 = Go(@n,Bn), Bnr1 = gs(an,Bn) until convergence.




BAYESIAN REGRESSION 11/11

TASK 3

o Implement Bayesian regression, with type Il likelihood
optimisation of a and 8.

e For the 1d non-linear dataset, use polynomial model of
degree 12.

o Plot predictions and 95% confidence intervals, from the

redictive distribution.

o For the 2d non-linear dataset, use the Gaussian functions

models. How can we set the lengthscale y?



