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1 NON-EUCLIDEAN GEOMETRY

1 Non-euclidean geometry

1.1 Introduction

The attempts to "prove" the so-called Euclid’s fifth postulate from the other postulates, considered the most
obvious, did not achieve this, but they brought, in 19" century, to the birth of non-Euclidean geometries (Gauss,
Bolyai, Lobachevski, Klein).

Gauss, Bolyai, Lobachevski e Klein

The fifth postulate can be enunciated as follows: Given a straight line r and a point P outside of it, through
the point P passes one and only one line parallel to r (we can give to the term parallel the meaning of that
meets r only to infinite, in an improper point).

e

This postulate result independent of the others, in the sense that we can construct planar geometries (i.e. in
2 dimensions) in which all the other original Euclid’s postulates are still working, but the fifth postulate is
different:

1. Through P outside the line r does not pass any parallel line

2. Through P outside the line r pass two (or even infinite) parallel (or not secant) lines

In case 1, in addition, the sum of the interior angles of a triangle is> 180°, while in case 2 it is< 180°.

To build a "model" of these geometries we must define, in an appropriate way, points, lines, etc..

For the case 1 (elliptical plane geometry) we define a point as the pair of diametrically opposite points
(P, P'), and a straight line is a great circle passing through P and P’. We see that through two points (P, P’)
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and (Q, Q') passes a straight line r and that through a point (7,7T"), external to r, does not pass any parallel
to r since all the straight lines passing through (T, 7”) intersect r at a point.

If we define on the sphere a triangle with sides formed by arcs of great circles, the sum of the angles o+ 5 + v
is always > , so that the area S, if the sphere has a radius R, can be expressed as S = R*(a + 3+~ — 7). If
S — 0 (keeping R fixed) we see that (o + 8+ ) — 7. If the spherical triangle is much smaller than the radius
R, its difference from a plane triangle tends to disappear.

To build a model of elliptical plane geometry we have resorted to the use of a sphere (a two-dimensional surface
we will denote by S?) immersed (embedded) in a three-dimensional Euclidean space E3.

We also note that in order to represent the postulate V' 1) we had to use a “curved” surface, i.e. the the sphere.
This "curvature" must also be constant throughout the "plan" because the other postulates describe the space
as homogeneous, and if the curvature varied this property would be lost.

With the analytic geometry, Descartes has shown that, by identifying the points with pairs of real numbers and

defining the distance between two points (z1,y1) e (z2,y2) as d = \/(302 —21)2 4 (y2 — y1)? all the postulates
of Euclid reduce to theorems about real numbers. The definition of point and distance is therefore essential to

describe a geometry.

o
—
v

o

Similarly to what was done for postulate V' 1), we can define a model for the postulate V' 2), the so-called
hyperbolic plane geometry (H?).

At variance with the “elliptic” plane, the "hyperbolic" plan can not be completely embedded in a 3-D Euclidean
space (we will understand later why). But you can build some limited models, such as the circle of Klein (1870):
the points are those inside the circle of radius 1. The straight lines are the chords of the circle. The points of
the circle are improper points. A straight line is parallel to another if it has in common with the first one an
improper point. Yuo can see that trough P pass two straight lines parallel to a given straight line, and there
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are infinitely many lines through P not intersecting it. The distance between two points A and B (see figure)
is given by

1 RA-SB

As you can see d(AB) — oo if one of the two points tends to the circumference (to the points R or .5).

A partial representation of H? "embedded" in a Euclidean 3-D space E3is given by the so-called Beltrami’s
pseudosphere, which has the shape of a trumpet. This surface has a constant curvature, as the sphere, but
negative (later we will understand the meaning of the negative curvature). The fact that the circle of Klein and
the pseudosphere are partial representations, i.e. incomplete, of the hyperbolic plane is due to the fact that the
points of the edge of Klein’s circle, as the edge points of the pseudosphere, are singular points of the surface.

To better understand the meaning of the term "curvature", we must refresh and deepen some concepts of
differential geometry directly linked to the distance between points. This is an essential concept to describe the
geometry of a surface, even if is not possible to give an intuitive representation of it in an Euclidean 3-D space.
This then serves as generalization to switch from 2-D surfaces to spaces with 3 or more dimensions.

1.2 Curves in the plane

A plane curve can be parametrized in the following way: Z(t) = (21(t),z2(t)) where ¢ is a parameter, not

necessarily time; the tangent vector (velocity) is %. The curvilinear abscissa is defined as s:
_ _ . |az fldz
0=z(t=0) P=x(t) ds:|dx\:—tdt - 5= Edtfs(t)
0

If we switch parameter from ¢ to s, we notice that 4 = z(s) has magnitude 1: it’s the tangent versor #(s).
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Since |#(s)| = |(s)| = 1, we have £ - £ = 1 and, performing the derivative, 2i - i= 0, i.e. an (notice that f(s) is
not a versor!)

By defining «(s) = |f(s)| and 7i(s) = ‘EES;‘ I get t( ) = k(s) - . Let’s see how we can express f(s)

. . - . . A At
—

At = t(s + As) — t(s) |At] = 2|t|sin7 ~ A6 As ~ pAf s A0 _ 1
s

~ — — _

T A0 p

Then (notice: At points to the center C of the osculating circle)

dt .1, K: curvature
— =KR=-N .
p: curvature radius

If we measure 6 with reference to a fixed direction (for instance the z; axis)

A
As:pAHZ—H — K= d—e
K

We defined « as being > 0. But, in this way, we get a discontinuity in 7 at an inflection pomt In order to avoid
this problem, after the definition of a curvilinear abscissa s on the curve, the tangent versor { is also defined and
we can take the versor n obtained from a rotation of t by 90° in a positive direction (consistent with O, z1,z2).

Since tJ_t we still have f = kT, but now we can olso have x < 0. According to the sign of &, the curve is located
to the left or to the right of ¢; at the inflection point 7 doesn’t change, but x changes his sign and now it is
given by

do(s)
T s
(and not by the absolute value).
X, x;
K>0 K<0
X, X,

1.3 Surface elements

To be more specific, rather than about surfaces, we will talk about surface elements, as we are interested in
their local properties.

Also in this case we resort to a parametric representation: we consider a bijective function T : D C R? — R3
(we work in a three-dimensional Euclidean space E?).
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XQ

Uy

We define T(u,v) = (xl(u, v), z2(u, v), x3(u, v)) If the surface is expressed in the way z = f(x,y) its paramete-
rization becomes Z(u,v) = (u,v, f(u,v)).

We speack about a regular (smooth) surface if, having defined the vectors

Tulu,v) = 0% = (981 92 Oz
e ou Ou’ Ou’ Ou
so(u,0) = L& (91 0wz Oxg
oA Ov v’ Ov’ Ov

, everywhere (within the domain) T, X T, # 0 (cross product).

While keeping fixed v = vy and by varying v in the neighborhood of a point P’ (— P on the surface element
M) I get a curve on M , whose tangent vector is T,,. In a similar way, also T, is tangent to a curve on M.
These two vectors define the tangent plane to M at the point P.

We can now define a versor N perpendicular (normal) to the surface

and N , Ty, T, form a trihedron.
Example: sphere (in geographic coordinates)

One can describe the surface of the sphere, using the variable u for the longitude (—7 < uw < 7) and the
variable v for the latitude (-3 < v < %), in the following way (most commonly using the colatitude, 5 — v):
T(u,v) = (Rcosu cosv, R sinu cosv,Rsinv).

Since in a neighborhood of a point P on M (and of a corresponding point P’ € D) the correspondence is
bijective, we can think that « and v form, in a neighborhood of P, a system of curvilinear coordinates (like
parallels and meridians on a sphere).

If u = u(t), v = v(t) is a curve in D through P’(ug,vo), then 7(t) = Z(u(t),v(t)) is a curve on M through

Z(ug,vo). The “velocity” vector 7 = % will be
f_?_@di’u_’_@dj N F=7 %_’_f%
dt  Oudt Ovdt CTtar Tt
D\/—\
P’
VU <
u, u
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The vector 7 is also tangent to M and is therefore contained in the tangent plane. Any vector belonging to
the tangent plane at P is a linear combination of T, e T, (in ZT(ug,vo)); conversely, any linear combination
T = aZy(ug,vo) + bTy(ug,vo) ) is the "velocity" vector of a curve on M. The vectors T, e T, form a basis in
the tangent plane at the point P.

1.4 The first fundamental form

If 7(t) = T(u(t),v(t)), with a < t < b, is a curve on a surface, and if s = s(t) is the arc length (curvilinear
abscissa) along 7, from 7(a) to 7(b), then the total length L of this curve is obtained by integrating % = |%
on the interval [a, b]:

b dF
LEs(b):/a |%‘dt

. - . _ . . . du . do
but, since 7 =Ty, - U + T, - 0 (with & = G e 0 = §7)

(%)

Now let E =Ty Ty, F =Ty - Ty, G =Ty - Ty; (F = E(u,v,)...); we obtain:

dr
dt

2
=TT = (Tyli + Tpd) - (Tt + Tpd) = 03 (Ty - Tu) + 200(Tyy - Tp) + 02Ty - Ty

d 2
<d§> — B + 2F0b + G

b 2 214
du du dv dv 2
L= El— 2F—— + G| — dt
/a [ (dt) + dt dt+ (dt)}
which is shortened writing (it’s understood that what matters is the curve, not the parameters used to describe
it)

1
2
L= / ds = / {Edu2 + 2Fdudv + Gdzﬂ]

or, in differential form,

ds? = Edu® + 2Fdudv + Gdv?

This is the so called first fundamental form or metric form of a surface.

As we shall see, the metric form determines completely the intrinsic geometry of the surface, including its
curvature. Speaking of intrinsic geometry we refer to the geometric properties that can be assessed through
measures (e.g. distances, but not only) conducted by remaining within the surface, without "going out" from it
(that is, without looking at the two-dimensional surface from an Euclidean three-dimensional space). The
possibility to define intrinsic properties is essential because, if going from 2 to 3 dimensions, we want to
understand the geometry of space that characterizes our universe, we cannot observe it from "outside"!

Notice: Due to the bijective correspondence between the domain D € R? and the surface element M, the curves
u = const e v = const form a grid on the surface, and one can think at E, F, e G as functions defined on the
surface (and then intrinsic). We may think that the inhabitants of the two-dimensional surface make various
measurements of distances between points of the surface to discover the form of the three functions E, F' e G,
expressed as a function of the curvilinear coordinate grid, perhaps by making assumptions about their possible
shape and looking for the best solution.

Example: the plane

Z(u,v) = (u,v,0) is the plane z = 0 in E? with 2 = u and y = v as cartesian coordinates.
z, =(1,0,0), %, =(0,1,0), E=%, - T, =1, F =%, - T, =0,G =7, - T, = 1;

ds? = du® + dv? = do? + dy? (Pythagoras theorem)

MERGIE
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and, if the curve can be represented in the form y = f(z), defining z =t and y = f(x) we get

Exemple: the sphere in geographical coordinates:

Z(u,v) = (R cosu cosv, R sinu cosv, R sinv)
T, = (—R sinu cosv, R cosu cosv, 0)

T, = (—R cosu sinv, —R sinu sinv, R cosv)

E =7, T, = R? cos®v sin?u + R? cos?v cos®u = R? cos®v
G =T, - T, = R? sin®v cos®u + R? sin’v sin?u + R? cos?v = R?
F =7, T, = R? cosv cosu sinv sinu — R? cosu cosv sinu sinv = 0

ds? = R2 cos?vdu? + R2dw?

If we remember that, for a <t <b, L = [ds = f 92)2d¢, we can write

du dv
2 2 2 2 2 2
/ \/R cos 2 4 R2( dt dt = R/ \/cos () + ()t

and, given the paths u = u(t) and v = v(¢), we can compute their lengths.

If v = az, + bz, W = cTy + dT,, With a,b,c,d € R, are two vectors tangent to the surface M, then v -w =
(aTy, + bTy) - (cTy + dT,) = acE + adF + beF + bdG which can be written in the matrix form

(a,b) FE F c E F . . .
F G d where F G is the matrix of the first fundamental form

So, if we know the first fundamental form, we are able to compute scalar (dot) products on M, then not only
lenghts, but also angles.

We remind that being T, X T, normal to the plane tangent to the surface, the versor N = ‘fuval is normal to
the surface.

e N ) E F
Lagrange identity (important): [Ty X To|? = (T, - Tu)(Ty - Ty) — (T - Ty)* = EG — F* = det F oG

Proof: remember that

Ty X Ty| = |To||Ty]| sind

Ty, * Ty = |To||To| cost

so (if we remember that sin? 6 = 1—cos? 0) [Ty X Ty |> = [Tu|?|T0|? sin0 = (T -To) (To - To) — (Tu T ) Q.E.D.

By the requirement that the surface is smooth it follows that EG — F? # 0

At this point we make a change in the symbology used; as we shall see this will lead to a considerable
simplification of formulas.

Let’scall g;1=F gi2 =go1 = F goo =G T =T To = Ty

and let’s write u =u uw? = (where the superscripts 1 and 2 are upper indices and not exponents).
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Then we will have 9ij =T;-T; (i,j=1,2) and the matrix of the metric form will be:
gu g1z \_( £ F
921 g22 F G

Remember that g;; = g;;j(u,v) = g;;(u', u?).

By defining g = det(g;;) = EG — F?, from Lagrange identuty [7; x T2|* = g.

In the new notation, the first fundamental form can then be written:

ds® = g11(du')? + 2g12du’ du? + goo(du?)? = Zgijduiduj
4,J

We used 2g12 = g1 + g21 since g1 = go1; moreover, we will soon understand the reason for we write u’ instead
of (78

A vector, tangent in P to M, U = aZ; + bZ» can be written as v = v'&; + v2@ = ZZ VI (notice that i is a
“dummy” variable, and any other letter can be used instead of it.)

fo=73%", v'T; and W = Zj wjfj are two vectors tangent to M at the same point P, then
T-wW= Z(vi@) (wTy) = Zviwjfi Ty = Zgijviwj
2] 2% 2%
The vectors 7 and @ are orthogonal if and only if 3=, . gijv'w’ = 0.

We define as g* the elements of the inverse matrix of (g;;), such that
g1 12 gt gy _ (10
921 G292 g21 g22 0 1
which, in a more compact way, can be written
> g9’ = oF
J
where 6% (Kronecker § ) is defined in the following way

w1 i=k
@_{0i¢k

Remembering that the elements of the inverse of a matrix are given by the algebraic complements divided by
the determinant of the original matrix, we get:

11 _ 922 12 21 _ 921 g2 = 911
9 9 9

We will now see that the first fundamental form not only allows you to measure distances and angles, but also
areas.

Let be T : D — E? a surface in E® and let be Q € D a region of the domain where 7 is bijective. To find the

area of Z(£2), we subdivide € into rectangular elements by means of lines parallel to the axes u! e u?.

2 A
u

X3

Au

10
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To a small area belonging to €2, having as sides Au' and Au? corresponds approximately a piece of surface
parallelogram-shaped, with sides parallel to the vectors Z; e Tz. These sides have lengths given by Al; ~ |7;|Au!

and Aly = |Z2|Au? (Remember that T; = 2%, and then ATy = 2Z Aul)

The measure of the small area is given by:
AA = |71 |Aut - [T2| Au’sing = |7 x To|Au' Au? = /gAu' Au?
where 6 is the angle between 71 and T, and g = det(g;;) as seen above.

Adding all these area elements covering 2 and going to the limit Au’ — 0 we obtain the area of Z(f2):

A= // \/ﬁdulduz
Q

We observe that, working in two dimensions, the measure of a set is precisely its area; if we work in three
dimensions, the measure will be a volume, and an n-dimensional volume in n dimensions. In all cases, even
if we don’t prove it here, the measure is obtained by integrating /g, where g is the determinant of the n-
dimensional metric. This applies in the so-called Riemannian spaces (manifolds), in which the ds? > 0. In the
pseudo-Riemannian spaces, where ds? can be positive, negative or equal to zero (such as Minkowski space-time
of Special Relativity), some elements of the metric tensor can be negative; since in this case it can be that (and
so is in the space-time) g < 0, we will use in general the absolute value of g, and we will write \m .

Exzemple: sphere in geographical coordinates:

—nr<u<m

2 2 2 2 2 2
ds® = R” cos®v du” + R® dv —m/2<v<7/2

20012
Rc(;)sv 122) g=R*cos™v — /g=R>2cosw

w/2 T w/2
A= / (/ R2 cosv du) dv = 27rR2/ cosv dv = 47 R?

—m/2

Ezxample: area of the torus:
Z(u,v) = [ (R + rcosu) cosv, (R + 7 cosu) sinv, 7 sinu] Vg =71 (R4 rcosu)

0<v<2r 0<u<2r O0<r<R

2m 2 2m 2m
S = / [/ r(R+rcosu)du] dv = 27r {/ Rdqu/ rcosudu} =
0 0 0 0

27
2rr |:27TR + r/ cosu du] = 47’ Rr
0

A

XJ

XZ

=
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2 Tensors

2.1 Introduction
Why did we write things like g;; and du’ and du’? Because we are dealing with tensor quantities, quantities
whose properties are related to the way they transform when changing the reference system.

If I switch from the coordinate (generally curvilinear) system u’ (i = 1,2,...) — v/7(j = 1,2, ...) we will get (by
means of ... we begin to see how things can be generalized to more than two dimensions)

. o
du = %Zi dut (4,5 =1,2,..)
du/j = A/jk

Every quantity V7 which transforms according to the rule

13
ou? .

V= :
- ou’

is a contravariant tensor (or, to be more precise, its components transforms as a contravariant tensor); so, also
du®, or u*, are contravariant tensors. A vector is tensor or rank one. A scalar quantity, the value of which does
not change at a given point if we change the coordinate system, is a tensor of rank zero.

We consider now the gradient of a scalar field®(u’) = ®(u?). We have:

0P 0 o’ out 0

ou's — Qut  OuJ — Qu'd Out
7 3

We see that the gradient of ® changes differently from du’! We say that gfi is a covariant vector, and often

we simply write 9;P instead of gfi , with a lower index. When the same index appears both as an upper and a

lower index, the sum on that index is implied (Einstein convenction), and we simply write:

,; 4
Vi = %Vl and a—@ = %a—@

ou’ ou's  Oul ou’

The quantity ds? = gijduiduj (implying the summation on 4 and j) is the length, squared, of a segment, and is
therefore independent on the reference frame used (it is a scalar). In two different referece frames we will then
have

S out oul
d82 — g;cldu'kdu/l — gijdulduj = gij au/k au/l dulkdu/l
o S oud
since du' = 65”“ du* and du! = 3’3” du’t

L , out ou’
we have = ———0i;

ki ' ou'l 9ij
i.e., the metric tensor is a covariant tensor of rank two.

On the contrary, the g/ tensor is contravariant tensor (of rank two).

We have seen that g;; gk = (544C (implying also here the summation on the repeated index j). (544C is a mixed tensor
of rank two, because

 out out out ouk o't

U ouk  dum T BuF dum  oum

=g

(aside from the scalars and zero, §F is the only tensor that retains the same components in all coordinate
systems).

12
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We have also seen that the inner product v - w can be expressed as v - w = g;;v"w’.

If we multiply two tensors we also get a tensor:A;; - Cck = ij

If we contract a tensor we still have a tensor, but with its rank reduced by two: lemj = Bgm- In fact, e.g.,

o'k oul ;ooou o ;
WWAZ]Z@.A?:d].Ag:A;:A (ascalal“).

ou't oul :
'k __ LY AT 1k _
A= ouwl  Ou' Ap=4

If D; and D’ are the covariant and contravariant components of the same vector (tensor) and we consider a
generic vector C7 such that

Di = gijCj / . .DZ — DZDL = gijCjDi,

by performing this inner product we obtain, on the left, a scalar that depends on the vectorD, while the right

side depends on both C' and D; since these two quantities are equal, necessarily C = D, i.e. D; = g;;D’. We
can get this result also in another way. We have seen that a vector © can be written as v = v'T;, by using its
contravariant components; we now define its covariat componentsvy in the following way:

[ [ R— i i i
Vg =V T =0V T =V Gik = GikV = JkiV

In a similar way we have D7 = ¢ D;. We see that the metric tensor can be used to transform
contravariant components into covariant componenets (and vice versa).

If g;; lowers an upper index, we can use it also to lower an upper index of g’ k_ obtaining
ik
gijgj =9g; =9

on the basis of what has been said above: the metric tensor in the mixed form (i.e. with an upper index and a
lower one) is equal to the Kronecker delta.

y
Y NS
// \\
’ ds
,’lrde dr
/
1
7
/
/
/
/
.
/ r
7/
/
/
/
/
7/
/
/
7
/O
X
1 2 2 | 2302 Lo 2
ul=r ds? = dr? + r2d6 9ii =\ o ,2 g=r- — g=r
1 0
=0 =0 1)
2

At a point in the plane we have two vectors, whose components are A; = (5,9) e B* = (3,7). Their inner
product is A;B* = A\ B' + A,B2=5-3+9-7="78

At=g74A; - Al =g"A +¢%A=1-540-9=5
— A? =g A1 + g2 A, =0-5+1/r*-9=9/r?
Bi=gi;B’ -  Bi=guB'+g12B°=1-3+0-7=3
— By = ga1B' + g2oB* =0-341%.7=1r?
then A'B; = A'By + A’By =5-3+9/r* - 7r? = 78 = A; B’

13
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We see that A*B; = gl-inBj = gijAjBi = A; B’ is invariant.

Notice: The surface element is given by dS = \/§du1du2 — rdrdf .

It is not easy to represent the covariant and contravariant components of a vector in general, but one can give a
graphic description in some particular case, for example in the case of rectilinear coordinates. Consider, in the
plane, a rectilinear non-orthogonal coordinate system Oxy. Let Z; be the basis vectors. If we write the vector A
as A = A’Z;, I realize that A’ are the ususal components of a vector, such that the component vectors, having
magnitude A’ and direction and versus given by #;, add according to the parallelogram rule to give the vector

A. The contravariant components correspond to the parallel projections on the axes.

componenti componenti
controvarianti covarianti

Conversely, if T write, as done above, the covariant components as A; = A z;, I realize that they are the
projections of di A along the &; direction; they correspond to the normal projections on the axes.

It follows that, if the reference frame is rectilinear and orthogonal parallel and perpendicular projections are
the same thing, and covariant and contravariant components are equal. It’s no more necessary to distinguish

between upper and lower indices.

Notice that a vector (or more generally a tensor), per se, is neither covariant nor contravariant, but its compo-
nents are covariant or contravariant.

But every quantity with indices is not necessarily a tensor. For instance, as we shall see, the affine connections
I';;, do not represent a tensor, since they do not transform like a tensor.

We can draw an important conclusion: each equation is invariant under a general coordinate tran-

sformation if it is expressed as the equality between two tensors with the same upper and lower
indexes :

8, =B, — Af =Bg if A% and B§, are tensors.
Since also the zero is a tensor of whatever rank (just think that it transforms always into a zero), a relation like

Agﬂ/ = 0 will be satisfied in any reference frame.

On the contrary, an equality between quantities that are not tensors with the same upper and lower indices
(e.g. Ty =5; V' = B;) can be true in some reference frame, but not in all of them.
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2 TENSORS 2.2 Curvature of a surface

2.2 Curvature of a surface

Let’s see how one can extend the notion of curvature to a surface. Let us then consider a point P on a surface,
and let n be the unit vector normal to the surface in P. If ¥ is a vector tangent to the surface at the point P,v
and 7 define a plane that cuts the surface along a curve which will have, in P, a certain radius of curvature.
The curvature in P is given by k = :I:%, where the sign is taken positive or negative depending on whether the
center of curvature C is, with respect to P, on the same side of 7 or on the opposite side (you can also take
the opposite choice but, as we will see, things do not change). Let’s see, as examples of surfaces, the plane, the

sphere and the right cylinder.

N

v
1 I
/ < /
/ —_ <1/ |
/ /
/

/

=)

R=0 k=0

In the case of the cylinder, it can be seen that there are two directions perpendicular to each other and
corresponding to the vectors 7; and Ty which, in turn, correspond to the maximum and the minimum value (k;
and k) of k, the so-called principal curvatures. This applies in general, for all smooth surfaces.

The Gauss curvature K is defined as the product ki - k. From this we see that K does not depend on the
convention adopted for signs of k.

For the plane K = 0, for the sphere K = 1/R?, for the cylinder K = 0, as for the plane! Although this may
appear strange at first sight, actually it reflects the fact that by cutting a right cylinder along a segment parallel
to its axis, it can lie on a plane without deforming and without changing lengths and angles of figures drawn on
it . The geometry of a cylinder cannot be locally distinguished from that of a plane when we measure angles,
lengths, areas, i.e. all those properties that can be measured by moving only along its surface. However, an
overall view allows to distinguish a plane from a cylinder: an insect that moves along a circular cross-section
(perpendicular to the axis of the cylinder) without turning neither to the right nor to the left, will eventually
retrace his steps, but this does not happen on the plane. Also a right circular cone has K = 0.

An example of a surface with K < 0is given by a hyperbolic paraboloid (a surface shaped like a saddle)
z = x2 — y?: the two centers of curvature are located on opposite sides with respect to P and then we have

K <O.

15



2.2 Curvature of a surface 2 TENSORS

In general a surface will have K > 0 if, with respect to the tangent plane in P, it is "all on one side" (at least
locally), while it will have K < 0 if the surface is on both sides with respect to the tangent plane in P.

For a torus we have the outer zone with K > 0, the inner one with K < 0, separated by a circumference above
and below with zero curvature.

Let us try to understand why, in the neighborhood of a point P, two principal curvatures, in two directions
perpendicular to each other, are defined. In the neighborhood of a point P, with respect to the tangent plane
7 and to its normal, we can write (expanding in Taylor series)

z = f(z,y) P = origin

_of of 19%f| o 10%f| , O*f
T o Px—i— Ay Py 2 0x? Px 2 Oy? Py Oxdy Px y+006)
L[PF) o 0| o .. 0

which (neglecting terms of 3"¢ order or higher) can be rewritten as
1
z= 3 [ax2 + 2bxy + cy2].

This, for a given, fixed value of z, represents a conic.

'In general, we will have:
(ac —b*) >0 = ellipse
(ac —b*) =0 = parabola
(ac—b*) < 0 = hyperbola

For an ellipse, the contour levels z = cost describe a set of ellipses all centered in the origin. The maxi-
mum,/minimum radii of curvature of the surface in P are in the direction of the maximum /minimum axes, and
are then perpendicular to each other.

In the hyperbolic case the surface is saddle-shaped, and also in this case thera are two orthogonal directions
corresponding to maximum and minimum curvatures (with opposite sign).

In the parabolic case the curvature is zero in one direction.

p 2
LIf we write this relation, changing symbols, as z = L% + M zy + N%, the quadratic form Ldz? + 2M dx dy + N dy? is the
so-called second fundamental form of a surface.
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2 TENSORS 2.2 Curvature of a surface

Cc- > ac- < ac- =
a 2 2 2
e
o
o
s
s X
el
Yo
e

If we make a rotation of axes in the tangent plane and let x and y axes coincide with the principal axes of
conics, then we can write the surface z = f(x,y) in the simpler form

z=dz? +by* +0(3)
where a’ and b’ are functions of the extreme curvature radii. Let’s see how.

If we move in the y = 0 plane, ed we approximate the section of the surface by an arc of circle in a neighborhood
of P, we get

P p.sing X

z=p1 — preosh = p1(1 —cosf) ~ py[1 — (1 — 6%/2 + ...)]
T = p1sinf ~ p,6

We do the same in the zy plane. Therefore, in a neighborhood of P, chosen appropriately the reference system,
we can write
1.2 y2 k1$2 k2y2

z=f(m,y)=271+%= o T

One could define the curvature of a surface in other ways, for example K’ = k; + ko. In this case, plane and
cylinder would be different locally. But the main advantage of the Gauss curvature lies in the fact that, as we
shall see, it may be determined by resorting only to measurements carried out on the surface, without the need
to "see" the surface in 3 dimensions (as would happen instead for K’ = ki + ka).

The Gauss curvature is an intrinsic property of the surface, and can be determined by knowing the metric tensor
gij (4,7 =1,2). This is the result of the so-called Theorema Egregium, so named by the same Gauss.

Exemple: The mysterious planet (from Weinberg, 1972)

To have an intuitive idea of how this is possible, consider this example: suppose we have measured on the
surface of a celestial body on which we were transported blindfolded (so without seeing it from space!) the
distances between four locations Py, P, P53, P4 as shown in the figure. Given the values of the six segments,
can I tell if the planet’s surface is flat or not?

17



2.3 Geodesics 2 TENSORS

y
P,
dZI’A
PZI’
@ "\ %
d23
d, O T—0Ly
P, P, x

d12 = 780km d13 = 1498km d14 = 1112km d23 = 735km d24 = 960km d34 = 813km
By Carnot theorem: d?; = d3, + d35 — 2d1adazcosas , so that

3y + d33 — dis

cosasg =
2d12d23

In a similar way

d3y + d3, — di,

cosay =
2d12d24

Coordinates of the points: P = (0,0) ; P» = (d12,0) ;
Pg = (d12 + d23COS(7T — Ozg),dggsin(ﬂ' — 043) = (d12 — dggcosag,dggsinag) ) P4 = (d12 — d24COSOé4, d24sina4).
d2, = [d12 — dagcosaz — dia + dagcosay)? + [dasgsinas — dagsinay)? = d3; + d3, — 2dazdascos(az — ay)

So, if the surface was flat, we would get d34 = 1147.6, but this is different from the measured value (813! So I
can say thet I'm not on a flat planet (if I assume that the surface is a sphere, I could even derive the radius of
the planet).

2.3 Geodesics

Let 7(s) = (u’(s)), con a < s < b, be a curve on a surface (s being the curvilinear abscissa s) between two points
Py and P, (P =7(a); P, =T7(b)). We say that this curve is a geodesic between P; and P; if its length is
stationary for small variations of the curve which cancel the extremes. The curve that connects, on the surface,
Py e P, along the shortest path is a geodesic, but the opposite is not always true.

For example, on a sphere both C; and Cs (both arcs of a great circle) are geodesics between P; e Py, but the
shortest path corresponds to C;.

18



2.3 Geodesics

2 TENSORS

From the relation ds?> = gjkdujduk, if we express the coordinates u’ in parametric form by means of the
parameter ¢ (not necessarily the time) we get:

du’ du
2 _ 2
ds (g”“ dt dt )d

By defining L(u’,4',t) = (g;rt/4*)"/? (with gjr = gjx(u’) and @° = d“ +) the length of a curve between P; and

PQ is:
Py Py
S = Ldt = ds
Py Py

To find the condition for S to be stationary we use Fuler-Lagrange equations (see variational calculus)
oL d [(O0LY\
out  dt\oui)

L= \/gpiiu* =VF

oL g 371/ 1 8‘9]16 cjk d 1 ok o d —
dui (am) VT ou T a pyE\ " )=

but g;pu" + gj,uj = Qg]mj for the symmetry of g;;and for the fact that k e j are dummy (summed) indices and

can be exchanged; then we have:

1 agjk ] ]C ]. dF ] ]. 89]1 l ] o
o/F oui o a0 T R au gyt ) =0

If we assume thatt is proportional (or even equal) to the curvilinear abscissa s, then F' is stationary and —f =0.

IhlS happens becallse.

_ 2 _ 12 2 _ 2 _ (8 il Dt el
ds=Ldt — ds®=L°(dt)=Fdr® — F=(g) 7 - 253

if s = at + 8, with a and 8 real numbers (we will simply asuume s = t). Going on we have

i 0G5 g 10Gk .y,
951t + 8uluuj_28uZ @it =0

and if we set, for the symmetry of the summed indices [ and j, we get

agjl l] agji agli Y
Out Dul Y Oul + ou |

If we replace, in this relation, the index [ with the index k we obtain

095 Ogri Ogjk | ;. L. i
g5iti’ + 5 {Bujk v 8jS Wk =0 and multiplying by g%

ouk  ouw ou’

6l ]_A'_,

09ii  Ogri  0gik | ... . .
2 {g] 9Gki g]k]ujuk:() which can be written
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2.3 Geodesics 2 TENSORS

(recalling the properties of 55)
d?u! Y du? du®
ds? *ds ds
This expresses the condition of stationarity, i.e. it is the differential equation that defines a geodesic. The
symbol with three indices Fé-k is the so-called affine connection or Christoffel symbol of 2"¢ type, defined as:

i _Loa(09; O _ Ogjn
=29 \our " ow ol

This quantity depends on g;; and on its first derivatives. Moreover, notice that Fé- £ = chj. Often, in order to
simplify even more the notation, we use to write:

0Gij
81;’1 = OkGij = Gijok

You can verify that F;k is not a tensor, as

o't ol OuF
out u'™ du/n I*

I, #

In the geodesic equation the term on the left hand side is a tensor of rank 1 (a contravariant vector), although
Fék is not a tensor. So, if it is null in a reference system, it will also be null in a generic reference system.

Example: the plane in cartesian coordinates

ds? = du? 4 dv?; since g;; is constant, the I' are all zero, and geodesics are solutions of

d?u d*v u=as+b
d7$2—0 and TSQ—O — U:CS+d

(with a, b, ¢, d real numbers): those are the parametric equations of a straight line.

In a similar, but more complicate, way one can show that arcs of great circle are geodesic lines on the sphere
(we shall prove it later on).

Example: geodesics in the plane in polar coordinates

ds? = dr? + r2d6?

o 1 0 2 ij _ 1 0 ulzr
9i=\ 0 2 g=r 9=\ o 1/r? u? =10

d2ut o dwd du®

7

a2 TR s ds

; 1 0gjr . Ogrr Oy .
ik 59 ( aijk gk 8%f> remember the symmetry on j and %
1 991 3gk1 _ 0Ogjk .
1 _ 111 j j 12 _
I = 59 <8u’“ Dl ul since g~ =0
1 0922 1 1,092 1
Tl — Z11 — gt 2g22 _ _Z o q1.9p = —
22 = 59 Dul 59 or 5 r r
r2 Lo 0952 391«2 _ gk
kT our ou?
1 0922 1 1
2 22 _ 2
'ty 59 (aul 5 2 2r=-=TI%
1
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2 TENSORS 2.3 Geodesics

%+(,r), (3?)20 (I)

d?0 2 /dr\ [/d6
o'ls2+r<ds><ds)_0 (1)

(if d8/ds = 0 we get the staight line passing through the origin); if we put df/ds = 6’ and divide (II) by 8" we
get:

140" 2dr

- - = / 2 _ /.2
7 s + s 0 — Ind’ + Inr® = In(0'r*) = const
and then
dé
7“2& = h = cost

Instead of integrating (I), we use another method. From ds? = dr? + r2d6?, dividing by ds?, we get

Lo (AN 20N ()R
~ \ds "\as) T \as 72

You can verify that this relation is an integral of (I). From this we get

d h? Vr2 — h? de h
& /11— == :I:ri together with — = —
ds r2 r ds 12
Dividing the second equation by the first one, to eliminate s, we obtain
de h

d h
R P =
, ; r2 h2 , [arccos (7‘):|

that is

h h
6 = Farccos(—) + o — — =cos(0 — ) — rcos(6 —60g) = h
r T

which is precisely the equation of a line in polar coordinates (h is the minimum distance of the line from the
origin, obtained for 6 = ;).

We have defined the geodesics on a surface (which correspond to the lines in the Cartesian plane). We know
that, on the plane, the circumference C of a circle of radius a is C = 2wa.

In a similar way, on any surface, to define a circle of radius a and centerO, let’s draw from this point all the
geodesics and let’s mark on each of them the point at a distance from O equal to a curvilinear abscissa a; the
geometric locus of all these points is the requested circumference. We can now move along this circle (always
staying on the surface) and, with the same ruler with which we measured s = a, we can measure the length C.

Let’s see this for a sphere of radius R.
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2.3 Geodesics 2 TENSORS

We will obviously have (we know this because we "see” the sphere in E3)

7T(13

C3R?

a 1a3

C =2mx =27R sin(%) o~ 27TR[E ey +...] =27a + O(a®)

But we also know that, for the sphere,1/R? = K and, if a — 0, neglecting higher order terms, we can write:

K =2 lim (2”“ - C>

T a—0 0,3

This result, which is true in general, shows us how to actually derive the Gauss curvature K, with measurements
carried out on the surface.

For the plane 2ra = C' and K = 0; for the sphere 27ra > C' and K > 0; around a saddle point 2ma < C' and
K <0.

¢=2na f<2na ¢>2na

The Gauss curvature is therefore an intrinsic, local property of a surface. As the result does not depend on
the particular coordinate system used on the surface, K is an invariant quantity (such as ds?, for example),
although it may change from point to point on the surface (invariant doesn’t mean constant).

How does one determine K from g;;7 Since the metric tensor contains the information about distances, and
measuring these we get K, there must be a link between these two quantities. We will see that K should depend
on the second derivatives (at least) of g;; at a selected point. This comes from the fact that K is invariant, i.e.
does not depend on the coordinate system used, and is a local quantity, that is it depends on the behavior of
gi; in an infinitesimal region around the selected point.

But in an infinitesimal neighborhood of an point we can always choose a coordinate system in which g;; is like

< (1) (1) ), and in which the derivatives g;;,, are zero. We name it locally Euclidean system .

Let’s see how this is, in principle, possible. Remember that the transformation from g;; to g, is:

;o out o’
9t = Gt Gt

and let’s expand g;,; arounf the point z:

m m 1 m m n n
g;i?l(x) = g;cl(xo) + g;clam (wo)(z™ — Lo )+ ig;flvmn (zo) (2™ — Lo )(z" — xo) +...

where

, o’ o’
G (o) = 9k oul " 9ij

out oul }

, &ut o out 9%l
9kirm (1‘0): ngijam

. + dumout gut I ou* oumout

Zo
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_[ ou' oul } N [ O%ut  oul

7 779 m ,gi]} due to the symmetry between ¢ and j and k and [
8u/k 8u/l 8u/m8u/k au/l 0

out oul ] N [ d3ut ou’

/ . . .
k1ymn (To) = |:gij,mn gij} + first, second and third drivatives
6ulk 6ull au/mau/nﬁulk aull 0

If, with an appropriate coordinate transformation, we want to put g, into a desired form in a neighborhood of
o, we have to specify the following quantities in the transformation:

| [ 2-D [3-D[4-D] N-D
(%)xo 2x2=4| 9 16 »
(gummgae) g, | 2x3=6 18 40 NN +1)
(au/mra;u%)wo 2x4=8] 30 g0 | MANEL(N42)

On the other side, the number of independent derivatives of the metric tensor (i.e. the number of conditions to
be satisfied) is the following:

| [3-D[3-D[4-D] N-D |

(o) 3 6 10 w
g;clvm (Z‘O) 6 18 40 %—&-1)2
Gietrmn (o) 9 36 100 [WJ

Let’s draw the appropriate conclusions from this for two, three and four dimensions:

e 2-D: If we want to set the values of g,(xo) we have 3 equations for 4 coeflicients: we are left with a
degree of freedom that correctly corresponds to a rotation of the axes around x( in the plane. If we
want gp;,m (o) = 0, we have 6 equations and 6 parameters, then we can manage it. If we wanted also
9kiymn (To) = 0, we notice that there are 9 equations but only 8 parameters, and in general the system
is too conditioned to admit a solution: we cannot then cancel locally also the second derivatives of the
metric.

e 3-D: We have 6 equations for 9 parameters to fix g}, (zo): we are left with 3 degrees of freedom correspon-
ding to the rotation of the coordinate system in space (for instance: the three Euler angles). We can put
Gr1om (o) = 0 (18 equations for 18 unknowns), but not g;;,m» (o) = 0 (36 equations and 30 unknowns).

e 4-D (Minkowski space): 10 equations for 16 parameters to fix g;,(zo) : we are left with 6 degrees of
freedom corresponding to 3 rotations in space and 3 Lorentz transformations of velocity. We can have
Gry»m (o) = 0 with 40 equations and 40 unknowns, but we cannot have g};,mn (o) = 0 (100 equations
and 80 unknowns).

Since we can always put g;; in the form 6;;, and have g;;,; = 0 at a point, the curvature must necessarily depend
on the second derivatives of g;;. And the simplest form of dependence would be linear: let’s see if we can find
some suitable expression. Before doing so, however, we must address another issue.

2.4 Covariant derivative

We have seen that the derivative (the gradient) of a scalar field ¢, ¢/du’, is a covariant vector. We could then
think to perform the derivative of vectoer field A;(u"), obtaining in this way a rank two tensor. But this is
not correct! The differential dA; of a vector A;, basic ingredient of the difference quotient, doesn’t in general
behave like a tensor. In fact, from the transformation rule

1k
ou't
oui Tk

A=

it comes that
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2.4 Covariant derivative 2 TENSORS

6ulk 8ulk au/k 82u/k
A, = ——dA, + A, _ = —dA, + —— Al dd
dA; 8uld ket Aid out auld k+8u’8ul wdu
82ulk

We see that dA; is a vector only if F=5+ = 0, that is if the u'* are linear functions of u’ (as it is when we go
from a rectilinear coordinate system to another).

But why isn’t dA; a vector? The reason is that the difference dA; = A;(u® + du?) — A;(u?) is the difference of
two vectors that are located in two different points (although infinitely close). The two vectors A;(u® + du?)
and A;(u') transform then in a different way as the coefficients of the transformations depend on the position.
If we want that the difference between two vectors is a tensor, it is necessary that the two vectors are compared
at the same point (in this case both, and therefore also their difference, transform in the same way). In order
to have a derivative that behaves as a tensor it is necessary to define a new type of derivative, the so-called
covariant derivative.

Au)

Caso Euclideo Caso generale

In a Euclidean space, the derivative of the vector A;(u’) is performed by moving A;(u’) parallel to itself and
leaving unchanged magnitude and direction, and by making its application point to coincide with that of
A;(u" + du?). Then, at the point P’, you run the difference and calculate the limit of the difference quotient

lim A;(w* +du ) —A;(uh)
dui—0 du?

How can we do something similar in a non-Euclidean space? In this case we define parallel transport from u* to
u® 4+ du’ the displacement that produces a change in the vector 4; by the amount §A4;, such that moving to a
locally Euclidean system (which, as we have seen, is always possible - locally), it vanishes: §4; = 0. So in P/,
we have both A; + dA; = A;(u’ + du’) and A; + §A;, corresponding to the parallel transport of A;(u’) from P
to P’. The difference

DA; = (A; + dA;) — (A; + 6A;) = dA; — §A;

is a vector since it is the difference between two vectors that are at the same point. We can then use DA; to
define a new kind of derivative.

Now §A; must be found. If we impose that DA; (absolute differential) is linear as the usual differentials, §A;
must linearly depend on both the transported vector A; and the displacement du?, we can write

0A; = AT A, du!

where the quantities A}}' are functions of coordinates and depend on the reference frame. In the locally Euclidean
frame the AJ} vanish, but generally they will do not, and this tells us theat the Al} do not represent a tensor
(remember that a tensor vanishing in a reference frame will vanish in all reference frames). This makes us think
of another object with three indices which is not a tensor, i.e. the affine connection. As we will check in a while,

it is in fact A} =T, so thatdA4; = I‘Z’Amdul. It follows that
A
DA; = dA; — §A; = 04 gt — 7 A, du
oul ’

and the covariant derivative DA;/du!, also written as Ay, is

DA; 0A;
= Agl

oul 8T ul

m
7F1',l m
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2 TENSORS 2.4 Covariant derivative

The covariant derivative of a tensor can be derived by considering this as the product of two vectors and
requesting that it meets Leibniz rule for the derivation of a product. Then, if T;x = A; By,

Tigg = DBrAy+ AiBrg
- Bk(?ﬁr;’; >+A <%Bf r m)_
= B a0ty - AR, -
- %Tzl’“ T ke — T i,

This relation holds in general. Let us look at the expression
Ay = (gmAk);l = gika A" + gin Al

Since A;,; is a tensor, we can use the metric tensor to write it as A;; = gikA;kl; if we compare this expression
with that one written above we realize that g;i; = 0. Let’s now use the relation for the covariant derivative of
a tensor to write explicitly this result:

89119
T gmr — I gim =0 1
oul il Ymk k9 ( )

Giky =0 —

We do now, in this relation, a clockwise rotation of the indices i, k, I (i = k, k — I, | — i) and we get

gk
au szgml ]‘—‘Zlgk’m =0 (2)
And again another rotation of indices:

agll m
ouk — Ik gmi — Tiggim = 0 (3)
If we now perform (1) + (3) — (2)we get, by using the symmetry in the lower indices of both I']} and gz,

Ogik. | Ogui  Ogm
- . - Zlgmk FZ;gzm - Fln]/gbgmz - Fmglm + 1—‘Zzgml + Fln:gk:m = 0

ou! ouk  out

which can be simplified:

9gir | 991 Ogu

out  ouF oul
Multiplying this relation by % ¢ we obtain

i (3gm 91i  Ogul

— 2Fklgzm =0

2

oul  Ouk ol

) Fklgzmg Fzﬁlb(sfn =T

We find again the relationship that defines the affine connection, and thus we have verified the assumption
AR =T7.
Let’s now consider the scalar productA4;B?; being a scalar quantity it does not change by parallel transport:
§ (A;B") =0 and then

B'§A; + Ai6B' =0 — A;0B' = —B'§A;

A;SB' = —BT] A, du!
Since the indices i and m are dummy indices, we exchange them with each other
A;6B' = —B™T | A;du!
and, being A; a generic vector, this means that
§B' = T}, B™du’
From this result we can expresses the covariant derivative for a contravariant vector:

DB' . 9B .,
W:B;l al+leB

The general rule for the covariant derivative of a tensor of arbitrary rank is to make the partial derivative and
then add a term of the type +I" for each contravariant index and a term of type —I" for each covariant index.
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2.5 Parallel transport and curvature tensor 2 TENSORS

2.5 Parallel transport and curvature tensor

Let u® = u'(s) be the parametric equation of a curve, with s curvilinear abscissa measured by starting at a
given point on the curve. We know that du® is a vector (from the definition of contravariant vector), ds is a
scalar, and du’/ds = v’ is then a vector. In particular, v* is a unit vector, the versor? tangent to the curve.

If we were in an Euclidean space, to define a geodesic as a segment of a straight line, we would say that the
tangent versor does not change with s: _

dv'

ds

If we want now to generalize this relation to any space, 2 or more dimensional, we must not use the normal
derivative, but the covariant one, since it is a tensor quantity:

Dvt _
ds
Expanding . ‘ ‘
Do Dudu' _dud (00N
ds — dul ds ~ ds \ 9u mi a
that is
%diul + i vmd7’u} = 0
oul ds meods
dvt '
dl‘}s + T o™t = 0

from this, by remembering that du’/ds = v*, we have

d2u’ o du™ du!

X2 —

ds? s ds

We find again the geodesic equation (and this is another proof of the fact that, when we leave the Euclidean
space, we must switch from usual derivatives to covariant derivatives).

We see that, along a geodesics Dv* = 0, i.e. dv’® = §v’ : the unit vector v?, parallel transported from a point
u* on the geodesic to a point u’ + du’ on the same geodesic coincides with the vector v* + dv’, tangent to the
geodesic at the point u* 4 du’.

Now consider a vector A; that is parallel transported along the same geodesic. The angle it forms with v,
tangent versor, will be given by the scalar product A;v. But a scalar does not change for parallel transport
and so, along the geodesic, the angle between A; and v remains constant: a vector parallel transported along a
geodesic always form the same angle with the tangent to the curve.

Now imagine we parallel transport a vector vy along a triangle formed by pieces of geodesic. If we are in a
Euclidean space (e.g. on a plane) the vector Ty we get after closing the path coincides with .

K=0 K>0 K<0

2To check that viis a versor, let’s see what is his magnitude by means of the sclar product v;v*:
; du® du?

J=gii—— =1 <= ds?=g;du'du?
iy ds ds 9

V" = giv'v

26



2 TENSORS 2.5 Parallel transport and curvature tensor

The same thing does not happen along a spherical triangle: the vector is rotated by an angle which has the same
direction of rotation of the direction in which we moved along the spherical triangle. The opposite happens if
K < 0. We can look at it in another way: imagine we have to go from point A to point B, either directly or
through a point C, always along geodesic arcs. In Euclidean space the result of the parallel transport along the
two paths is the same, but the same thing does not happen on curved surfaces (what said here for a triangle
formed by arcs of geodesic applies to a generic path, which can be thought as consisting of a large number of
arches of geodesic). The result is that, unless we are in a Euclidean space, there is no natural and not ambiguous
way to move a vector from one point to another; we can move it in parallel, but the result depends on the path,
and there is no a natural choice for this. So we can compare two vectors only if they are applied at the same
point. For example, two particles that pass alongside one another have a well-defined relative velocity (and
less than ¢, with ¢ the speed of light), but two particles in different points of a generic space do not have a
well-defined, relative velocity.

Let’s now quantify what we said above in a qualitative way. Moving along a closed path formed by arcs of
geodesic, a vector Ay parallel transported will undergo, returning to the starting point, a variation

AAy, = ]{ §AL = f{ i Adu™

To solve the integral we apply Stokes Theorem?

1 0A,  OAN
Apdu™ = = m
% " 2 /Surface ( 6ul 8um) f

where df"" is a tensor which corresponds to the projection of the element of surface area on the coordinate
planes. In our case A, du™ — I}, , A;du™ so that

AAk B 5 /Surfa('e l 8ul Oum

fl m

If we assume that the surface element bounded by the closed curve is infinitesimal (any finite surface element
can be divided into infinitesimal elements), the integrand is constant and, by neglecting infinitesimals of higher
order, we can write

oy, , 9Tk 0A;

DA,
1 A, + T i
ol Gum 1 T km gl

oul " Foym

AAk;[ ]Aflm

Since A; is parallel transported on the curve

0A; 04

= T A
out  oul i
Then
1 or or i
AAk; = iAflm I: ak;nA a klA +ka zlA Filr?mA":| =
1 . [ori o
= §A1Afl |: 851 ou f,f +ka nl — Fle :|

where the second step, in which A; is made explicit, was obtained by interchanging the dummy indices ¢ and
n in the terms containing the products of affine connections. The quantity in braces is a tensor, as A;, Af‘™
and AAy (difference of two vectors applied at the same point) are tensors. It is named Riemann-Christoffel
tensor or curvature tensor:

— or: GI‘M
klm — aul a m

(Warning: you can find it defined with the signs interchanged!) If, in a volume of space, R, = 0, then
AAg = 0: The parallel transport along a closed curve keeps the vector unchanged, and that volume of space is
said to be flat. This happens in a Euclidean space, as well as in any (volume of) space in which g;; is constant,
because the affine connections are null and so also the curvature tensor; and since a tensor equal to zero in a
coordinate system is zero in any coordinate system, then Riklm = 0 in any refernce frame. On the contrary,
if Riklm # 0 the parallel transport depends on the path, and the space (or the volume of space) is said, by
contrast, curved (this is the reason for the Riemann-Christoffel tensor is also named curvature tensor).

3se, e.g., Landau Lifsic, The Classical Theory of Fields, eq. (6.19)
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2.6 Properties of the curvature tensor 2 TENSORS

2.6 Properties of the curvature tensor

It can be proved? that Riklm is the only tensor that can be constructed from the metric tensor and its first and
second derivatives, and which is linear in the second derivatives (and also quadratic in the first derivatives).
The metric tensor allows to write it in the totally covariant form Rjxim = g5 R%;,,-

Let’s consider the tensor R, =~ as written few lines above, and let’s move to the locally Euclidean system; in

. . e - 99 . .
this reference frame, at the point u', it is % = 0. Then the affine connections are zero, and the covariant

derivatives are reduced to simple partial derivatives. In this system

9 oL, 9T,

X3

R klm) T 0wl duwioum

klmij = 57 (

(at u® the affine connection vanish, but not, in general, their derivatives). Cyclically permuting the indices I, m
and j , we get:
27 21
OThy  Tim
utdu™  Outdud

i —
kaj;l -

and also ‘ i
;o oy, 0Ty
kibm ™ umoui  dumoul

Adding the three relations, we easily get:
eimi; T Bemga + Bjim = 0.

These are the so-called Bianchi Identities. The tensorial nature of these reltions tell us that, although we
have obtained them in the locally Euclidean system , they hold in all reference systems.

Lowering the contravariant iindex we get
Riklm;j + Rikmj;l + Rikjl;m =0.
The Riemann tensor has its own properties, let’s see them in the fully covariant formR;xm, = g5 R%;,,:
e Symmetry properties
Rjkim = Rimjk
e Antisymmetry properties
Ririm = —Rijim = —Rjrmi = Rijmi
e (Cyclic properties
Rikim + Rjmit + Rjimi = 0.

From the Riemann tensor, by contraction, we can get a rank 2 tensor, the Ricci tensor, defined as:

— Dt
ka =R kim

(indices i and [ of R%, =~ are contracted). Considering the antisymmetry properties, if in R%; =~ we instead
contractc ¢ and m we get again Ricci tensor, but with its sign changed:

i i
Rk:li - _Rkil - _Rkl

Ricci tensor is symmetric:
Rmk = leik = g”erik = g”Rikrm = Rccrm = ka

It is the only symmetric tensor of rank 2 that can be obtained from Riklm. From the Ricci tensor one can obtain

the Ricci scalar or curvature scalar:
km
R= g ka

It is the only scalar that can be obtained from Rik,lm.

All these properties of the Riemann tensor reduce the number of its independent components and, in N

N2(N2-1)
12

dimensions, this number is N' = . In particular:

1See, e.g., Weinberg, 1972
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2 TENSORS 2.7 The Theorema Egregium

e For N =1, N =0 and Rj111 = 0 always: a curve has always (intrinsic) curvature zero, we do not have
information on how the curve is "embedded" in a space with 2 or more dimensions.

e For N =2, N' = 1. There is only one independent componenet, for instance Ri312.

e For N = 3, N = 6, as many as the components of the (symmetrical) Ricci tensor. So for N = 3 it is
sufficient to know Ry, to describe the space cuvatura.

e For N =4, N' = 20, while Ry, has only 10 components. One must use the complete R, tensor (apart
from situations of particular symmetry, and we’ll see that it is so in the case of the homogeneous and
isotropic universe).

From Bianchi identities, in the covariant form, by exploiting the properties of antisymmetry of the Riemann
tensor, we have

il k
Riklm;j - Rkimj;l - Riklj;m =0 / . gl g "

km pl il pm km pl _
g Rklm;j -9 Rimj;l -9 Rklj;m =0

that is
gkakm;j - gllRij;l - gkakj;m =0
and them
l m !
Rj— R, —RY,, =R; —2R;; =0
anf finally
1 10R
l —_— - ¢ e —
fiu =51 = 5 9u

where the last step is due to the fact that R is a scalar, then does not depend on the reference system used,
and its covariant derivative coincides with the simple partial derivative. The quantity le;z is the (covariant)
divergence of the Ricci tensor. Now consider the mixed tensor

1
l l
R;—505R

Its divergence is (for the rule of the derivation of a product and being 5lj;l =05

1, OR 1 0R
l 1 _pl v
R =305 = Rt = 35w =

as seen just above. So the (covariant) divergence of this tensor is equal to zero. If we switch to its covariant
components we get

1 1
guR'; — §gil5l]‘R =Rij = 59i; 8= Gij

where G;; is the so-called Einstein tensor. This tensor has very relevant properties: it is symmetric, has
vanishing divergence and, since it comes from Riemann tensor, it contains terms linear in the second derivatives
of the metric and quadratic in its first derivatives.

2.7 The Theorema Egregium

In 2 dimensions the Theorema Egregium of Gauss states that the Gauss cirvature K can be derived from the
metric tensor; in particular K = Ry212/g.

Here we give a justification of Theorema egregium. We have seen that, locally, in a neighborhood of the point
P, a surface element can be written in the form

1,2 y2
zzf(x,y):ﬂ—i—%

ast.
_ 1 sk 1 _ 1l 1
= 54 + Tk —rmsl, =1l T, =0

5
5 mat,

l.
Jsl
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2.7 'The Theorema Egregium

2 TENSORS

which, put in the form Z(u,v), can be written as (x = u, y = v):

z(u,v) = | u,v, —/— + — |; Ty =1|(1,0,— T, = 10,1, —
() ( 2p1 2p2 o1 P2

U
P1
uv
F=%, -7, =
P1pP2
02
G:jva_l—f—ﬁ
P2

2 2
ds? = (1 + u2)du2 + 2 du dv + (1 + ”2)va
P1 P1p2 P2

1+ 4 - u? 0?2
9ij = ( w' 1:1_’);2 ) - g:det(gij)zl‘i‘ﬁ‘i‘ﬁ
P1P2 P% 1 2

Notice that, in P, g;; = ( (1) (1) ) and g;;,, = 0 and second derivatives do not vanish

'U2 uv
g = 1( 1+ P2 _plsz ) K| _ Ri212|p
_w u? P
g p1p2 1+ 03 glp

R1212 = glkRI%u = 911R1212 + 912R2212 but in P giz2 = Oe g1l = ]., that is R1212|p = R1212|p

ors ori ,
Ry = 81'212 T a2 21 + 5,00 —T5, T
but the I' contain the g;;, which in P vanish and we are left with
’ _ ari, ori,
212|p = 3, |
P ou |p o |p

1 9952 | 0952 3!]22
1 lo
T = 27 < dx? " oz
_ 1] 4012 3912 _ 3922 + g2 0922 Oga2  Og22\| _
—a2Y v v v v v N
2
N IANEIE -
29 P3 p1p2 p1P2 9p1p2
1 6902 8901 8921
1 lo
T = 27 ( ozl Ox?
_ 1 11 0912 8911 _ 8921 0922 + 9921 _ 9921 —0
2|9 Ju v ou Ov v
ar%z_a{u]_ 19w [1 2u2}
du  Oulgpip2]  pip2 g p1p2 9203
At the end
8F22
Klp = Tazzle _ Raale lp Q.ED.
glp glp glp p1p2
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2 TENSORS 2.7 The Theorema Egregium

To divide byg seems apparently not essential. But remember that K is a scalar, that is a tensor of rank zero,
while Rj212 is a component of a tensor, which is not invariant under coordinate transformations, and the same
holds for g, which is not a scalar. However, their ratio behaves like a scalar. To divide byg is also useful for

2 2
normalization [if, e.g., we transform = — au  y — Bv we get T(u,v) = (au, fv, O‘;pif + 52:2 ) and if we redo the

calculations we find that the factor 1/g in the formula for K is now essential: g|p = o?3?.

We observe that the relation which expresses the Theorema Egregium, K = Ri212/9, is a relationship between
tensors of rank zero, ie scalars. If, as we showed, it is true in a particular frame of reference, it applies in any
frame of reference, and the particular result obtained can be extended in general.

This method of proving that a relationship between tensors holds in a particular frame of reference and therefore,
having to do with tensor objects, it is valid in any frame of reference, is a method routinely used in tensor
calculus.

The curvature tensor is related to the Gauss curvature even in spaces with any number of dimensions. Given
a point P in one of these spaces, and two vectors a* and b* applied at the point P, we can draw a family of
geodesic curves x#(s, «, 8) through P, with « and § real numbers. All these geodesics, which have as their
initial tangent vector dz#/ds = aa* + Sb*, form a two-dimensional surface for P, with Gauss curvature given

R,\W,.iaAb”a"b“

(g)\ug;m - g,\,{gw) arbtav b

K(a,b) =

Exzample: estimation of Gauss curvature

Given, for a surface element, the following metric
ds? = du? + e dv?

estimate K (intrinsic Gauss curvature).

We know that K = R1212/¢

1 0 . (1 0
gij(o eZu/k) - 9:62 /k - gJ(O e—2u/k>

Considering the particular values of g;; and g% we get Ria1a = g1xR515 = Rbq5

8F1 81“1 81"1 81—\1
Ry, = 87212 - 8u221 + T, —T5 Ty = 652 - 831 + T3, + T35 — T3, — 3T
Then
rl, = 1911 9921 | 9921 Oga2) _ 7162“/’“
2 ou? ou? oul k
1 orsd 2
Fél =0 F%l =0 F%l :% 852 _ = 2u/k
2 9 1 1, 1 o,
RY,, = ,ﬁez Jk _ (E ) ,%62 /k) _ 7@62 /% = Rioto

6See Weinberg 1972, Section 6.9
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Example: curvature of the pseudosphere

The pseudosphere can be represented by a surface of revolution: the result of revolving a tractrixz about its
asymptote7

T(u,v) = (a sinu cosv, a sinu sinv, a[cosu + hl(tg;”) with 0<wu<m/2
Find the metric of the surface and K

2

1 1 1 . cos“u
] = | a cosu cosv, a cosu sinv, a

tgu/2 cos?u/2 2

Ty = (a COSU COSV, @ COsSU Sin v, a[ — sinu +

S1mu

Ty = ( — a sinu sinv, a sinu cosv, 0)

_ 5 COS2U a®

E=7y - ZTy=a )
sin“u tg u
G =T, Tp = a’sin’u
F=%,-7T,=0
a2
ds? = du? + a®sin?u dv?
tg2u
We now perform a coordinate transformation
2 = a In(sinu) a oo _
u,v) = (x dr = 2-du dy =a dv e*/ % = sinu
) Y y = av tgu

and we realize that ds? = dz? + e2*/%dy? is a metric equivalent to the original one.

Moreover, from the previous exercise, we know that K = —1/a?

"Tractrix (from the Latin verb trahere "pull, drag"; plural: tractrices) is the curve along which an object moves, under the
influence of friction, when pulled on a horizontal plane by a line segment attached to a tractor (pulling) point that moves at a
right angle to the initial line between the object and the puller at an infinitesimal speed. It is therefore a curve of pursuit. It was
first introduced by Claude Perrault in 1670, and later studied by Sir Isaac Newton (1676) and Christiaan Huygens (1692). The
revolution of a tractrix about its asymptote produces the surface called pseudosphere. The name derives from the fact that the
curvature is constant, as for the sphere, but has the opposite sign.
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3 GENERAL RELATIVITY

3 General Relativity

3.1 Minkoswki space

In Special Relativity, passing from one frame of reference to another, the infinitesimal distance between two

events:

ds? = 2dt? — (da? + dy? + dz?)

is preserved (= is invariant). If we define 2° = ct; 2! = z; 22 = y; 23 = 2 we can write

1 0 0 0

2 1.8 . |10 -1 0 ©
ds® = nepdx®dz with =19 o _1 o0
0 0 0 -1

We have then the metric of Minkoswki space, which is "pseudo-Euclidean", but it is flat: in fact the n.g are
constant, therefore I‘; x and R}{j . are zero. In the following we will use, by convention, the Greek indices a, 3,
v, ... if these vary from 0 to 3, while we will use italic indices i, j, k, ... if they vary from 1 to 3. Warning:
in literature also the opposite convention is used. Even 7,z is often defined with opposite signs, i.e. with the
signature (—1, 1, 1, 1) instead of (1, —1, —1, —1).

Moreover, we say that the intervalds? is:

e time like if ds®> > 0 (corresponding to a physical trajectory with v < ¢)

e space like if ds®> < 0
e light like, null if ds?> = 0 (corresponding to the motion of particles, like photons, which move with speed

v =c)

If we represent the space-time (eliminating one of the spatial coordinates) about an event taken as the origin,
we can divide it into three zones defined by the cone in Figure:

e future: is the volume of space-time formed by events such that the event at O can interact with them by
means of particles that follow a physical trajectory.
e past: is the volume of space-time formed by past events which can influence today the event at O.

e elsewhere: is the volume of space-time formed by events which cannot affect or be affected by the event
at O, since information cannot propagate with v > ¢. An observer in motion with respect to O can see

both O and A happen at the same time.

x.A traiettoria fisica
: ,.
futuro F $
¥ altrove
A
OX
N x_?
4
‘xl
) passato &
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3.1 Minkoswki space 3 GENERAL RELATIVITY

Each observer has with him a ruler and a clock: the time marked by this clock is the proper time 7. An observer,
who sees two events (physically connected) occur at different times but at the same place (dz = dy = dz = 0)
obtains ds? = c?d72: ds and dr are proportional.

The distance ds between the same two events, both for an observer who sees them occurring at the same point,
and for another observer who sees them occurring at a distance dl, is the same:

2_ 232 _ 232 72 2 1,2 Ldlodi\ v?
ds® = ¢*dr® = ¢*dt* — |dI7] — dre =dt (1_02dt.dt —dt(l—c—z)

where v is the particle speed for the observer who sees it moving, and also the relative velocity between thw
two observers. Defining § = v/c and v = 1/4/1 — 82 we get dt = ydr. Since v > 1, then dt > d7: the interval
between two "ticks" of a clock is shorter for the “proper” clock; moving clocks appear slower (think about the
twin paradox).

The velocity four-vector (four-velocity) is defined as u®* = %; it is a vector since dz® is a vector and ds is a
scalar.

In a generic reference frame, not at rest with a particle which has a velocity v = i—f, we have

o dz® d(et) dt
U = — = = — =
ds cdr dr
do' _1detdt _ v
edr ¢ dt dr

and we can write u® = v(1, §). If the particle is at rest we have u® = (1,0,0,0).

The quantity u®u, is invariant: u®u, = agu®u® = u®ul — (utul +uu? + v?u?) = 42 — (v20%/c?) = 1; u® is
the unit vector (versor) tangent to the trajectory of the particle (in the 4-D space-time).

The four-momentum is defined as P* = mou®where mg is the rest mass of the particle. If we remember that
P =mv = ymoT; E = mc? = moc?y we get:

0 2 i v’ v’
P’ =~mg=FE/c P'=~ymg— =m—
c c

POCP* 2,2 2 in 2 2 17f . 2
a ="My ’Ymocg—'Ym E =my

o E? 1. B2
PPa:m(Q,:CTfC?PoP — m§c2:6—27|P|2

If dﬁ; ~ =0 then P* = const = E = const and P = const: this is the energy and momentum conservation.

. . 2. o . .
The four-acceleration is ddj;, = dd%. The geodesic equation has always the same form:

d*z> , daf daY

- + - 7
ds? P17ds ds
If the metric tensor is simply 7,3, then the 'z, vanish, so that d2:z:”‘/ds2 =0,ie z*=a"-s5+b, or

{ ct:ao-s—l—éo
T=a-s+b

and the trajectory is a straight line covered with uniform rectilinear motion. If we write the metric tensor in
another way, for instance in planar polar coordinates, ds? = c2dt? — (dr? + r2d6?), the ', are not all zero, but
the resulting geodetic curve is always a straight line, covered with uniform rectilinear motion, but written in
polar coordinates.

Notice: While in 3-D Euclidean space the geodesic between two points is a straight line, so it is the shortest
distance between two points, in special relativity the quantity ff ds is maximized with respect to variations in
path with the ends fixed. It is AT = As/c, and you can think at the twin paradox, where the elapsed time is
maximized for the twin who remained on the Earth.
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3 GENERAL RELATIVITY 3.2 The energy-momentum tensor

3.2 The energy-momentum tensor

To deal with General Relativity and Cosmology we need an "object" that has the properties of a continuous
medium, such as density and velocity, and links them to conservation of energy and momentum.

Let’s consider first the case of incoherent matter, whose particles (for the moment) do not interact ("dust").
The matter field will be described at any point by the four-velocity u* = v(1,7/c) and by its proper density
po(x), i.e. that measured by an observer who follows the fluid. With these quantities one can form a symmetric
tensor of rank 2 in the simplest way as:

T8 = 00 AuuP

Let’s see how this tensor is mede in detail:

T% = poc*y* =¥ poc? = pc? by writing  p =~%po

To interpret this result remember that the mass is m = ymg(mo= rest mass) and that a volume element in
motion appears contracted by a factor 1/, and its density grows by another factor 4. So if the proper density
is po, an observer with respect to which the fluid has velocity ¥ measures a density v2po.

T represents the mass-energy density (in this case the only contribution to the energy comes from matter
motion).

The components of T*? can be written:

1 vz /c vy/c v, /c
vgfe V2[R wpuy /e vy, /P
vyfe v/t wi/P v,/
v.fe vug [t v/t vE/c?

T(yﬁ _ pC2 .

(%)

We now derive the motion equations from the expression 85Taﬁ = 0, the four-divergence of T°”(remember we
are in Minkowski space-time, and covariant derivatives are simply partial derivatives).

o For =0 we have 957% =0 & 207 — 0 which can be expanded:

10(pc®) | d(pevs) | (pevy) | O(pev.)
Eat+8x+8y+8z

=0

and then simplified to

o = ,
a-kV-(pv)—O

which is the continuity equation for a fluid, expressing mass-energy conservation.

e For a =1,2,3 we have

10(pcvg) — O(pugvz) — O(pugvy)  O(pugvs)

Z = =1
c Ot * or * oy + 0z 0 (o )
19(pcvy)  O(pvyvg) — O(pvyvy)  Opvyvy)

- = =2
c Ot * ox + Jy + 0z 0 (o )
la(pcvz) n O(pv,vy) n O(pvsvy) n A(pvv,) ~0 (a=3)

c Ot Or oy 0z

If we multiply the first by % (unit vector of the x-axis), the second by 7 and the third by k and then add them
toghether they can be summarized in the expression

0, _ 0 _ 0 _ 0 _
a1 P0) + gz (pva®) + 5 (o) + o (pvsT) =
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3.2 The energy-momentum tensor 3 GENERAL RELATIVITY

which, by expanding and by using continuity equation, becomes

@+7@+v(7)+ @4_ @_A'_ @_0
TR T PUI| T PV, T Py TPV, =

. v =\ dov
that is p{at—f—(v.V)v} =0 (I < p&:O (IT)

This equation, typical of fluid dynamics, is the motion equation for a fluid without pressure, viscosity and
external forces. Therefore it expresses the conservation of momentum. In particular, in the form (I) one
imagines to observe the fluid at a fixed point and to see how its motion evolves (the so-called Fulerian point of
view), while in the form (II) one imagines to follow in their motion the particles of fluid (the so-called Lagrangian
point of view).

Thus we see that the tensor 77 expresses the energy and dynamic properties of the fluid (dust) in this case.
TP is the stress-energy tensor.

In a locally inertial frame at rest (LIRF) with respect to the fluid, in which u® = (1,0,0,0), 7%% has the
particularly simple form

poc2 0 0 O

o8 _ 0 0 0 0
LIRF 0 0 0 0
0 0 0 0

We now come to consider the case in which the particles interact in the simplest way, that is through collisionss
due to their thermal motion: in this case the fluid has a pressure. We assume that there is no transport of
energy by conduction or radiation and there is no viscosity. The fluid so defined is said to be perfect.

If we are now in the LIRF, T*? will be no more that one written just above, with only 7°° # 0. The particles
now have random motions around the zero of their positions and velocities. We must then refer back to the
previous form (**) of 7°# in which however the terms that appear will be mediated on time and on the
distribution of particle velocity.

But this gives us immediately an important information: all the off-diagonal terms contain elements as v, vy
or v, or their products; when we average (v,) = 0 and also (vyvy) = (vz)(vy) = 0 (assuming that v, and v, are
not correlated). Then 7 is diagonal in the LIRF.

T .- (expressing the mass-energy density) will be no longer poc?, but rather pc?, with p > pg to take account
of the fact that the particles have velocities different from zero even in LIRF and their mass-energy density is
greater than in the case of pure dust. For the other diagonal terms we have (pv2), (pv2), (pv2).

To interpret these terms we make a small digression on the kinetic theory of gases.

z

X

Let ¥ and P be the velocity and the momentum of a particle, and f, the average force exerted by this particle
perpendicularly to the surface A (see figure)

T = (Ug, Uy, V) P= (Py, Py, P,)
AP 2P, 1

z = ax, — = *Pz z

Fe =N °Ljv. L *'
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3 GENERAL RELATIVITY 3.2 The energy-momentum tensor

for one particle.
For N particles the force is (p is the pressure)

N N
Fz:fpzvz:ﬁPzUzL2Ep'A

so that, by making actually the average on the velocity distribution, we get (A = L?)

N

:F<szz> = n<szz>

p
P.-7= P, + Pyv, + P,v, = 3P,v, (for symmetry,on the average)

and then p= %(ﬁ - 7)
which holds also for a degenerate and a relativistic gas. We can rewrite this relation in the form p = 2 (P -7) =

%
(nPyvg) = (n-mv2) = (p-v2). So, for a perfect fluid:

pc? 0 0 0
ot _ |0 p 00
LIRF OOpO
0 0 0 p

where p takes into account also the mass-energy due to thermal motions.
It’s easy to check that, in the LIRF, all this can be summarized in the relation

T} fre = (0 + pc”)uu? — pn*?
For instance, for 7%, by considering that «® = 1 and 7°° =1, we get T = p + pc® — p = pc?

But this expression is a tensor, and then will hold in any frame of reference, with u® # (1,0,0,0) and the
appropriate metric tensor instead of n°?. Written with covariant indices the energy-momentum tensor will be:

Top = (p+ pc*)uaus — Pgas

Example: the relativistic hydrodynamics equations

Let’s see what corresponds in this case to the relation
9T = [(p+ p*)uu’ — pn*P],5=0

Jp

P aB
928! 0

0
5.7 L0+ pc)uu’] - =

For oo = 0, if we remember that u®* =~y (1,7/c), we get

2 [(p+ pc*)7] + A (0 + pcg)vﬂf] 2 [(p+ P02)72%y] 2 [(p+ pc2)y2%ﬂ

_lop_
c ot or y 0z

cot

From this we get

0 _ dp
5 [+ )]+ V- [0+ pe?)y*0] = -
If the overall motion of particles is not relativistic, we have v =~ 1 and this relation reduces to the simpler form
dp p
Fivy. gl =0
5 TV o+ 5]

Expandig the partial derivative we can also write the initial relation in the alternative form

9p

0 i J—
5 [P+ 0]+ (p+ p?)V'V T +T- T [(p+ pe*)7?] = o

ot
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3.2 The energy-momentum tensor 3 GENERAL RELATIVITY

Op
ot

%[(p+062)72] +(p+pP)v 0=

This relation is not particularly illuminating. We shall soon see, however, a relation more useful and under-
standable, obtained by transforming the agT“B in a scalar relation.

For a =1,2,3, in a way similar to that followed in the “dust” case, we get

(540)72% — [0

which is a generalization of the fluid-dynamics relation p% = —Vp (the so-called Euler equation). As one can
see, (p + p/c?) plays the role of "inertial mass density".

We can add the conservation of the number of particles, or continuity equation, which can be introduced starting
from the quantity

JY=nu®

which is a current, where n is the number density of particles in a frame at rest with the fluid. Imposing that
the divergence of J¢ is equal to zero we write the conservation of the number of particles:

= s 2 2 )
0

% (ny) + V- (ny0) =0

o) d —
at(nv)—l—n'yv v+ (U-V)ny=0 &(n’y)—k(n*y)v-ﬁ:()

Example: conservation of the entropy per particle
Let’s now derive, as anticipated above, a scalar relation from 8/3T°‘5 ; to do that we multiply it by ug.

We start fron the fact that, as we have seen, u®u, = 1. So

i( ) = %4_ u”
gap (Ta) = WG 5t s
E— o ou®
73 5 Yo B
ou” ou® ou®

Uy B T e ges = Hages =0

from this ua% = 0 (we used the fact that o and v are dummy indices). If we take the equation expressing

the divergence of 7% and multiply it by u, we obtain

9 « B o
w[(p—i—ch)u u”] e Pt =0

U

and, by performing the derivative of the first term, we get

0 ou® Op
ub 2\, B2 ub =
ua{u aﬂ[(p+pc) ]+(p+pc Yu (“)xﬁ} a7 =

If we remember that u“u, = 1 and ua% = 0 we can write
0 dp
g8 L+ ’] —ul 55 =0
ouP 0 dp
ub 2\ _ B _
(p+p0)aﬁ U gt pct) —uto 5 =0



3 GENERAL RELATIVITY 3.2 The energy-momentum tensor

From conservation of the number of particles we have

oxB "oz8 T 9F T oz n Oxb

Substituting this result in the previous relation and collecting u” we have

o 0+pc?) ptpc? On Op
ozb n Oz OzxP

We notice now that

i(p+pc2): 1 [8(p+p02) Lrd(p+pc®)  p+pc? 6n}

2 . 2)77‘} _f{ on
Ozh n n? 0zb n= P pe oxBl  n 0xP n OxzP

Substitute into the previous relation
R R e - A = e R B
1ﬁ&m£¥dﬂ+2§ﬁ+né§dﬁ)£ﬁ}
ni g () + g () | =0

Recall now the first law of thermodynamics: dU = d@ + dL; if we introduce the entropy S we can write:
TdS = dU + pdV, where the internal energy is U = pc?. If we rewrite it referring to a particle we have

Tdo = d(%) + pd(%), with o entropy per particle. Expanding the differentials

90 yos— O pCyps 0 0 1y s x
T@xﬁdx 783:5( n )dx +paxﬁ(n)dx 4 ds

If we remember that ddi: = u” and compare this reltation with the previous one we get

do
827
U 92F 0
which, when expanded, becomes
190 w00 vy00  v:00
chat Vcam ’yc Jy Vcaz*
do = do

The result is that, in the system in which the fluid is at rest, the entropy per particle (or, if preferred, the entropy
for a certain numberN of particles contained in a cubic volume V of edgeL, which can vary but maintain always
inside the same number of particles) is constant. This is related to the fact that, in the ideal fluid, there is no
exchange of energy by conduction (or radiation), nor is there dissipation. From the first law of thermodynamics,
in the frame that follows the fluid, dQ = dU + pdV and U = pc? - V. Then

dQ = pdV + Vd(pc?) +pdV = (p + pc?)dV + Vd(pc?) = TdS

SincedQQ =0 — dS=0.

If we write p = wpc? (with w constant, although, in general, may be w = w(T) ),
(14 w)pcdV = =V d(pc?)

and if w = const, we have dp/p = —(1 +w) dV/V, that is pV!T% = constant.
We will meet three interesting cases in cosmology:
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3.3 Mach principle 3 GENERAL RELATIVITY

1. For a non-relativistic gas p < poc? (p = pg) so that w ~ 0 and pyV ~ const. If L is the edge of a cubic
volume V = L3, we obtain p oc 1/L3

2. For a gas of photons (and in general for a relativistic gas) prqq o< aT* and p = % pc; w = %:
1
TV = const TVY3 = const VxIL? — T I
1
pde4/3 = const VL?® — VY3~1t o Prad Ti

3. If p= —pc? (w=-1) — pV° = const that is p does not depend on V and L and remains
constant if V' changes.

We can express the first principle in another useful way by writing V o L3

<P+£>dV+Vdp0 - <p+;)~3LQdL+L3dp0

p\dL
= |—+4+dp=
3<p+62) i +dp=0

and, taking into account a possible dependence of L on time,

which gives

p\L
3<p+62)L+p—0

We wrote 9,77 = 0 in Minkowski space; but, if the I's, do not all vanish, and this is the general case, instead
of the simple partial derivative we must use the covariant derivative:

af
T ;ﬂ—O

that expresses the conservation laws in a generic frame of reference.

3.3 Mach principle

According to Newton’s dynamics the inertial properties of a body depend on its motion with respect to abso-
lute space. Ernst Mach®suggested instead that the inertia is related to the motion with respect to the total
distribution of matter in the universe. The motion is only relative to other bodies: operationally we can only
measure the motion of matter in relation to other matter, not with respect to the absolute space of Newton. If
there was only one body in the universe, its motion would not be defined: without other matter we can not say
if this body is at rest or is accelerating. And since the reaction of matter to the acceleration is the only way
to determine the inertia, this body does not possesses inertia. The idea that masses and positions of celestial
bodies define the inertia and inertial systems is called Mach principle. Several objections can be moved to
this idea: for instance, no observer can be in an empty universe and verify the ideas of Mach, and inertia may
exist even in an empty universe.

Anyway, the ideas of Mach influenced, by his own admission, Einstein himself. According to Newtonian physics,
in an volume without interactions, the bodies should remain at rest or move with uniform motion. But since
the universe is permeated by gravitational fields that can not be shielded, all bodies move along curved paths
due to these fields. But then the question arises: if we say that a path is curved, we assume that we know how
to define a straight line. But how can we do this if no body, not even photons, as we shall see, follows a straight
line? So we try to do without the concept of straight line, and assume that there are no physical entities such
as "gravitational forces" curving the trajectories of the heavenly bodies, but that the geometry of the space is
modified by the gravitation in such a way that the trajectories observed correspond to free, inertial motion of
bodies. But how to express this link between inertial motion and gravitation?

Special Relativity can be described by a geometry of Minkowski ds? = n,sdz“dz’and from the properties of
invariance of ds? between inertial systems derive the results of this theory (time dilation, length contraction,
...). How do we move to a metric ds? = ga/_gdxo‘dxﬁ in the presence of a gravitational field? What links are
there between g.s and the gravitational field, and between g,z and the gravitation according to Newton? Set
in this way, General Relativity turns out to be a geometrical theory of gravitation.

8 Ernst Mach (1838-1916) was professor of physics and then philosophy at the University of Vienna. His ideas have had a
precursor in the English bishop and philosopher George Berkeley, in 1710, when Newton was still alive.
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3.4 Locally inertial frames

If our aim is to give a geometric description of space-time, we can use what we have already learned about
surface elements and generalize it in 4 dimensions. In particular, we have seen that, in a neighborhood of a
generic point, one can transform g.g in such a way that it has a given form and that its first derivatives are
zero. So, in the neighborhood of an event, we can always put gog = a5 + O(|z|?): at the first order geometry
is the same as that of Special Relativity. In the (infinitesimal) neighborhood of each event the laws of physics
are the ones that hold in a inertial frame of reference. In a neighborhood of each event we can define a locally
inertial reference frame.

In the presence of gravitational fields, as mentioned above, local deviations from Special Relativity occur only
at the level of the second derivatives of g,3 which, remember, are related to the curvature tensor Roé7 s+ In this
sense gravity curves space-time. But what are these locally inertial reference frames?

3.5 The Principle of Equivalence

The evidence that all bodies fall (in the absence of air resistance) in the same way under the effect of gravity, led
to conclude, with great precision, that inertial mass m;, and gravitational mass mg..q, are mutually proportional
(and are, in practice, the same, by including the constant of proportionality within the gravitational constant
G ). Einstein assumed that, by definition, mi, = Mgrqy. This leads to the famous thought experiment of
Einstein elevator: an observer, equipped with scientific instruments and locked up into an elevator without
the possibility to see what is happening around him, will not be able to distinguish, by his experiments in
mechanics, between the two situations:

e he is at rest in a gravitational field with gravitational acceleration g

e he is in empty space, and the elevator is accelerated upward with constant acceleration g

Similarly, since all bodies fall in the same way in a gravitational field, the observer will not be able to distinguish
between the situations of:

e uniform rectilinear motion in the vacuum

e free fall in a gravitational field

E

m=m,

AL R

This allows us to say what are the locally inertial frames: those in free fall. Then, in a free falling frame, the
laws of Special Relativity hold locally (and to the first order in gqg).

The Principle of Equivalence requires that all the laws of physics (not just those of mechanics) are the same
both in a locally inertial frame and in Special Relativity.

Since the effects of gravitation disappear in a system in free fall, the phenomena occurring there are totally
independent from the presence of nearby masses. However, according to the point of view of Mach, a large,
nearby mass should introduce an anisotropy of the inertial mass. Effects due to the Sun or our Galaxy have
been searched, but not found within Am/m ~ 1072° for which the Principle of Equivalence seems favored
over the assumptions of Mach (so they are not completely consistent with General Relativity, apart from the
inspiration provided to Einstein?).

9Einstein conceived his theory of General Relativity trying to incorporate the idea of Mach according to which the inertia is
due to gravitational interactions with all matter in the universe. But, as admitted by himself, he was only partially successful,
since he obtained a solution of his field equations in which a single particle, immersed in a completely empty universe, had inertial
properties.
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3.6 The Principle of General Covariance
This principle tells us how to write the equations of physics in the presence of a gravitational field, when we
know how they are made in the absence of gravity.

In order for an equation, expressing a physical law, applies in a gravitational field it is necessary that:

1. It is "covariant", i.e. does not change shape changing reference frame, and this happens when it is
expressed as a relationship between tensors.

2. The equation applies in the absence of gravity, i.e. when gag = nap and I'g, = 0.

There can be many covariant equations which are reduced, in the absence of gravity, to the same equation of
Special Relativity. However, as the Principle of General Covariance and the Priciple of Equivalence, operate on
small scales, we expect that only g.s and its low order derivatives come into play. This also obeys a principle
of simplicity.

In this wayTO"@ 5= T 5 (covariant derivative) or, for instance, for the free fall equation,
d2z d?ze o da? dz”

—0 2 e
ds? - ds? T ds ds

We have seen that at each point (event) we can define a locally inertial system, and in it the second derivatives
of gop are in general # 0: it is therefore at the level of the second derivatives of the metric tensor that the
gravitational field comes into play.

Similarly, in Newtonian physics, in a system in free fall, what can be measured is the difference in gravitational
acceleration between two bodies Ag/Az. This is the kind of phenomenon we call tide. But g = —ﬁq)gmv and
then dg/0x o< 92® 4.4, /02%. What can be measured are therefore the second derivatives of ®,,.4,, as in General
Relativity are the second derivatives of go3. Then we see that there is an analogy between g.s and ®g.q,: the
Jap take the place of the Newtonian gravitational potential.

3.7 The Einstein equations

In Newton’s theory of gravitation the potential ® satisfies Poisson equation: V2® = 47Gpy and § = —V&.
Special Relativity teaches us that all forms of energy are equivalent to mass, and then a relativistic theory
of gravity will have as sources of the gravitational field all forms of energy, and not just py. In particular,
the energy density of the gravitational field itself is proportional to (V®)? in the Newtonian case '°(think, by
analogy, that the energy density of the electromagnetic field is proportional to E?).

If, therefore, we carry on the left, in Poisson equation, the term o (V®)? which would result from the gravi-
tational energy density, we obtain a non-linear differential equation (which will linear in the second derivative
and quadratic in the first one) for the gravitational field.

Formally we will have an equation such as:

F(g) ~ kT

where ¢ is the metric tensor (corresponding to ®), F is a differential operator (likely something linear in the
second derivatives and quadratic in the first derivatives) which reduces to V2 in the weak field limit, when
Newton’s law holds,  is a proportionality constant that contains GG, T is a quantity that describes all forms of
non-gravitational energy, and that, in the non-relativistic case, should essentially be reduced to py.

A natural candidate for T is the component T of the stress-energy tensor. But keeping as a source of the field
only one component of a tensor would not produce an invariant theory: we should adopt a particular reference
frame to calculate T°°. Hence arose the idea of Einstein to use as source the entire T%#: pressure,stresses (if
TP is not diagonal), etc. .. all acts as a source. But if T is a tensor, then the left-hand side of the equation
must be a also tensor function of the metric tensor.

10We can see that the energy density of the gravitational field is proportional to (V®)2, that is to g2, in the following way. The
gravitational potential energy of a mass Mof radius R is given by E = —GM?/R. If you think that this energy is distributed in
the field (g oc M/r2) created by M, between R and oo, we see that, by calling ¢ the density of gravitational energy, for it to be
— 5 bc(r) - dmridr = —M? /R, 6c(r) ~ (M/r?)? ~ g% is required.
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3 GENERAL RELATIVITY 3.8 The Newtonian limit (weak field)

But 7%# is symmetrical, and has vanishing covariant divergence: T8 5 =0. Then the left-hand side must share
these properties. Moreover, we expect it to be linear in the second derivatives of g,s and quadratic in the first
derivatives.

But we have already met a tensor with these properties, and we have seen that it is unique: the Einstein tensor

1
Gaﬁ - Raﬁ - §gaﬁR

Einstein therefore proposed, as a possible equation of the gravitational field,

1
Rag — §Rga5 = IiTaB

If we think to include the derivatives of order zero in the differential operator, being g,g symmetric and with
vanishing covariant divergence, we can add a term proportional to g.g:

1
R(xﬁ - iRgoz,B - Agaﬁ = HTaB

A and «k are constant; A is the so-called cosmological constant.

3.8 The Newtonian limit (weak field)

Once written Einstein’s equations, we must check that, within the limits of validity of classical physics, they
reduce to Newton’s law; we must also find what is the constant x that appears in the equations.

Let us suppose that the field is stationary (i.e. its time derivative is zero), the velocities of the particles are small
(v < ¢) and that, at large distances from the masses that generate the field, the metric tensor is asymptotically
flat: gog — nap. We also assume that the field is weak: the deviations from metric 1,43 are small:

Since v/c < 1 we have

dz0 c;dt B dt

ds edr — dr
dz? dz? _ ldx" dt

dt vjﬂ<<dt_dm0
ds edr ¢ dt dr ¢ dr dr = ds

The geodesic equation is, as usual,

A2z daf dz

le% —

a2 TP as

but, keeping « fixed, in the sum on the indices 3 and v, the terms containing the dz?/ds are negligible compared
to the term containing (dxo/ds) (dxo/ds), S0

d*z o [da® e o [ dt ?
e ”00<d5) are ”00((17) =0

By the assumption that gos = 7as + hap (|h| < 1) we can evaluate g®’. We know that, by definition,
9asg’? = 08 and that 1,sn°” = 65. We define the quantity h7° = 77*n°%h,s and show that

(Nap + hap) (™ — hP%) =65, :
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3.8 The Newtonian limit (weak field) 3 GENERAL RELATIVITY

Expanding the left hand side, and neglecting second order terms in h,

(Map + hap) (% = BP%) = 000 — 1agh”® + hapn™ — hagh®® =
=82 = 00N hor + hapn® =52,

In fact 1,51°% = 62, 6%hor = har and 1°7har = hasn®?, since 7 is a dummy index and we can name it 3. We
than see that % — hf = ¢,

Let us calculate I'§; (remember that stationarity implies that the derivatives with respect to 2° are zero):

a 1 «a ago 390 a.900 1 a a 3900 1 o ahoo
o =59 | 500 * a0 | ~ 27" M)~ ) =2

29 0z0 0z0 oz
at the first order in h. Hence

dr

a2 ~ 2" oz

d’z® 1 . Ohgo (dt>2

e For o« = 0 we have:

= = i t = —
a2 2" az0 \ar ds Ot T g

d2x0_1ooahoo(dt>2_0 L daf dt
=

e For o = 1,2, 3 instead:

%t A% 1d [dxz} o 1ldt d {dt dxz} 1 (dt)Qdei

ds?2 ~ 2dr?2 2dr|dr| &dr dt|dr dt| e \dr) a2
so that
2zt 1 /dt\*dPz 1, Ohgo [dt\’ .
ar _ (2 i 2777176 ELN " =-11if i=%)
ds? c2\dr /) dt? 2 Oz \ dr
which means that
1 d%z? 10h _ ) 1 d%z 1—
2 a2 ~ —3 3;‘0 and, by using vector notation, poaETy ~ —§Vh00

But, according to Newton’s gravity law, using ® for the potential,

&’z =
— =-Vo
de?

and, by comparing the two results:

- 2 _ 20
Vo ~ —%Vhoo — hoo =~ — + const.
c

If far from the field sources (masses), ® — 0 and also hgg — 0 since we assume that gos — 7a3, the constant
has to be set to zero, and then

hoo ~— - goo =1+ —5

The weak field hypothesis, |h| < 1, implies that 2®/c? < 1.

In the case of a mass M in which the density is distributed with spherical symmetry, the external potential is
given by ® = —GM /r, according to Newton. The assumption that the field is weak implies that [2®/c?| < 1,

ie.

2GM
2

<1
rC
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3 GENERAL RELATIVITY 3.8 The Newtonian limit (weak field)

For a black hole or a generic spherical body, Rs = 2G M /c? is the so-called Schwarzschild radius, corresponding,
for a non-rotating and electrically neutral black hole, to the event horizon, the zone from which nothing can
come out (apart from quantum effects of evaporation). In this case we see that the condition of weak field is

R
<1 = r>»Rs

For our Sun, Rg ~ 3 km.

Let’s see now, with the same assumptions made above, that the Einstein equations reduce to Poisson equation
V2® = 471G py. Then we will determine the value of the constant x. The curvature tensor is:

ores  org,

o —

_ org, org,
B = g Oz

oz oxd

«

+ Fgérg’y - g'y o5 =

(the other terms are of the second order, O(h?))

The Christoffel symbols are:

a _1 aoc agﬁd agva 8957 Nl ao ah[-}g ahw 8hﬂ’7
Iy = 59 (81:7 + 928 opo ) =37 9 + 9P D” (at the order O(h))

The Ricci tensor is obtained from R%.s by contracting the first and third index:

o orgs org,
Rgs = Rg(y=a)s = 9z Ox°

1 .. 0 [Ohsy Ohsy Ohss\ 1 .. 0 (Ohgy Ohew Ohse

— 3" 3x°‘(8x5+3xﬁ_8x">_2n 8935(8:5’1 8xﬁ_8x">:

1 w[ Phio | Phsy  Phos  Phys  Phas | Phae } -
2 Or*0rd  Ox*0zP  Ox~dx°  Ox%0xr*  Ox90xzP  Ox®0x°

1 ey Phae Phgs 0Phag

— 2" {8#‘815 dx9dx°  drodrc ax‘;@xﬁ]

Let us take Einstein equation with the term containing A brought to the right:

1
RaB — ig“ﬁR = HTalg + AgaB

If we multiply it by ¢g*7 we get:
1
2 Y _ ¥
R — iRéﬁ =rT5+ Aoy

Let us puty = 8 (that is, we add on § =~ =0, 1,2, 3, (55 =604+6{+62+03=1+1+1+1=4) and contract
tensors; since R = R, we get:

1
R—§R~4=f£T;§—|—4A — R = —krT7 —4A
Substituting this result into the starting equation, it becomes:

1 1
Ra,@ = KTaB + Agaﬁ + 59&,@( - Ksz - 4A) = Kf(TOzB - §gaﬂT:Yy) - Agaﬁ

We evaluate now, always with the assumed approximations, the component00 of R,g:

Roo ~

2hoo 2hoa 2h 2hoo 1 2h
ac | 9o 0" ho 0" oo 9 }N ac_9"foo (for stationarity 9/02z° = 0)

1
PX 022020 ' 92992  9z°0z° 019920 " Ioiatoing

but if & = 0 and/or o = 0 the derivative is zero; then remain only the terms with indices 1,2,3 (and n'! =
22 33
n* =0 =-1)

1 0? hoo 0?2 hoo 82}100
2| 0x10xr  Ox2022  Ox30x3

1
ROO ~ :| ~ §V2h00
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3.8 The Newtonian limit (weak field) 3 GENERAL RELATIVITY

On the other hand

1
Roo =k {Too - 2900T7,] — Agoo

For T°7 in the dust case: T = poc?u®u?®, neglecting, with respect to poc?, terms containing pressure. We get
Ty = Gpagvppocu®u’ (u' < u® =~ 1)

B 0

Too = QOaQOBPOCQUQU = 9009000002u u’ ~ 930,0062

But gogo =1+ hgo ~ 1 and so
Too =~ p002
5 = 9,5T" = g 5p0c*uu’
1) = gygpoczu'yuﬁ ~ goopoc?u’u® (+negligible terms) ~ goopoc® =~ poc?

We then have

1 1
§V2h00 ~ /i(poC2 - §p002) - A — V2hoo =~ kpoc® — 2A

but hgp = 2®/c? and then:

4 4 2
V2(I>~/ip§C—A02~/<;<pOC—CA>

Poisson equations tells that V2® = 4mwgpy; the two relations coicide if

4 2 A
(4) s et
2
4
KpoC 871G
(B) drGpy = ; - A=

Finally we arrive to the complete Einstein equation

1 8rG
Raﬁ - igaﬁR - Agaﬂ = CTTQB
The above conditio on A becomes:
4’/TGPO

=Ag
2

IA| <

In 1916, when Einstein wrote the equations of General Relativity, he was not aware of cosmic expansion, and
sought a static solution for his model of universe. We see, from the “classical” point of view, that if A = Ag
and po is the density of the universe, we have V2® = 0, ® = const, g = —V® = 0.

A similar result comes from the equations of General Relativity. This static model, however, is unstable: just
a small density fluctuation and locally we have expansion or contraction.

According to dimensional analysis [c2A] = [4mgpy] = [V2®] that is [A] = [V?(®/c?)] = L~%(remember that
®/c? is adimensional).

From the relation V2® = 47G|py — ¢*A/47G] we can think that A corresponds to the mass-energy of vacuum.

To estimate an upper limit of A we can assume for pg the average density of a gravitating systems for which
Newton’s laws are good and therefore requires A ~ 0. If we take as gravitating system the solar system (mass
= Mg = 2-1033g, radius of the orbit of Pluto ~ 6 - 10°km) we obtain

|Ass| < 2-107%%cm ™2
If we use a cluster of galaxies as self gravitating system (but in this case the confidence in Newton’s laws is
lower), with a mass equal to ~ 10**h~1 Mg, and radius ~ 3h~! Mpc, we obtain

|Ass| < 1075 h2em =2
After the discovery, by Hubble, that the universe expands, Einstein described the introduction of A as the
biggest mistake of his life, but, as we shall see, it has come back strongly in vogue in recent years.

Recent observations (1997) based on Type Ia supernovae in distant galaxies, and the study of the cosmic micro-
wave background, we have obtained no longer an upper limit, but a possible estimate of A ~ 2 - 107°6h2¢em =2,
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3.9 Weak field metric, gauge transformations and gravitational waves

We have seen, treating the weak field, that Ricci tensor can be written

wo Phss | Phpa  Phgs  0hao
T 0ze0s8 T 029020 0z00z°  0202P

Bringing 7*° (constant) within the partial derivation operators, and calling h the trace of hy.

h=h% =n"hao = hoo — (h11 + haa + h33)
we can rewrite the above relationship as

Pny Oy, Phes Ok
029028 9290z° | 9z001®  0r00z°

2Rg5 >~

We now define an auxiliary field Eg(;, definmed in such a way that Eg(; = hgs — %7)66 - h and we have, by
multiplying by 77:

1
h:hf§h~4:fh since n55~n55:§g:4
_ 1 _
hgs = hgs — 5mssh
We also observe that, by using hgs, we have, for the mixed terms of hgs,
«a afs aB7 1 a8 7 _ 7« 1 a7z
hs =n""hgs =1""hgs — 51 W65h=h5—§55h
Substituting in the expression of Ricci tensor we have:

°ny 1., %h N PR 1, PR ., 8%hss 02h
02008 29 9ro0zP | 0590x° 2P 029020 | 0290z | 01900
0*h's Oy 0%hss

920028 T 9ro0ze " 9rodze

since the second and fourth term are equal, but of opposite sign, to the half of the sixth one and vanish with
this.

2Rgs

12

We observe that the Einstein equations for G, are 10, being G, symmetrical. But G, also satisfies the
four conditions G%,.,, = 0, so we are left with 10 — 4 = 6 independent equations. The unknowns are the 10
components of the metric tensor, in this case hgs. Thus we see that the Einstein equations can not uniquely
define the solution. To do this it is necessary to impose other four conditions on hgs, that is we have to choose
a particular gauge. In this case, the so-called Lorentz gauge is particularly suitable (we will see later that this
can be done and what is its meaning):

(63

oh
3 j =0 (4 conditions: § =0,1,2,3)
T
With this choice, the two terms containing E‘; in the equation above are zero and we are left with:
Ros ~ _1 ao 82h35 _ _1 iah%(; - 52h55 n 82h55 n 32h35 _ —lDzh
06 =751 pragye 2| c2 Ot? Ox2 Oy? 022 T2 pe

where (2 is the d’Alembert operator or d’Alembertian.
= Metric of the weak field (stationary)
= Gauge transformations

We have seen that the Einstein equations can be written also in the form Rgs; = a function of T35 and A. If we
are in vacuum, and we neglect A, they become:

RB(; =0 = |:|2]’L,35 =0
which is the equation of a wave propagating at the speed of light.
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We must add to this equation the gauge conditions

. - ) 1 1
% - but since R =n**has = 1" hgs — 51" nash = h — 53 h
ohg 1., 0hn 0hg 10h
- Ox™ _556 ox>  dr® 2029 =0

We look for a solution represented by a plane wave: hgs = Ags e *'*" with Ags = const.

As hgs is symmetric (10 independent components), after imposing the 4 gauge conditions, 6 degrees of freedom
remain. But of these six, four are actually fictitious, related to the arbitrariness of the reference system (see
the discussion on gauge transformations), so at the end we are left with only 2 true degrees of freedom. Let’s
see how.

We choose, as 4 conditions which fix the reference system, the following:

h=0 hoi =0
From the first it follows that Eag = hag.
We substitute now the plane wave in the (0?hgs = 0, that we write in the form

oo 0*hps

0rdre 0

and we get

ao 0 9 i ke ao 0 . i k~yz? . aoc i kyx?
Ao g (g 7 ) = A g (et 07 ) =k R =
= —Ags & M kgkan® = —Ags € T kok =0 = k.k® =0

We write the four vector k% as k% = (%,E) Since k, = 1,0k we have:

w2

kok® = Noak®k” = KOk — (K'k' + K2K> + K°k%) = = — [k? =0
c
So we have w=kc — hw=hk-¢ = FE=P-c asfor photons, with zero rest mass: the quantum
mediating the gravitational interaction, the graviton, has zero mass.

We also observe that
by 27 =0,k 27 = k%" — |k T =wt—k-T

From the gauge condition:

ony _

9z 0 since RS = 0% hos = 07 Ags € 17
9 ao i kyx? ao i kyx? _
8? A0677 e :Aaén et i k=0

that is
i koAS e P =i kohS =0 = h% ko =0

which is called transversality condition. Let’s see why.

We choose the direction of propagation along the z-axis: thus k = (k,0,0) and h2 -k, = N hsoke = hsok® = 0.
We remember the conditions of choice of the reference system (h =0 e ho; = 0).

c=0 - hook® 4+ hiok' + haok? + haok® = 0 — hoo = 0
= — ho1k® + hiik + hotk? + ha k3 =0 - hiy =0
c=2 — hook® + hiok® + hook? + hapk® =0 — his =hgy =0
=3 — hosk® 4+ hisk' + hosk? + hask® = 0 — hiz =hg1 =0

Summarizing all in matrix form
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00 0 0 00 0 0
hos — 0 0 0 0 h=0:>h22+h33:O:>h22=—h335h+ has — 0O 0 O 0
BS=10 0 hoy hos and for symmetry hoz = hgy = h = MBST 0 0 hy  hy

0 0 hy has 0 0 hy —hy

We see that if k is along the x axis, the non null components of the wave are perpendicular to the x axis. They
are transverse waves with two components (polarization):

hy =A, ei(wi—k-T)
hy = Ay ei(wtfki)

3.10 Gravitational lenses

We have seen that the metric of the weak, stationary field can be written in the form

20 20
ds? = (1 + >c2dt2 —~ (1 - 02) (da® + dy® +dz?)

c2

This allows us to obtain another very interesting result. For a light ray ds? = 0 and, assuming dz?+dy?+dz% =

di?, we have
<1 + 2(§)>c2dt2 = (1 - %)dﬂ
C C

I ) B
<dl) _ _

dt

from which

where vy is the effective speed of propagation of the luminous wave and n, can be thought as an index of
refraction of gravity. it is

If ® = 0 to the infinity and is negative near a mass, ny > 1 and vef¢ < c. This relation show us that space, as
a consequence of gravitation, behaves as a refractive medium: this is the basis of those phenomena known as
gravitational lenses.
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