Lecture 4

Economic dynamics and Integration
Chapter 14 of the textbook



Introduction

Static models:

the problem is to find the values of endogenous variables that
satisfy the equilibrium conditions.

- Market equilibrium, supply = demand
- Profit maximization, FOC

Dynamic models:

The problem is to find the time path of dome variable, knowing
the pattern of change.



Dynamic models: an example

Let be H the population size

Over the time H changes at the rate: (?)_IZ =t

What is the time path H(t) that produces this rate of change?

We have to find the primitive function from a given derived
function, 1.e. a function such that its partial derivative respect

1

totisequaltot =.

The relevant method to use Is the integration.

1

Note that all functions H(t) = 2tz + ¢, where c is an arbitrary
constant, are a possible solution of the problem.

To find the function describing the time path we need some
additional information, usually initial condition or boundary
condition. 3



If we know the population at time 0, H(0), we can solve the
problem.

Suppose H(0) = 100.

1
ft=0,H(0)=2(0):2+c=c
Given that H(0) = 100 we can conclude that ¢ = 100.
The time path is:

1
H(t) = 2t2 4+ 100




Introduction to Integration

Integration has two interpretations:
— As the inverse of differentiation
« E.g. what function of x differentiates to become y=x?
— As a means of calculating areas under graphs.

y=Xx




Inverse of differentiation.

E.g. what function of x differentiates to become y=x?

We know x? differentiates to 2x,

So 0.5x2 must differentiate to x.

But, 0.5x2 + 5 also differentiates to x and so does 0.5x2 -5
In fact 0.5x2 + ¢ differentiates to x for any value of c.

We call this the indefinite integral of x.

We write this as,

Jd—x2+
xx—z C

| is the integration symbol (it is an old fashioned ‘s’ for
SUMMA which is latin for sum)

In general we write

| f(x)dx = F(x) + ¢ where dzix) = f(x) 6




Some standard indefinite integrals.
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Rules of operation

Integral of a sum

The integral of a sum of functions is the sum of the
Integrals of those functions

| £+ 9@ ax = [ e dx+ [ goo) dx
Example:

jx3+xdx=jx3dx+fxdx=

x4 x?

=—+Ct+—FTC =
g tat—+a
x4+x2+
=—+—+c
4 2



Integral of a multiple

ka(x) dx = kff(x) dx
Examples:

[ -reodx = [ Feoax

x* x*
j2x3dx=2jx3dx=2<z+61>=?+c

2 2 1
J—+x3dx=j—dx+Jx3dx=2f—dx+fx3dx=
X X X

x* x*
= 2(lnx+cl)+z+cz :21nx+z+c



Substitution

d
ff(x)dx:ff(u)d—z dx=ff(u) du=F(u)+c

This rule is the counterpart of the chain rule

Consider F(u) where u = u(x), by chain rule

dF (u) B dF (u) d(u) o M B @
dx  du dx = F(u) dx =W dx
dF (u) B d(u)
dx =/ dx
Therefore

ff(u)% dx =F(u) +c
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ff(u)—dx—ff(u) du=F(u)+c

Example
"
J 2x(x? + 1) dx = j(2x3+2x)dx ==+ x% +c
Letu = x% + 1,

du

d
then == = 2x ordx = ==
dx 2X

We replace u and dx in the integral and we get:

jz d“—j du="" 4, =
xuz—= [ udu=—-tc =

(x? + 1)? Xt +2x% +1 x4
2

2

+co=—+x*+c
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Integration by parts.

Example: how do we integrate y = In(x)? (answer is x In(x) - x)
To find this we use the product rule for differentiation:

If f(x) = u(x)v(x) then

df du dv
i Ev(x) + u(x)—

It follows that:

d
f(x)=fd—§ dx

u(x)v(x) = f—v(x) +u(x)— X = f—v(x)dx +ju(x)%dx

Rearranging:

du dv
av(x)dx = u(x)v(x) — f u(x)adx

12



du dy — dvd
jav(x) x = u(x)v(x) —fu(x)a X

To use this method you have to separate your function into two
components:
du

dx

- v(x)

You need to choose these carefully so that you can integrate %

and u(x) %.

13



Integration by parts - example.

How do we integrate y = log(x)?

We will let v(x) = log(x) and set Z—z =1

dv 1
So that u(x) = x and — =

It follows that:

du dv
Ev(x)dx = u(x)v(x) — f u(x)adx =

= xlog(x) — JF x;dx =

= xlog(x) — Jf 1-dx =

= xlog(x) — x

14



Definite integrals
Given an indefinite integral

ff(x)dx =F(x)+c

If we choose two values of x in the domain, say a and b (a <
b) and we substitute in the RHS and form the difference we
get:

[F(b) + c] = [F(a) +c] =F(b) — F(a)

We get a specific value (free of variable x)
It is called the definite integral of f(x) fromato b
a Is the lower limit of integration

b is the upper limit of integration

15



It is called the definite integral of f(x) fromato b
a Is the lower limit of integration

b is the upper limit of integration

We denote the definite integral in the following way:

b
| redx = el = Fo) - F@

16



Areas under graphs.

Suppose we wish to find the area under the function f(x) between x, and x;
We write this as F(x,, x,) or

Fx1, %) = j ) dx

One way to find an approximate answer is to divide x;-X, into n intervals of
width h (so that h = (X;-Xy)/n).

17



Areas under graphs.

f(x)

N

f(x,+2h
f(x,+h
f(Xo)

o+t2h
Approximate area within interval i

n
Total approximation = z hlf(xy+ (i —1)h) + f(x,+ ih)]/2
i=1
The integral of f between x, and x, is then the limit of this sum as h—0
Note that one implication of this definition is that integrals are additive so that
F(x,0) = F(xy,xy) + F(x,0)0r F(xy,x,) = F(x,0) — F(x,,0).
Usually we drop the zero part of this and just write F(x,) to mean the integral
of x between 0 and x,, then F(x,, x,) = F(x;) — F(x). 18

= hlf(xo + (0 = Dh) + f(x + th)]/2



f(x,+h) f(x)

f(xp

The area under the graph between x, and x; is then just F(x,) - F(x,)
Now consider the area between x, and x,+h as h—0

Thisis F(x; + h) — F(x,).

We have F(x, +h)—F(x)=h[f(x +h)+ f(x)]/2~=hf(x)

r, S o £(x,) in the limit, as h—0, the left hand side of

this expression is the derivative of F at x;.
In other words, f is just the derivative of F. 19




Properties of definite integrals

1) The interchange of the limits of integration changes the sign
of the definite integral

fabf(x)dx = —fbaf(x)dx

2) A definite integral has value 0 when the two limit of
Integration are identical

faf(x)dx =0

3) A definite integral can be expressed as a sum of a finite
number of sub integrals as follows

fadf(x)dx = fabf(x)dx +fbcf(x)dx + fcdf(x)dx

wherea < b < c < d

20



K b b
[ =reax =~ feodx
5)
b b
j kf(x)dx = kj f(x)dx
6)
b

b b
| e+ g@ldx = [ feode+ [ gax
7) Integration by parts

x=b b
f vdu=uv]§§§3—f u dv

X=a a

21



8) Substitution: we have to replace the integration limits,
a,b by u(a) and u(b)

Example
2 2 K4 2
f 2x(x?* + 1) dx = f (2x342x)dx = —+ x%| =10.5
1 1 2
1
Letu = x% + 1,
du du
then — = 2x ordx = —

dx 2x
We replace u and dx in the integral and we get:

5
5 du 5 u? 25 4
fou—=fudu=— =———==10.5
) 2x ) 2
2

2 2
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Improper integrals.

A definite integral is improper in one of two cases:
1) One or both of the limits of the integral is infinite.

An improper integral can be defined as

i f@dx = lim [7 f(x)dx

If this limit exists, then the integral is said to converge

23



2) When the integrand becomes infinite somewhere in the
interval of integration [a, b]

f(x) »oasx—->panda<p <b

Jo FOOdx = [T fGdx + f) fG)dx = lim [ fGdx +
lim, [ f(x)dx
y-pt oY

If these limits exist, then the integral is said to converge

24



Examples

b
lim idx_ fim— 2] = fim— 24 = = 1

b—>002 X b—w X b—o0 b 2 E

b

lim dx_llmln(x)]2_Ilmln(b)—ln(Z) 00

b—oo

j dx_llmj dx_llmln(x)] _I|mln(3)—ln(a) o0

a—>0ax

f—dx—j —dx+] — dx

The integral is dlvergent because

limj —dx— lim ’ ]
b—0 b-0~- | 2x%]_4

bll)%l_—ﬁ-l-OS—— 25



Example 1: Consumer Surplus

« Possibly the commonest application of integration in economics is in the
calculation of consumer surplus. Mathematically this is straightforward, but
it is confused by the way we put the ‘X’ variable on the vertical:

p

Po

P1 —_p(x)
Xo Xq
« Suppose demand function is p = 1/x. The price falls from p=2 to p=1. Find

the increase in consumer surplus.

* Note that x rises from 0.5 to 1. It is tempting to find the surplus change by
integrating the inverse demand function from 0.5 to 1.

« But this is wrong!

X

26



Example 1: Consumer Surplus

 The change in cs is the shaded area.

2
* l.e.write x = 1/p and integrate between p=1 and p=2. ACS = jidx
X
p 1
= In(x)]? =In(2) ~ 0.693
Po

DN

P1

—hx)

Xo X1

X

* Note that this is an example where CS is undefined (the relevant integral is
improper and does not converge), but changes in CS are meaningful.

27



Example 2: Probability

Integration is also useful in probability theory and statistics.
Consider a continuous random variable— e.g. height or (roughly) income.

The probability that the variable is less than or equal to x is called the
cumulative density function, F(x).

The probability density function (pdf), f(x) is the probability density that the
variable equals x. It is the derivative of F(x) (where the derivative exists).

f(x)

Thatis, X1
F(x)= j f (x)dx
Notethar: | (9dx=0; [ f(x)dx =1

Note also that in some contexts x may not be defined everywhere on [-«, <]
28



Example 2: Probability

The expected value of a random variable is its mean. It is calculated as:

E(X) = Txf (x)dx

The variance is:
El(x-EMx)Y]= T(x _EX)) f (X)dx

Example: at Egham Station the probability of queuing at least t minutes for
a ticket is 03, What is the expected waiting time?

The probability of queuing less thant minutes = 1 — e 03t
The pdf is the derivative of this function, and is 0.3e-0-3t

E (t) = [tf (t)dt = [t0.3e**dl
0 0

Integrate by parts

29



Example 2: Probability
du dv
fav(t)dt = u(t)v(t) —ju(t)adt

Let v(t) = tand % = 0.3¢793¢
Then % =1 and u(t) = —e™ Y3t

J t0.3e7 03t dt =
0

0 (0.0)
_ —te‘O'St‘ _j 03t s —
0

0.0)

=0- ~ 3.33

0.3
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Example 2: Probability Il

» The probability density function for a normal distribution with mean 0 and
variance 1 is:

e—(1/2)[x2]

=

« This is known as a standard normal distribution. The expected value is:

xe (1/2)[ ] dx jxe (1/2)[ ]dx

jxf(x)dx—j e F

« We can integrate:

o0 0
» » Xe—(l/Z)[xz] B e_(1/2)[x2] B e—(l/2)[x2] e—(l/z)[ ]
xf (X)dx = dx = = t—
‘[o o0 ‘[o V2r Ve |, Ver |, 7,
1 -

=0




All example of Section 14.5
Domar model, section 14.6

Advice:
Try to do all exercises in Chapter 14
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