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TASK 1

Download data from moodle2.
Implement the perceptron algorithm for a generic set of
basis function in any dimension, which has to be defined in
an external function, taking as input the vector of input
points, and returning the vector of basis functions as
output.
Apply the algorithm to the linear and non-linear datasets
without overlap. They are all in dimension 2.
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TASK 2

Implement the (regularised) logistic regression (same
mechanisms to deal with basis functions), using Gradient
Descent and/or Netwon-Rapson as an optimisation routine
(to be implemented, too).
Apply the non-regularised logistic regression the nonlinear
dataset with overlap (use e.g. polynomials of degree2)
Apply the regularised logistic regression to the nonlinear
dataset with overlap, set the regularisation coefficient by
cross-validation.
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