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The Holy Grail

Mycobacterium with 600 genes.  
Scaling to Eucaryotes is highly non-trivial.



Biological systems

We have several classes of subsystems 

sensor networks 
signalling networks 
gene networks 
transport networks 
metabolic networks 
…

A cell is made of many subsystems, performing 
different tasks and interacting among them.



Bio-chemical networks
Most biological systems can be described as a set of bio-chemical 
reactions, to be intended as a modelling language. 
(warning: not suited for systems involving large protein complexes)
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We are typically interested in the dynamic behaviour.  
Kinetic constants are crucial for this, but are hard to measure or infer. 
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Under time-scale separation, we can  
assume d[ES]/dt = 0, getting the  
classic Michaelis Menten kinetics:

d[P]/dt   =  Vmax [S]/(K + [S]) 

Cooperation/competition between enzyme  
and substrate results in the Hill kinetics:  d[P]/dt=Vmax [S]n/(Kn + [S]n) 

K=10

n=0.5
n=1
n=2
n=4



Dynamic Modelling

S + E k0<—>k1 ES 
     ES     —>k   P+E

d[S]/dt   = -k1[S][E] + k0[ES] 
d[E]/dt   = -k1[S][E] + k0[ES] +k[ES] 
d[ES]/dt = -k[ES] - k0[ES] + k1[S][E] 
d[P]/dt   =  k[ES]

+

+

S E ES

E P

Under time-scale separation, we can  
assume d[ES]/dt = 0, getting the  
classic Michaelis Menten kinetics:

d[P]/dt   =  Vmax [S]/(K + [S]) 

Cooperation/competition between enzyme  
and substrate results in the Hill kinetics:  d[P]/dt=Vmax [S]n/(Kn + [S]n) 

K=10

n=0.5
n=1
n=2
n=4



Signal transduction networks



Signal transduction networks

Response to 
external stimuli 

Crucial in many 
diseases, 
including cancer 

…
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Signal transduction networks

The activation cascade 
gives MAPK 
an ultra-sensitive response 
to variations in input 

10080 Biochemistry: Huang and Ferrell

0

i

-

I

input stimulus (El tot, In multiples of the EC50)

5

aCa

If0

I

.B. /"
90%

MAPK MAPKK MAPKKK
1.5 NH '49 nH 1 = nH =1-0l

10%

0
10-6

FIG. 2. Predi4
components calcu
the MAP kinase
linear plot. The i
the concentration
dashed lines are
their ECgo to E(
curves. (B) A sen
the input stimulus
terms.

d

[K-P] = k7[K
+ d1

+ d(

d

[K-P-K P'asi

dt

d
[K-P-KK-PP

dt

d
[K-PP] = -a

dt

d
[K-PP.K P'a

dt

In addition, tk
29-35).

[KKKtot] = [K]

[30][Eltot]= [El] + [KKK-E1]

[E2t01d = [E2] + [KKK*.E2] [31]

[KKtot] = [KK] + [KK-P] + [KK-PP] + [KK.KKK*]
+ [KK-P*KKK*] + [KK-P*KKP'ase]
+ [KK-PP *KKP'ase]
+ [KK-PP *K] + [KK-PP *K-P]

[KK P'aset.t] = [KK P'ase] + [KK P'ase-KK-P]
+ [KKP'ase *KK-PP]

[Ktot] = [K] + [K-P] + [K-PP] + [KK-PP-K]
+ KK-PP.K-P] + [K-P KP'ase] + [K-PP.KP'ase]

[K P'asetot] = [K P'ase] + [K-P.K P'ase]
+ [K-PP -KP'ase]

[32]

[33]

[34]

[35]

1o-5 104 10-3 10-2 lo-1 These equations were solved numerically using the Runge-
Input stimulus (E1t0, Kutta-based NDSolve algorithm in Mathematica (Wolfram

Research, Champaign, IL). An annotated copy of the Math-
cted stimulus/response curves for MAPK cascade ematica code for the MAPK cascade rate equations can be
dlated by numerical solution of the rate equations for obtained from J.E.F.
cascade. (A) Predicted responses (solid lines) on a The equations written above assume that the dual phospho-
Lnput stimulus is expressed in multiples of the EC50, rylations of MAPK and MAPKK occur by two-step distrib-
of Eltot that produces a 50% maximal response. The rltion ofnmA. MAn MAPKK occu by two-step, distri-
Hill equation curves whose steepness (the ratio of utive mechanisms. MAPKcollideswith itS activator (MAPKK-
i1o) is the same as the steepness of the calculated PP), undergoes the first phosphorylation, and is released by its
ni-logarithmic plot of the predicted responses. Here activator; then the monophosphorylated MAPK-P collides with
s (Eltot) is expressed in absolute, rather than relative, MAPKK-PP, undergoes the second phosphorylation, and is

released as active MAPK-PP (and likewise for the double phos-
phorylation of MAPKK by MAPKKK*). We also set up and
solved the equations for cascades where MAPK is activated in a

.KK-PP] - a8[K-P][K P'ase] two-step process but MAPKK is activated by a one-collision,
processive mechanism; where MAPK is activated by a one-

8[K-PKP'ase] - a9[K-P][KK-PP] collision mechanism but MAPKK is activated by a two-collision

9[K-P-KK-PP] + kjO[K-PP KP'ase] [241 mechanism; or where both enzymes are activated by one-
KK-PP]+k10[-PP -KP'ase [24] collision, processive mechanisms, as described below.

Assumed Concentrations and Km Values. We initially as-

e] = a8[K-P][K P'ase] sumed the total concentrations of MAPKKK, MAPKK, and
MAPK to be 3 nM, 1.2 ,tM, and 1.2 ,M, respectively, based
on estimates for the concentrations of Mos (a MAPKKK),

- (d8 + ks)[K-P - KP'ase] [25] Mek-1 (a MAPKK), and p42 MAPK, in mature Xenopus
oocytes (17-19). We initially assumed that E2tot is 0.3 nM

'] = a9[K-P][KK-PP] (10-fold less abundant than its substrate Mos); that MAPKK
P'asetot is 0.3 nM (so that the maximal concentration of
activated MAPKKK is 10-fold higher than that of this opposing

- (d9 + k9)[K-P * KK-PP] [26] phosphatase); and that MAPK P'aset.t is 120 nM (so that the
maximal concentration of activated MAPKK is 10-fold higher

,10[K-PP][K P'ase] than that of this opposing phosphatase). Eltot was taken to
represent the level of input stimulus to the cascade, and was
varied over a wide range.

d10[K-PP . KP'ase] + k9[K-P . KK-PP] [27] For the purposes of calculating steady-state levels of the
enzyme species, it is the Km values [K,.,Y = (dx + kx)/ax] rather

se] = alo[K-PP][K P'ase] than the individual rate constants that are pertinent. We initially
assumed the Km value for phosphorylation of MAPK by
MAPKK-PP to be 300 nM, based on a value measured for the

- (d10 + k10)[K-PP -KP'ase] [28] phosphorylation of mammalian p42 MAPK/Erk2 by active
iere are seven conservation equations (Eqs. MKK-1 (N. Ahn, personal communication), and arbitrarily tookall of the other Km values to be 300 nM as well. We subsequently

varied all of these Km values and concentrations over a 25-fold
KK] + [KKK*] + [KKK-E1] range.

In the numerical studies, the input stimulus to the cascade
[KKK* - E2] was taken to be the concentration of Elto1, whereas in the

experimental studies, what was varied was the concentration of
[KKK* - K] + [KKK* * K-P] [29] Mostot (the relevant MAPKKK). However, the calculated

Proc. Natl. Acad. Sci. USA 93 (1996)
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Negative feedback and ultrasensitivity can bring about oscillations in the
mitogen-activated protein kinase cascades
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Functional organization of signal transduction into protein phosphorylation cascades, such as the mitogen-
activated protein kinase (MAPK) cascades, greatly enhances the sensitivity of cellular targets to external stimuli.
The sensitivity increases multiplicatively with the number of cascade levels, so that a tiny change in a stimulus
results in a large change in the response, the phenomenon referred to as ultrasensitivity. In a variety of cell types,
the MAPK cascades are imbedded in long feedback loops, positive or negative, depending on whether the
terminal kinase stimulates or inhibits the activation of the initial level. Here we demonstrate that a negative
feedback loop combined with intrinsic ultrasensitivity of the MAPK cascade can bring about sustained
oscillations in MAPK phosphorylation. Based on recent kinetic data on the MAPK cascades, we predict that the
period of oscillations can range from minutes to hours. The phosphorylation level can vary between the base level
and almost 100% of the total protein. The oscillations of the phosphorylation cascades and slow protein diffusion
in the cytoplasm can lead to intracellular waves of phospho-proteins.

Keywords: signal transduction; protein phosphorylation; MAPK cascades; bistability; sustained oscillations.

The mitogen-activated protein kinase (MAPK) cascades are
widely involved in eukaryotic signal transduction, and these
pathways are conserved in cells from yeast to mammals
(reviewed in [1,2]). The MAPK cascades relay extracellular
stimuli from the plasma membrane to targets in the cytoplasm
and nucleus, initiating diverse responses involving cell growth,
mitogenesis, differentiation and stress responses in mammalian
cells. The MAPK pathway consists of several levels (usually
three), where the activated kinase at each level phosphorylates
the kinase at the next level down the cascade. MAPKs are the
kinases of the terminal level of the cascades (Fig. 1). The
MAPKs are activated by the MAPK kinases (MKKs) that
phosphorylate MAPKs at two sites, conserved threonine and
tyrosine residues. Dephosphorylation of either residue is
thought to inactivate MAPKs, and mutant kinases lacking
either residue are almost inactive. At one level upstream,
MKKs are themselves phosphorylated at serine and threonine
residues by the MAPK kinase kinases (MKKKs). The kinases
of the first level, MKKKs, are activated by several mechanisms
involving (in the case of Raf) phosphorylation at a tyrosine
residue. At each cascade level, the protein phosphatases
inactivate the corresponding kinases (Fig. 1).
One physiological function of kinase cascades could be

amplification of a signal, in the sense that a small number of
signaling molecules causes the conversion of a large number of
target molecules. However, this type of amplification was

shown to be quite modest in the MAPK cascade of Xenopus
eggs, and the signal transfer from MKK (MEK1) to p42 MAPK
even caused the amplification to decrease [3]. In contrast, the
signal propagation through the MAPK pathway brings about a
remarkable increase in the sensitivity of the target to the signal:
a graded stimulus is converted into a sigmoidal or `ultra-
sensitive' switch-like response [3±6]. Ultrasensitivity arises
from the property of phosphorylation cascades to multiply the
responses of individual levels into the overall cascade response
[4], which in Xenopus oocytes extracts is described by a Hill
curve with a Hill coefficient of 5 [3].
A simple linear phosphorylation cascade can already exhibit

the ultrasensitive response to the signal. Yet, positive feedback
from the bottom to the top of a cascade increases dramatically
the steepness of the response [4]. In fact, in Xenopus oocytes
the MAPK cascade (Mos/MEK1/p42 MAPK) was found to be
embedded in a positive feedback loop [7,8]. The activation of
Mos results in the activation of p42 MAPK, but in turn, p42
MAPK brings about stimulation of Mos. The positive feedback
is active only in intact cells and it does not operate in oocyte
extracts. In the absence of feedback, the response of p42 MAPK
to Mos is already sigmoidal or ultrasensitive, but the positive
feedback increases a Hill coefficient from 5 to more than 35,
producing essentially an `all-or-none' response [7,8]. Impor-
tantly, positive feedback can endow a cascade with another
remarkable property, i.e. bistability or the coexistence of two
different stable steady states [7±10]. When the signal increases
(or decreases) over the trigger value only transiently, bistability
allows the system to switch to an alternative steady state, at
which it may remain, when the signal returns to its initial value.
In mammalian cells, one of the best characterized signal

transduction pathways links the activation of receptor tyrosine
kinases (RTKs) to the MAPK cascades. In response to
mitogenic stimuli, phosphorylated RTKs complexed with
adapter proteins (Grb2 or Shc-Grb2), recruit the cytoplasmic
guanine nucleotide exchange protein Son of Sevenless homolog
protein (SOS) to the cell membrane, where it activates the small
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membrane-bound GTPase Ras. SOS catalyzes the conversion of
Ras from its inactive GDP-bound state to the active GTP-bound
state. Ras-GTP promotes the activation of Raf, the first protein
kinase of the MAPK cascade by recruiting Raf to the plasma
membrane, where Raf is phosphorylated at a tyrosine residue
by an unknown protein kinase [1,11,12]. Thus, membrane-
bound Ras together with the unknown membrane kinase
(playing a role of MKKKK) control Raf (i.e. MKKK) activity
[13].
Inhibitory phosphorylation of SOS by p42/p44 MAPK (an

extracellular signal regulated kinase; ERK) provides a
mechanism for switching off Ras signaling [14±16]. This
inhibition creates a negative feedback in the MAPK cascade, as
shown schematically in Fig. 1. Indeed, whereas tyrosine-
phosphorylated Raf brings about ERK activation, ERK-
mediated inhibition of Raf stimulation by SOS decreases
ERK phosphorylation. In this paper, we demonstrate that the
combination of a negative feedback and ultrasensitivity can
bring about yet another property of the MAPK cascades,
sustained biochemical oscillations. We analyze this in two
ways: first, as the general emerging property of phosphorylation
cascades embedded into a negative feedback loop and second,
using a computational model which takes into account the
available information about the kinetics of MAPK cascade
reactions. The hypothesis about MAPK cascade oscillations is
awaiting experimental verification.

MAT E R I A L S A N D M E T H O D S

Kinetic modeling

The quantitative computational model of the MAPK cascade
used here resembles the model developed by Huang and Ferrell
[3], but involves explicitly a negative feedback from MAPK-PP
to the MKKK activating reaction (as shown schematically in
Fig. 1). The time-dependent behavior of the MAPK cascade is
described by a set of differential kinetic equations derived from
the reaction scheme (Fig. 1) and presented in Table 1. Three
moiety conservation relations derived from the stoichiometry,

correspond to the total concentrations of MKKK, MKK and
MAPK (Table 1).

Rate equations

In vitro enzymatic studies have demonstrated that dual-
specificity kinases (MEK1) follow the Michaelis±Menten
mechanism. Monophosphorylated products are released into
the solution, from which they interact with a new enzyme
molecule [17]. Because only biphosphorylated kinases are fully
active [18], both dual-specificity protein tyrosine phosphatases
(e.g. VHR [19]) and single specificity phosphatases are able to
inactivate the MAPK cascade kinases. Table 2 presents the rate
expressions of the reactions of the MAPK cascade. The total
concentrations of MKKK, MKK and MAPK were reported to
be in the range 10±1000 nm ([MKKK]total is less than
[MKK]total , and the latter is roughly equal to [MAPK]total),
and the Km values for kinase phosphorylation were estimated to
be in the same range [3,10,17,20]. Estimates for the kcat values
of the protein kinases and phosphatases range from 0.01 to
1 s21 [3,10,21,22]. Table 2 lists the assumed values for the Km,
kcat and Vmax and the total concentrations of the kinases. We

Fig. 1. Kinetic scheme of the MAPK cascade.

Feedback effect of MAPK on the rate of

MKKK phosphorylation is shown schematically

by the dashed line. Numbering of individual

steps corresponds to kinetic equations in

Tables 1 and 2.

Table 1. Kinetic equations comprising the computational model of the

MAPK cascade.

d[MKKK]/dt à v2-v1
d[MKKK-P]/dt à v1-v2
d[MKK]/dt à v6-v3
d[MKK-P]/dt à v3 1 v5 2 v4 2 v6
d[MKK-PP]/dt à v4 2 v5
d[MAPK]/dt à v10-v7
d[MAPK-P]/dt à v7 1 v9 2 v8 2 v10
d[MAPK-PP]/dt à v8 2 v9

Moiety conservation relations:

[MKKK]total à [MKKK] 1 [MKKK-P]

[MKK]total à [MKK] 1 [MKK-P] 1 [MKK-PP]

[MAPK]total à [MAPK] 1 [MAPK-P] 1 [MAPK-PP]
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Ras from its inactive GDP-bound state to the active GTP-bound
state. Ras-GTP promotes the activation of Raf, the first protein
kinase of the MAPK cascade by recruiting Raf to the plasma
membrane, where Raf is phosphorylated at a tyrosine residue
by an unknown protein kinase [1,11,12]. Thus, membrane-
bound Ras together with the unknown membrane kinase
(playing a role of MKKKK) control Raf (i.e. MKKK) activity
[13].
Inhibitory phosphorylation of SOS by p42/p44 MAPK (an

extracellular signal regulated kinase; ERK) provides a
mechanism for switching off Ras signaling [14±16]. This
inhibition creates a negative feedback in the MAPK cascade, as
shown schematically in Fig. 1. Indeed, whereas tyrosine-
phosphorylated Raf brings about ERK activation, ERK-
mediated inhibition of Raf stimulation by SOS decreases
ERK phosphorylation. In this paper, we demonstrate that the
combination of a negative feedback and ultrasensitivity can
bring about yet another property of the MAPK cascades,
sustained biochemical oscillations. We analyze this in two
ways: first, as the general emerging property of phosphorylation
cascades embedded into a negative feedback loop and second,
using a computational model which takes into account the
available information about the kinetics of MAPK cascade
reactions. The hypothesis about MAPK cascade oscillations is
awaiting experimental verification.

MAT E R I A L S A N D M E T H O D S

Kinetic modeling

The quantitative computational model of the MAPK cascade
used here resembles the model developed by Huang and Ferrell
[3], but involves explicitly a negative feedback from MAPK-PP
to the MKKK activating reaction (as shown schematically in
Fig. 1). The time-dependent behavior of the MAPK cascade is
described by a set of differential kinetic equations derived from
the reaction scheme (Fig. 1) and presented in Table 1. Three
moiety conservation relations derived from the stoichiometry,

correspond to the total concentrations of MKKK, MKK and
MAPK (Table 1).

Rate equations

In vitro enzymatic studies have demonstrated that dual-
specificity kinases (MEK1) follow the Michaelis±Menten
mechanism. Monophosphorylated products are released into
the solution, from which they interact with a new enzyme
molecule [17]. Because only biphosphorylated kinases are fully
active [18], both dual-specificity protein tyrosine phosphatases
(e.g. VHR [19]) and single specificity phosphatases are able to
inactivate the MAPK cascade kinases. Table 2 presents the rate
expressions of the reactions of the MAPK cascade. The total
concentrations of MKKK, MKK and MAPK were reported to
be in the range 10±1000 nm ([MKKK]total is less than
[MKK]total , and the latter is roughly equal to [MAPK]total),
and the Km values for kinase phosphorylation were estimated to
be in the same range [3,10,17,20]. Estimates for the kcat values
of the protein kinases and phosphatases range from 0.01 to
1 s21 [3,10,21,22]. Table 2 lists the assumed values for the Km,
kcat and Vmax and the total concentrations of the kinases. We

Fig. 1. Kinetic scheme of the MAPK cascade.

Feedback effect of MAPK on the rate of

MKKK phosphorylation is shown schematically

by the dashed line. Numbering of individual

steps corresponds to kinetic equations in

Tables 1 and 2.

Table 1. Kinetic equations comprising the computational model of the

MAPK cascade.

d[MKKK]/dt à v2-v1
d[MKKK-P]/dt à v1-v2
d[MKK]/dt à v6-v3
d[MKK-P]/dt à v3 1 v5 2 v4 2 v6
d[MKK-PP]/dt à v4 2 v5
d[MAPK]/dt à v10-v7
d[MAPK-P]/dt à v7 1 v9 2 v8 2 v10
d[MAPK-PP]/dt à v8 2 v9

Moiety conservation relations:

[MKKK]total à [MKKK] 1 [MKKK-P]

[MKK]total à [MKK] 1 [MKK-P] 1 [MKK-PP]

[MAPK]total à [MAPK] 1 [MAPK-P] 1 [MAPK-PP]
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Negative feedback and ultrasensitivity can bring about oscillations in the
mitogen-activated protein kinase cascades
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Functional organization of signal transduction into protein phosphorylation cascades, such as the mitogen-
activated protein kinase (MAPK) cascades, greatly enhances the sensitivity of cellular targets to external stimuli.
The sensitivity increases multiplicatively with the number of cascade levels, so that a tiny change in a stimulus
results in a large change in the response, the phenomenon referred to as ultrasensitivity. In a variety of cell types,
the MAPK cascades are imbedded in long feedback loops, positive or negative, depending on whether the
terminal kinase stimulates or inhibits the activation of the initial level. Here we demonstrate that a negative
feedback loop combined with intrinsic ultrasensitivity of the MAPK cascade can bring about sustained
oscillations in MAPK phosphorylation. Based on recent kinetic data on the MAPK cascades, we predict that the
period of oscillations can range from minutes to hours. The phosphorylation level can vary between the base level
and almost 100% of the total protein. The oscillations of the phosphorylation cascades and slow protein diffusion
in the cytoplasm can lead to intracellular waves of phospho-proteins.

Keywords: signal transduction; protein phosphorylation; MAPK cascades; bistability; sustained oscillations.

The mitogen-activated protein kinase (MAPK) cascades are
widely involved in eukaryotic signal transduction, and these
pathways are conserved in cells from yeast to mammals
(reviewed in [1,2]). The MAPK cascades relay extracellular
stimuli from the plasma membrane to targets in the cytoplasm
and nucleus, initiating diverse responses involving cell growth,
mitogenesis, differentiation and stress responses in mammalian
cells. The MAPK pathway consists of several levels (usually
three), where the activated kinase at each level phosphorylates
the kinase at the next level down the cascade. MAPKs are the
kinases of the terminal level of the cascades (Fig. 1). The
MAPKs are activated by the MAPK kinases (MKKs) that
phosphorylate MAPKs at two sites, conserved threonine and
tyrosine residues. Dephosphorylation of either residue is
thought to inactivate MAPKs, and mutant kinases lacking
either residue are almost inactive. At one level upstream,
MKKs are themselves phosphorylated at serine and threonine
residues by the MAPK kinase kinases (MKKKs). The kinases
of the first level, MKKKs, are activated by several mechanisms
involving (in the case of Raf) phosphorylation at a tyrosine
residue. At each cascade level, the protein phosphatases
inactivate the corresponding kinases (Fig. 1).
One physiological function of kinase cascades could be

amplification of a signal, in the sense that a small number of
signaling molecules causes the conversion of a large number of
target molecules. However, this type of amplification was

shown to be quite modest in the MAPK cascade of Xenopus
eggs, and the signal transfer from MKK (MEK1) to p42 MAPK
even caused the amplification to decrease [3]. In contrast, the
signal propagation through the MAPK pathway brings about a
remarkable increase in the sensitivity of the target to the signal:
a graded stimulus is converted into a sigmoidal or `ultra-
sensitive' switch-like response [3±6]. Ultrasensitivity arises
from the property of phosphorylation cascades to multiply the
responses of individual levels into the overall cascade response
[4], which in Xenopus oocytes extracts is described by a Hill
curve with a Hill coefficient of 5 [3].
A simple linear phosphorylation cascade can already exhibit

the ultrasensitive response to the signal. Yet, positive feedback
from the bottom to the top of a cascade increases dramatically
the steepness of the response [4]. In fact, in Xenopus oocytes
the MAPK cascade (Mos/MEK1/p42 MAPK) was found to be
embedded in a positive feedback loop [7,8]. The activation of
Mos results in the activation of p42 MAPK, but in turn, p42
MAPK brings about stimulation of Mos. The positive feedback
is active only in intact cells and it does not operate in oocyte
extracts. In the absence of feedback, the response of p42 MAPK
to Mos is already sigmoidal or ultrasensitive, but the positive
feedback increases a Hill coefficient from 5 to more than 35,
producing essentially an `all-or-none' response [7,8]. Impor-
tantly, positive feedback can endow a cascade with another
remarkable property, i.e. bistability or the coexistence of two
different stable steady states [7±10]. When the signal increases
(or decreases) over the trigger value only transiently, bistability
allows the system to switch to an alternative steady state, at
which it may remain, when the signal returns to its initial value.
In mammalian cells, one of the best characterized signal

transduction pathways links the activation of receptor tyrosine
kinases (RTKs) to the MAPK cascades. In response to
mitogenic stimuli, phosphorylated RTKs complexed with
adapter proteins (Grb2 or Shc-Grb2), recruit the cytoplasmic
guanine nucleotide exchange protein Son of Sevenless homolog
protein (SOS) to the cell membrane, where it activates the small
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membrane-bound GTPase Ras. SOS catalyzes the conversion of
Ras from its inactive GDP-bound state to the active GTP-bound
state. Ras-GTP promotes the activation of Raf, the first protein
kinase of the MAPK cascade by recruiting Raf to the plasma
membrane, where Raf is phosphorylated at a tyrosine residue
by an unknown protein kinase [1,11,12]. Thus, membrane-
bound Ras together with the unknown membrane kinase
(playing a role of MKKKK) control Raf (i.e. MKKK) activity
[13].
Inhibitory phosphorylation of SOS by p42/p44 MAPK (an

extracellular signal regulated kinase; ERK) provides a
mechanism for switching off Ras signaling [14±16]. This
inhibition creates a negative feedback in the MAPK cascade, as
shown schematically in Fig. 1. Indeed, whereas tyrosine-
phosphorylated Raf brings about ERK activation, ERK-
mediated inhibition of Raf stimulation by SOS decreases
ERK phosphorylation. In this paper, we demonstrate that the
combination of a negative feedback and ultrasensitivity can
bring about yet another property of the MAPK cascades,
sustained biochemical oscillations. We analyze this in two
ways: first, as the general emerging property of phosphorylation
cascades embedded into a negative feedback loop and second,
using a computational model which takes into account the
available information about the kinetics of MAPK cascade
reactions. The hypothesis about MAPK cascade oscillations is
awaiting experimental verification.

MAT E R I A L S A N D M E T H O D S

Kinetic modeling

The quantitative computational model of the MAPK cascade
used here resembles the model developed by Huang and Ferrell
[3], but involves explicitly a negative feedback from MAPK-PP
to the MKKK activating reaction (as shown schematically in
Fig. 1). The time-dependent behavior of the MAPK cascade is
described by a set of differential kinetic equations derived from
the reaction scheme (Fig. 1) and presented in Table 1. Three
moiety conservation relations derived from the stoichiometry,

correspond to the total concentrations of MKKK, MKK and
MAPK (Table 1).

Rate equations

In vitro enzymatic studies have demonstrated that dual-
specificity kinases (MEK1) follow the Michaelis±Menten
mechanism. Monophosphorylated products are released into
the solution, from which they interact with a new enzyme
molecule [17]. Because only biphosphorylated kinases are fully
active [18], both dual-specificity protein tyrosine phosphatases
(e.g. VHR [19]) and single specificity phosphatases are able to
inactivate the MAPK cascade kinases. Table 2 presents the rate
expressions of the reactions of the MAPK cascade. The total
concentrations of MKKK, MKK and MAPK were reported to
be in the range 10±1000 nm ([MKKK]total is less than
[MKK]total , and the latter is roughly equal to [MAPK]total),
and the Km values for kinase phosphorylation were estimated to
be in the same range [3,10,17,20]. Estimates for the kcat values
of the protein kinases and phosphatases range from 0.01 to
1 s21 [3,10,21,22]. Table 2 lists the assumed values for the Km,
kcat and Vmax and the total concentrations of the kinases. We

Fig. 1. Kinetic scheme of the MAPK cascade.

Feedback effect of MAPK on the rate of

MKKK phosphorylation is shown schematically

by the dashed line. Numbering of individual

steps corresponds to kinetic equations in

Tables 1 and 2.

Table 1. Kinetic equations comprising the computational model of the

MAPK cascade.

d[MKKK]/dt à v2-v1
d[MKKK-P]/dt à v1-v2
d[MKK]/dt à v6-v3
d[MKK-P]/dt à v3 1 v5 2 v4 2 v6
d[MKK-PP]/dt à v4 2 v5
d[MAPK]/dt à v10-v7
d[MAPK-P]/dt à v7 1 v9 2 v8 2 v10
d[MAPK-PP]/dt à v8 2 v9

Moiety conservation relations:

[MKKK]total à [MKKK] 1 [MKKK-P]

[MKK]total à [MKK] 1 [MKK-P] 1 [MKK-PP]

[MAPK]total à [MAPK] 1 [MAPK-P] 1 [MAPK-PP]

1586 B. N. Kholodenko (Eur. J. Biochem. 267) q FEBS 2000

kinase, a strong negative feedback can be operational in turning
off the activation of a cascade. This dynamic picture
corresponds to a transient response to a stimulus, as opposed
to a sustained activation [26]. Yet, implementation of a strong
negative feedback may have effects other than turning off the
cascade response. The Appendix shows that a threshold
increase in the feedback strength causes the system steady
state to lose its stability. Not only is there no other stable state,
but the phosphorylation level of cascade kinases starts to
oscillate in a sustained manner. This dramatic change in the
system's dynamic behavior is known as a Hopf bifurcation.
Sustained oscillations are an emerging property of ultra-
sensitive cascades with negative feedback, as there is always
a range of kinetic constants in which oscillatory behavior is
observed. Therefore, the question arises whether the oscil-
lations occur in MAPK cascades of a living cell, and if so, how
the occurrence and disappearance are regulated. To answer this
question we engage in numerical analysis of the dynamics of
the MAPK cascades.

Sustained oscillations in MAPK cascades

Using the computational model (see Materials and methods),
we calculated the time course of the active and inactive forms
of the MAPK cascade kinases following an abrupt increase in
the input stimulus (i.e. active MKKKK concentration) at zero
time point. At low basal stimulus (a 5% activation of
MKKKK), the kinases of the cascade remained predominantly
in the inactive forms, and the corresponding steady state (off
state) was stable. A threshold stimulus switches the kinases into
the active forms. However, the on state with high activities
appeared to be unstable at the assumed values for kinetic
parameters (Table 1). The cascade kinases did not remain
phosphorylated for a prolonged period of time (Fig. 2). Due to
the negative feedback from MAPK-PP, the rate of activating
phosphorylation of MKKK (Fig. 1, step 1) decreased with an
increase in MAPK-PP. As the phosphatase continues to operate
(step 2), the rate of MKKK-P dephosphorylation began to
exceed the phosphorylation rate and the concentration of
MKKK-P decreased. A decrease in the MKKK-P caused the
kinase activity down the cascade (MKK) to drop. Finally, the
concentration of MAPK-PP decreased, and a new oscillation
cycle began. Figure 2A illustrates this dynamics and demon-
strates that the amplitude of oscillation in the concentrations of
the active biphosphorylated MAPK-PP (ERK-PP) and inactive
MAPK (ERK) can be large. The period of oscillation is about
20 min, but it can be in the range 2±100 min within the range
of kinetic parameters available in literature. Importantly, the
oscillations appear to be stable to changes in the initial
distribution of active and inactive kinase forms (random
variations in the phosphorylation levels between 1 and
90% of the total kinase concentrations were tested).
Therefore, if the initial conditions differ from those used
in Fig. 2A, the variation will be observed for only one or
two oscillation cycles; the sustained oscillations will be the
same.
One of the reasons for the MAPK cascade ultrasensitivity

is partial saturation of the kinases and phosphatases by their
substrates [4,5,27]. We initially assumed the total kinase
concentrations to be significantly greater than the Km values
for their phosphorylation/dephosphorylation. The total con-
centration/Km ratio for MKKK, MKK and MAPK was 10, 20
and 20, respectively (Table 2). When this ratio was decreased
substantially, the oscillations disappeared and the stable on state
appeared in our calculations. Importantly, stronger feedback
inhibition could restore the oscillations. The computational
model describes the negative feedback loop from MAPK as
noncompetitive inhibition of MKKK phosphorylation. How-
ever, dual serine/threonine phosphorylation of SOS by ERK
providing a negative feedback [14,15] can be roughly equiva-
lent to a cooperative inhibition that rises as the square of the
inhibitor concentration, V1/(1 1 ([ERK]/KI)

2). Figure 2B illu-
strates that with the stronger negative feedback, sustained
oscillations were observed at the total kinase concentration/Km

ratio of 2±3 (with the Km values of 100 nm). Interestingly, the
period of oscillations did not change significantly, and the
oscillation amplitude decreased slightly. This numerical study
suggests a rather wide range of kinetic parameters and the
conditions under which sustained oscillations might occur in
MAPK cascades.

D I S C U S S I O N

Oscillations in cellular biochemical pathways were discovered
more than 30 years ago in cell-free extracts and in suspensions

Fig. 2. Oscillations in the MAPK concentrations. At zero time point, the

input stimulus (V1, Table 2) increased from the basal level of 5% to 100%

(2.5 nm¥s21). Solid line, active biphosphorylated MAPK-PP (ERK-PP);

dashed line, inactive unphosphorylated MAPK (ERK). (A) The kinetic

parameters are listed in Table 2. (B) `Cooperative' inhibition (n à 2) of the

activation of the initial kinase by MAPK-PP. KI à 18, K1 à 50, K2 à 40,

K3 à K4 à K5 à K6 à K7 à K8 à K9 à K10 à 100, V9 à V10 à 1.25.

Other kinetic parameters are the same as in (A).
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membrane-bound GTPase Ras. SOS catalyzes the conversion of
Ras from its inactive GDP-bound state to the active GTP-bound
state. Ras-GTP promotes the activation of Raf, the first protein
kinase of the MAPK cascade by recruiting Raf to the plasma
membrane, where Raf is phosphorylated at a tyrosine residue
by an unknown protein kinase [1,11,12]. Thus, membrane-
bound Ras together with the unknown membrane kinase
(playing a role of MKKKK) control Raf (i.e. MKKK) activity
[13].
Inhibitory phosphorylation of SOS by p42/p44 MAPK (an

extracellular signal regulated kinase; ERK) provides a
mechanism for switching off Ras signaling [14±16]. This
inhibition creates a negative feedback in the MAPK cascade, as
shown schematically in Fig. 1. Indeed, whereas tyrosine-
phosphorylated Raf brings about ERK activation, ERK-
mediated inhibition of Raf stimulation by SOS decreases
ERK phosphorylation. In this paper, we demonstrate that the
combination of a negative feedback and ultrasensitivity can
bring about yet another property of the MAPK cascades,
sustained biochemical oscillations. We analyze this in two
ways: first, as the general emerging property of phosphorylation
cascades embedded into a negative feedback loop and second,
using a computational model which takes into account the
available information about the kinetics of MAPK cascade
reactions. The hypothesis about MAPK cascade oscillations is
awaiting experimental verification.

MAT E R I A L S A N D M E T H O D S

Kinetic modeling

The quantitative computational model of the MAPK cascade
used here resembles the model developed by Huang and Ferrell
[3], but involves explicitly a negative feedback from MAPK-PP
to the MKKK activating reaction (as shown schematically in
Fig. 1). The time-dependent behavior of the MAPK cascade is
described by a set of differential kinetic equations derived from
the reaction scheme (Fig. 1) and presented in Table 1. Three
moiety conservation relations derived from the stoichiometry,

correspond to the total concentrations of MKKK, MKK and
MAPK (Table 1).

Rate equations

In vitro enzymatic studies have demonstrated that dual-
specificity kinases (MEK1) follow the Michaelis±Menten
mechanism. Monophosphorylated products are released into
the solution, from which they interact with a new enzyme
molecule [17]. Because only biphosphorylated kinases are fully
active [18], both dual-specificity protein tyrosine phosphatases
(e.g. VHR [19]) and single specificity phosphatases are able to
inactivate the MAPK cascade kinases. Table 2 presents the rate
expressions of the reactions of the MAPK cascade. The total
concentrations of MKKK, MKK and MAPK were reported to
be in the range 10±1000 nm ([MKKK]total is less than
[MKK]total , and the latter is roughly equal to [MAPK]total),
and the Km values for kinase phosphorylation were estimated to
be in the same range [3,10,17,20]. Estimates for the kcat values
of the protein kinases and phosphatases range from 0.01 to
1 s21 [3,10,21,22]. Table 2 lists the assumed values for the Km,
kcat and Vmax and the total concentrations of the kinases. We

Fig. 1. Kinetic scheme of the MAPK cascade.

Feedback effect of MAPK on the rate of

MKKK phosphorylation is shown schematically

by the dashed line. Numbering of individual

steps corresponds to kinetic equations in

Tables 1 and 2.

Table 1. Kinetic equations comprising the computational model of the

MAPK cascade.

d[MKKK]/dt à v2-v1
d[MKKK-P]/dt à v1-v2
d[MKK]/dt à v6-v3
d[MKK-P]/dt à v3 1 v5 2 v4 2 v6
d[MKK-PP]/dt à v4 2 v5
d[MAPK]/dt à v10-v7
d[MAPK-P]/dt à v7 1 v9 2 v8 2 v10
d[MAPK-PP]/dt à v8 2 v9

Moiety conservation relations:

[MKKK]total à [MKKK] 1 [MKKK-P]

[MKK]total à [MKK] 1 [MKK-P] 1 [MKK-PP]

[MAPK]total à [MAPK] 1 [MAPK-P] 1 [MAPK-PP]
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Functional organization of signal transduction into protein phosphorylation cascades, such as the mitogen-
activated protein kinase (MAPK) cascades, greatly enhances the sensitivity of cellular targets to external stimuli.
The sensitivity increases multiplicatively with the number of cascade levels, so that a tiny change in a stimulus
results in a large change in the response, the phenomenon referred to as ultrasensitivity. In a variety of cell types,
the MAPK cascades are imbedded in long feedback loops, positive or negative, depending on whether the
terminal kinase stimulates or inhibits the activation of the initial level. Here we demonstrate that a negative
feedback loop combined with intrinsic ultrasensitivity of the MAPK cascade can bring about sustained
oscillations in MAPK phosphorylation. Based on recent kinetic data on the MAPK cascades, we predict that the
period of oscillations can range from minutes to hours. The phosphorylation level can vary between the base level
and almost 100% of the total protein. The oscillations of the phosphorylation cascades and slow protein diffusion
in the cytoplasm can lead to intracellular waves of phospho-proteins.
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The mitogen-activated protein kinase (MAPK) cascades are
widely involved in eukaryotic signal transduction, and these
pathways are conserved in cells from yeast to mammals
(reviewed in [1,2]). The MAPK cascades relay extracellular
stimuli from the plasma membrane to targets in the cytoplasm
and nucleus, initiating diverse responses involving cell growth,
mitogenesis, differentiation and stress responses in mammalian
cells. The MAPK pathway consists of several levels (usually
three), where the activated kinase at each level phosphorylates
the kinase at the next level down the cascade. MAPKs are the
kinases of the terminal level of the cascades (Fig. 1). The
MAPKs are activated by the MAPK kinases (MKKs) that
phosphorylate MAPKs at two sites, conserved threonine and
tyrosine residues. Dephosphorylation of either residue is
thought to inactivate MAPKs, and mutant kinases lacking
either residue are almost inactive. At one level upstream,
MKKs are themselves phosphorylated at serine and threonine
residues by the MAPK kinase kinases (MKKKs). The kinases
of the first level, MKKKs, are activated by several mechanisms
involving (in the case of Raf) phosphorylation at a tyrosine
residue. At each cascade level, the protein phosphatases
inactivate the corresponding kinases (Fig. 1).
One physiological function of kinase cascades could be

amplification of a signal, in the sense that a small number of
signaling molecules causes the conversion of a large number of
target molecules. However, this type of amplification was

shown to be quite modest in the MAPK cascade of Xenopus
eggs, and the signal transfer from MKK (MEK1) to p42 MAPK
even caused the amplification to decrease [3]. In contrast, the
signal propagation through the MAPK pathway brings about a
remarkable increase in the sensitivity of the target to the signal:
a graded stimulus is converted into a sigmoidal or `ultra-
sensitive' switch-like response [3±6]. Ultrasensitivity arises
from the property of phosphorylation cascades to multiply the
responses of individual levels into the overall cascade response
[4], which in Xenopus oocytes extracts is described by a Hill
curve with a Hill coefficient of 5 [3].
A simple linear phosphorylation cascade can already exhibit

the ultrasensitive response to the signal. Yet, positive feedback
from the bottom to the top of a cascade increases dramatically
the steepness of the response [4]. In fact, in Xenopus oocytes
the MAPK cascade (Mos/MEK1/p42 MAPK) was found to be
embedded in a positive feedback loop [7,8]. The activation of
Mos results in the activation of p42 MAPK, but in turn, p42
MAPK brings about stimulation of Mos. The positive feedback
is active only in intact cells and it does not operate in oocyte
extracts. In the absence of feedback, the response of p42 MAPK
to Mos is already sigmoidal or ultrasensitive, but the positive
feedback increases a Hill coefficient from 5 to more than 35,
producing essentially an `all-or-none' response [7,8]. Impor-
tantly, positive feedback can endow a cascade with another
remarkable property, i.e. bistability or the coexistence of two
different stable steady states [7±10]. When the signal increases
(or decreases) over the trigger value only transiently, bistability
allows the system to switch to an alternative steady state, at
which it may remain, when the signal returns to its initial value.
In mammalian cells, one of the best characterized signal

transduction pathways links the activation of receptor tyrosine
kinases (RTKs) to the MAPK cascades. In response to
mitogenic stimuli, phosphorylated RTKs complexed with
adapter proteins (Grb2 or Shc-Grb2), recruit the cytoplasmic
guanine nucleotide exchange protein Son of Sevenless homolog
protein (SOS) to the cell membrane, where it activates the small
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membrane-bound GTPase Ras. SOS catalyzes the conversion of
Ras from its inactive GDP-bound state to the active GTP-bound
state. Ras-GTP promotes the activation of Raf, the first protein
kinase of the MAPK cascade by recruiting Raf to the plasma
membrane, where Raf is phosphorylated at a tyrosine residue
by an unknown protein kinase [1,11,12]. Thus, membrane-
bound Ras together with the unknown membrane kinase
(playing a role of MKKKK) control Raf (i.e. MKKK) activity
[13].
Inhibitory phosphorylation of SOS by p42/p44 MAPK (an

extracellular signal regulated kinase; ERK) provides a
mechanism for switching off Ras signaling [14±16]. This
inhibition creates a negative feedback in the MAPK cascade, as
shown schematically in Fig. 1. Indeed, whereas tyrosine-
phosphorylated Raf brings about ERK activation, ERK-
mediated inhibition of Raf stimulation by SOS decreases
ERK phosphorylation. In this paper, we demonstrate that the
combination of a negative feedback and ultrasensitivity can
bring about yet another property of the MAPK cascades,
sustained biochemical oscillations. We analyze this in two
ways: first, as the general emerging property of phosphorylation
cascades embedded into a negative feedback loop and second,
using a computational model which takes into account the
available information about the kinetics of MAPK cascade
reactions. The hypothesis about MAPK cascade oscillations is
awaiting experimental verification.

MAT E R I A L S A N D M E T H O D S

Kinetic modeling

The quantitative computational model of the MAPK cascade
used here resembles the model developed by Huang and Ferrell
[3], but involves explicitly a negative feedback from MAPK-PP
to the MKKK activating reaction (as shown schematically in
Fig. 1). The time-dependent behavior of the MAPK cascade is
described by a set of differential kinetic equations derived from
the reaction scheme (Fig. 1) and presented in Table 1. Three
moiety conservation relations derived from the stoichiometry,

correspond to the total concentrations of MKKK, MKK and
MAPK (Table 1).

Rate equations

In vitro enzymatic studies have demonstrated that dual-
specificity kinases (MEK1) follow the Michaelis±Menten
mechanism. Monophosphorylated products are released into
the solution, from which they interact with a new enzyme
molecule [17]. Because only biphosphorylated kinases are fully
active [18], both dual-specificity protein tyrosine phosphatases
(e.g. VHR [19]) and single specificity phosphatases are able to
inactivate the MAPK cascade kinases. Table 2 presents the rate
expressions of the reactions of the MAPK cascade. The total
concentrations of MKKK, MKK and MAPK were reported to
be in the range 10±1000 nm ([MKKK]total is less than
[MKK]total , and the latter is roughly equal to [MAPK]total),
and the Km values for kinase phosphorylation were estimated to
be in the same range [3,10,17,20]. Estimates for the kcat values
of the protein kinases and phosphatases range from 0.01 to
1 s21 [3,10,21,22]. Table 2 lists the assumed values for the Km,
kcat and Vmax and the total concentrations of the kinases. We

Fig. 1. Kinetic scheme of the MAPK cascade.

Feedback effect of MAPK on the rate of

MKKK phosphorylation is shown schematically

by the dashed line. Numbering of individual

steps corresponds to kinetic equations in

Tables 1 and 2.

Table 1. Kinetic equations comprising the computational model of the

MAPK cascade.

d[MKKK]/dt à v2-v1
d[MKKK-P]/dt à v1-v2
d[MKK]/dt à v6-v3
d[MKK-P]/dt à v3 1 v5 2 v4 2 v6
d[MKK-PP]/dt à v4 2 v5
d[MAPK]/dt à v10-v7
d[MAPK-P]/dt à v7 1 v9 2 v8 2 v10
d[MAPK-PP]/dt à v8 2 v9

Moiety conservation relations:

[MKKK]total à [MKKK] 1 [MKKK-P]

[MKK]total à [MKK] 1 [MKK-P] 1 [MKK-PP]

[MAPK]total à [MAPK] 1 [MAPK-P] 1 [MAPK-PP]
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kinase, a strong negative feedback can be operational in turning
off the activation of a cascade. This dynamic picture
corresponds to a transient response to a stimulus, as opposed
to a sustained activation [26]. Yet, implementation of a strong
negative feedback may have effects other than turning off the
cascade response. The Appendix shows that a threshold
increase in the feedback strength causes the system steady
state to lose its stability. Not only is there no other stable state,
but the phosphorylation level of cascade kinases starts to
oscillate in a sustained manner. This dramatic change in the
system's dynamic behavior is known as a Hopf bifurcation.
Sustained oscillations are an emerging property of ultra-
sensitive cascades with negative feedback, as there is always
a range of kinetic constants in which oscillatory behavior is
observed. Therefore, the question arises whether the oscil-
lations occur in MAPK cascades of a living cell, and if so, how
the occurrence and disappearance are regulated. To answer this
question we engage in numerical analysis of the dynamics of
the MAPK cascades.

Sustained oscillations in MAPK cascades

Using the computational model (see Materials and methods),
we calculated the time course of the active and inactive forms
of the MAPK cascade kinases following an abrupt increase in
the input stimulus (i.e. active MKKKK concentration) at zero
time point. At low basal stimulus (a 5% activation of
MKKKK), the kinases of the cascade remained predominantly
in the inactive forms, and the corresponding steady state (off
state) was stable. A threshold stimulus switches the kinases into
the active forms. However, the on state with high activities
appeared to be unstable at the assumed values for kinetic
parameters (Table 1). The cascade kinases did not remain
phosphorylated for a prolonged period of time (Fig. 2). Due to
the negative feedback from MAPK-PP, the rate of activating
phosphorylation of MKKK (Fig. 1, step 1) decreased with an
increase in MAPK-PP. As the phosphatase continues to operate
(step 2), the rate of MKKK-P dephosphorylation began to
exceed the phosphorylation rate and the concentration of
MKKK-P decreased. A decrease in the MKKK-P caused the
kinase activity down the cascade (MKK) to drop. Finally, the
concentration of MAPK-PP decreased, and a new oscillation
cycle began. Figure 2A illustrates this dynamics and demon-
strates that the amplitude of oscillation in the concentrations of
the active biphosphorylated MAPK-PP (ERK-PP) and inactive
MAPK (ERK) can be large. The period of oscillation is about
20 min, but it can be in the range 2±100 min within the range
of kinetic parameters available in literature. Importantly, the
oscillations appear to be stable to changes in the initial
distribution of active and inactive kinase forms (random
variations in the phosphorylation levels between 1 and
90% of the total kinase concentrations were tested).
Therefore, if the initial conditions differ from those used
in Fig. 2A, the variation will be observed for only one or
two oscillation cycles; the sustained oscillations will be the
same.
One of the reasons for the MAPK cascade ultrasensitivity

is partial saturation of the kinases and phosphatases by their
substrates [4,5,27]. We initially assumed the total kinase
concentrations to be significantly greater than the Km values
for their phosphorylation/dephosphorylation. The total con-
centration/Km ratio for MKKK, MKK and MAPK was 10, 20
and 20, respectively (Table 2). When this ratio was decreased
substantially, the oscillations disappeared and the stable on state
appeared in our calculations. Importantly, stronger feedback
inhibition could restore the oscillations. The computational
model describes the negative feedback loop from MAPK as
noncompetitive inhibition of MKKK phosphorylation. How-
ever, dual serine/threonine phosphorylation of SOS by ERK
providing a negative feedback [14,15] can be roughly equiva-
lent to a cooperative inhibition that rises as the square of the
inhibitor concentration, V1/(1 1 ([ERK]/KI)

2). Figure 2B illu-
strates that with the stronger negative feedback, sustained
oscillations were observed at the total kinase concentration/Km

ratio of 2±3 (with the Km values of 100 nm). Interestingly, the
period of oscillations did not change significantly, and the
oscillation amplitude decreased slightly. This numerical study
suggests a rather wide range of kinetic parameters and the
conditions under which sustained oscillations might occur in
MAPK cascades.

D I S C U S S I O N

Oscillations in cellular biochemical pathways were discovered
more than 30 years ago in cell-free extracts and in suspensions

Fig. 2. Oscillations in the MAPK concentrations. At zero time point, the

input stimulus (V1, Table 2) increased from the basal level of 5% to 100%

(2.5 nm¥s21). Solid line, active biphosphorylated MAPK-PP (ERK-PP);

dashed line, inactive unphosphorylated MAPK (ERK). (A) The kinetic

parameters are listed in Table 2. (B) `Cooperative' inhibition (n à 2) of the

activation of the initial kinase by MAPK-PP. KI à 18, K1 à 50, K2 à 40,

K3 à K4 à K5 à K6 à K7 à K8 à K9 à K10 à 100, V9 à V10 à 1.25.

Other kinetic parameters are the same as in (A).
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membrane-bound GTPase Ras. SOS catalyzes the conversion of
Ras from its inactive GDP-bound state to the active GTP-bound
state. Ras-GTP promotes the activation of Raf, the first protein
kinase of the MAPK cascade by recruiting Raf to the plasma
membrane, where Raf is phosphorylated at a tyrosine residue
by an unknown protein kinase [1,11,12]. Thus, membrane-
bound Ras together with the unknown membrane kinase
(playing a role of MKKKK) control Raf (i.e. MKKK) activity
[13].
Inhibitory phosphorylation of SOS by p42/p44 MAPK (an

extracellular signal regulated kinase; ERK) provides a
mechanism for switching off Ras signaling [14±16]. This
inhibition creates a negative feedback in the MAPK cascade, as
shown schematically in Fig. 1. Indeed, whereas tyrosine-
phosphorylated Raf brings about ERK activation, ERK-
mediated inhibition of Raf stimulation by SOS decreases
ERK phosphorylation. In this paper, we demonstrate that the
combination of a negative feedback and ultrasensitivity can
bring about yet another property of the MAPK cascades,
sustained biochemical oscillations. We analyze this in two
ways: first, as the general emerging property of phosphorylation
cascades embedded into a negative feedback loop and second,
using a computational model which takes into account the
available information about the kinetics of MAPK cascade
reactions. The hypothesis about MAPK cascade oscillations is
awaiting experimental verification.

MAT E R I A L S A N D M E T H O D S

Kinetic modeling

The quantitative computational model of the MAPK cascade
used here resembles the model developed by Huang and Ferrell
[3], but involves explicitly a negative feedback from MAPK-PP
to the MKKK activating reaction (as shown schematically in
Fig. 1). The time-dependent behavior of the MAPK cascade is
described by a set of differential kinetic equations derived from
the reaction scheme (Fig. 1) and presented in Table 1. Three
moiety conservation relations derived from the stoichiometry,

correspond to the total concentrations of MKKK, MKK and
MAPK (Table 1).

Rate equations

In vitro enzymatic studies have demonstrated that dual-
specificity kinases (MEK1) follow the Michaelis±Menten
mechanism. Monophosphorylated products are released into
the solution, from which they interact with a new enzyme
molecule [17]. Because only biphosphorylated kinases are fully
active [18], both dual-specificity protein tyrosine phosphatases
(e.g. VHR [19]) and single specificity phosphatases are able to
inactivate the MAPK cascade kinases. Table 2 presents the rate
expressions of the reactions of the MAPK cascade. The total
concentrations of MKKK, MKK and MAPK were reported to
be in the range 10±1000 nm ([MKKK]total is less than
[MKK]total , and the latter is roughly equal to [MAPK]total),
and the Km values for kinase phosphorylation were estimated to
be in the same range [3,10,17,20]. Estimates for the kcat values
of the protein kinases and phosphatases range from 0.01 to
1 s21 [3,10,21,22]. Table 2 lists the assumed values for the Km,
kcat and Vmax and the total concentrations of the kinases. We
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and repeat this procedure until some final state or time is
reached. In this way, the numbers of molecules change in time
with the statistical properties given by the master equation.
There are several algorithms to implement this. The main
difference among them is the specific way in which they compute
the probabilities and select the states. For chemical reactions
with few components, it is customary to use the so-called
Gillespie algorithm (6).

This intrinsic probabilistic behavior in the evolution of the
number of molecules gives rise to fluctuations that are usually
referred to as noise. In general, the term noise is used for any
disturbance interfering with a signal or with the operation of
system. In the case of chemical reactions, the signal would be the
average production of the reacting species, whereas the distur-
bance would arise as a consequence of the fluctuations around
that average value. We use the term noise rather than fluctua-
tions to emphasize the disturbing effect that these fluctuations
can have. Thus, although related, both terms do not mean the
same. For instance, there can be large fluctuations in some
molecular species but, if their characteristic time is very short
compared with those of other processes that take place, they
would introduce little noise.

In Fig. 2, we compare the results of the stochastic and
deterministic approaches. We show the levels of A protein and
R protein over time for the set of parameter values and initial
conditions given in the caption of Fig. 1. The deterministic
results were obtained from numerical integration of Eq. [1],
whereas the stochastic results were obtained by computer sim-

ulation using the Gillespie algorithm. The main difference
between the deterministic and stochastic time courses is the
presence of random fluctuations in the latter. In the determin-
istic model, every circadian cycle is identical to the previous one.
The stochastic model shows some variability in the numbers of
molecules and the period length, which correspond to the
intrinsic f luctuations of the biochemical network. For these
values of the parameters, both stochastic and deterministic
approaches give similar results. We also have used different
initial conditions, and in all of the cases we have observed, the
behavior of the long-term solution is the same.

Model Simplification. To gain further insight into the essential
elements that are responsible for the oscillations, we will simplify
as much as possible the deterministic rate equations. By making
various quasi-steady-state assumptions (7), it is possible to
simplify the set of Eq. [1] into a two-variable system with the
repressor R and the complex C as the two slow variables:

dR
dt !

"R

#MR

$R%R & $!R'RÃ"R#

%R & 'RÃ"R#
( 'CÃ"R#R & #AC ( #RR

dC
dt ! 'CÃ"R#R ( #AC

[2]

where

Fig. 1. Biochemical network of the circadian oscillator model. DA’ and DA

denote the number of activator genes with and without A bound to its
promoter respectively; similarly, DR’ and DR refer to the repressor promoter;
MA and MR denote mRNA of A and R; A and R correspond to the activator and
repressor proteins; and C corresponds to the inactivated complex formed by A
and R. The constants $ and $’ denote the basal and activated rates of
transcription, " the rates of translation, # the rates of spontaneous degrada-
tion, ' the rates of binding of A to other components, and % denotes the rates
of unbinding of A from those components. Except if otherwise stated, in this
paper we have assumed the following values for the reaction rates: $A $ 50
h%1, $A’ $ 500 h%1, $R $ 0.01 h%1, $R’ $ 50 h%1, "A $ 50 h%1, "R $ 5 h%1, #MA $
10 h%1, #MR $ 0.5 h%1, #A $ 1 h%1, #R $ 0.2 h%1, 'A $ 1 mol%1 hr%1, 'R $ 1 mol%1

hr%1, 'C $ 2 mol%1 hr%1, %A $ 50 h%1, %R $ 100 h%1, where mol means number
of molecules. The initial conditions are DA $ DR $ 1 mol, DA’ $ DR’ $ MA $ MR $
A $ R $ C $ 0, which require that the cell has a single copy of the activator and
repressor genes: DA & DA’ $ 1 mol and DR & DR’ $ 1 mol. The cellular volume
is assumed to be the unity so that concentrations and number of molecules are
equivalent. Notice that we assume that the complex breaks into R because of
the degradation of A and, therefore, the parameter #A appears twice in the
model. Fig. 2. Oscillations in repressor and activator protein numbers obtained

from numerical simulations of the deterministic (a and b) and stochastic (c and
d) descriptions of the model.
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A wide range of organisms use circadian clocks to keep internal
sense of daily time and regulate their behavior accordingly. Most
of these clocks use intracellular genetic networks based on positive
and negative regulatory elements. The integration of these ‘‘cir-
cuits’’ at the cellular level imposes strong constraints on their
functioning and design. Here, we study a recently proposed model
[Barkai, N. & Leibler, S. (2000) Nature (London), 403, 267–268] that
incorporates just the essential elements found experimentally. We
show that this type of oscillator is driven mainly by two elements:
the concentration of a repressor protein and the dynamics of an
activator protein forming an inactive complex with the repressor.
Thus, the clock does not need to rely on mRNA dynamics to
oscillate, which makes it especially resistant to fluctuations. Oscil-
lations can be present even when the time average of the number
of mRNA molecules goes below one. Under some conditions, this
oscillator is not only resistant to but, paradoxically, also enhanced
by the intrinsic biochemical noise.

The environment changes in a highly periodic manner. There
are, among other changes, daily cycles of light and dark as

well as annual cycles of changing climates and physical condi-
tions. Such environmental periodicity may create the necessity
for organisms to develop internal time-keeping mechanisms to
accurately anticipate these external changes and modify their
state accordingly (1). In particular, a wide range of organisms,
as diverse as cyanobacteria and mammals, have evolved circa-
dian rhythms—biological clocks with a period of about 24 h that
evoke and regulate physiological and biochemical changes to
best suit different times of the day.

Recent findings show that the molecular mechanisms upon
which these clocks rely share many common features among
species (2). The main characteristic is the presence of intracel-
lular transcription regulation networks with a set of clock
elements that give rise to stable oscillations in gene expression.
A positive element activates genes coupled to the circadian clock.
It simultaneously promotes the expression of a negative element,
which in turn represses the positive element. The cycle completes
itself upon degradation of the negative element and re-
expression of the positive element.

A crucial feature of circadian clocks is the ability to maintain
a constant period over a wide range of internal and external
f luctuations (1). Such robustness ensures that the clock runs
accurately and triggers the expression of clock-dependent genes
at the appropriate time of the day. For instance, f luctuations in
temperature affect chemical reaction rates and may perturb
oscillatory behavior. Another source of fluctuations may be the
presence of internal noise caused by the stochastic nature of
chemical reactions (3). Low numbers of molecules may be
responsible for random fluctuations that can destabilize the
oscillatory behavior of the biochemical network (4). Yet,
circadian clocks maintain a fairly constant period amidst such
f luctuations.

Description of the Model. To study possible strategies, or princi-
ples, that biological systems may use to minimize the effect of
stochastic noise on circadian clocks, we examined a minimal
model based on the common positive and negative control
elements found experimentally (3). This model is described in

Fig. 1. It involves two genes, an activator A and a repressor R,
which are transcribed into mRNA and subsequently translated
into protein. The activator A binds to the A and R promoters,
which increases their transcription rate. Thus, A acts as the
positive element in transcription, whereas R acts as the negative
element by sequestering the activator.

The deterministic dynamics of the model is given by the set of
reaction rate equations

dDA/dt ! "AD!A # $ADAA

dDR/dt ! "RD!R # $RDRA

dD!A/dt ! $ADAA # "AD!A

dD!R/dt ! $RDRA # "RD!R

dMA/dt ! %!AD!A & %ADA # 'MA
MA

dA/dt ! (AMA & "AD!A & "RD!R

# A"$ADA & $RDR & $CR & 'A#

dMR/dt ! %!RD!R & %RDR # 'MR
MR

dR/dt ! (RMR # $CAR & 'AC # 'RR

dC/dt ! $CAR # 'AC,

[1]

where the variables and constants are as described in the caption
for Fig. 1. This simple model is not intended to reproduce the
particular details of each organism but to grasp the properties
that the core design confers. As in any general model, the
parameters of the values we use are typical ones. For instance,
the rates for bimolecular reactions are all in the range of
diffusion limited reactions.

The preceding equations would be strictly valid in a well stirred
macroscopic reactor. At the cellular level, a more realistic
approach has to consider the intrinsic stochasticity of chemical
reactions (5), which can be done by transforming the reaction
rates into probability transition rates and concentrations into
numbers of molecules. One then obtains the so-called master
equation, which gives the time evolution of the probability of
having a given number of molecules. There is no general
procedure to solve this type of equation analytically, but it is the
starting point to simulate the stochastic behavior of the system.
The basic idea behind such simulations is to perform a random
walk through the possible states of the system, which are defined
by the numbers of molecules of the different reacting species.
Starting from a state with given numbers of molecules, the
probability of jumping to other states with different numbers of
molecules (i.e., the probability for an elementary reaction to
happen) can be computed from the master equation. One can
pick up a state and the jumping time according to that probability
distribution, consider the resulting state as a new initial state,
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and repeat this procedure until some final state or time is
reached. In this way, the numbers of molecules change in time
with the statistical properties given by the master equation.
There are several algorithms to implement this. The main
difference among them is the specific way in which they compute
the probabilities and select the states. For chemical reactions
with few components, it is customary to use the so-called
Gillespie algorithm (6).

This intrinsic probabilistic behavior in the evolution of the
number of molecules gives rise to fluctuations that are usually
referred to as noise. In general, the term noise is used for any
disturbance interfering with a signal or with the operation of
system. In the case of chemical reactions, the signal would be the
average production of the reacting species, whereas the distur-
bance would arise as a consequence of the fluctuations around
that average value. We use the term noise rather than fluctua-
tions to emphasize the disturbing effect that these fluctuations
can have. Thus, although related, both terms do not mean the
same. For instance, there can be large fluctuations in some
molecular species but, if their characteristic time is very short
compared with those of other processes that take place, they
would introduce little noise.

In Fig. 2, we compare the results of the stochastic and
deterministic approaches. We show the levels of A protein and
R protein over time for the set of parameter values and initial
conditions given in the caption of Fig. 1. The deterministic
results were obtained from numerical integration of Eq. [1],
whereas the stochastic results were obtained by computer sim-

ulation using the Gillespie algorithm. The main difference
between the deterministic and stochastic time courses is the
presence of random fluctuations in the latter. In the determin-
istic model, every circadian cycle is identical to the previous one.
The stochastic model shows some variability in the numbers of
molecules and the period length, which correspond to the
intrinsic f luctuations of the biochemical network. For these
values of the parameters, both stochastic and deterministic
approaches give similar results. We also have used different
initial conditions, and in all of the cases we have observed, the
behavior of the long-term solution is the same.

Model Simplification. To gain further insight into the essential
elements that are responsible for the oscillations, we will simplify
as much as possible the deterministic rate equations. By making
various quasi-steady-state assumptions (7), it is possible to
simplify the set of Eq. [1] into a two-variable system with the
repressor R and the complex C as the two slow variables:

dR
dt !

"R

#MR

$R%R & $!R'RÃ"R#

%R & 'RÃ"R#
( 'CÃ"R#R & #AC ( #RR

dC
dt ! 'CÃ"R#R ( #AC

[2]

where

Fig. 1. Biochemical network of the circadian oscillator model. DA’ and DA

denote the number of activator genes with and without A bound to its
promoter respectively; similarly, DR’ and DR refer to the repressor promoter;
MA and MR denote mRNA of A and R; A and R correspond to the activator and
repressor proteins; and C corresponds to the inactivated complex formed by A
and R. The constants $ and $’ denote the basal and activated rates of
transcription, " the rates of translation, # the rates of spontaneous degrada-
tion, ' the rates of binding of A to other components, and % denotes the rates
of unbinding of A from those components. Except if otherwise stated, in this
paper we have assumed the following values for the reaction rates: $A $ 50
h%1, $A’ $ 500 h%1, $R $ 0.01 h%1, $R’ $ 50 h%1, "A $ 50 h%1, "R $ 5 h%1, #MA $
10 h%1, #MR $ 0.5 h%1, #A $ 1 h%1, #R $ 0.2 h%1, 'A $ 1 mol%1 hr%1, 'R $ 1 mol%1

hr%1, 'C $ 2 mol%1 hr%1, %A $ 50 h%1, %R $ 100 h%1, where mol means number
of molecules. The initial conditions are DA $ DR $ 1 mol, DA’ $ DR’ $ MA $ MR $
A $ R $ C $ 0, which require that the cell has a single copy of the activator and
repressor genes: DA & DA’ $ 1 mol and DR & DR’ $ 1 mol. The cellular volume
is assumed to be the unity so that concentrations and number of molecules are
equivalent. Notice that we assume that the complex breaks into R because of
the degradation of A and, therefore, the parameter #A appears twice in the
model. Fig. 2. Oscillations in repressor and activator protein numbers obtained

from numerical simulations of the deterministic (a and b) and stochastic (c and
d) descriptions of the model.
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A wide range of organisms use circadian clocks to keep internal
sense of daily time and regulate their behavior accordingly. Most
of these clocks use intracellular genetic networks based on positive
and negative regulatory elements. The integration of these ‘‘cir-
cuits’’ at the cellular level imposes strong constraints on their
functioning and design. Here, we study a recently proposed model
[Barkai, N. & Leibler, S. (2000) Nature (London), 403, 267–268] that
incorporates just the essential elements found experimentally. We
show that this type of oscillator is driven mainly by two elements:
the concentration of a repressor protein and the dynamics of an
activator protein forming an inactive complex with the repressor.
Thus, the clock does not need to rely on mRNA dynamics to
oscillate, which makes it especially resistant to fluctuations. Oscil-
lations can be present even when the time average of the number
of mRNA molecules goes below one. Under some conditions, this
oscillator is not only resistant to but, paradoxically, also enhanced
by the intrinsic biochemical noise.

The environment changes in a highly periodic manner. There
are, among other changes, daily cycles of light and dark as

well as annual cycles of changing climates and physical condi-
tions. Such environmental periodicity may create the necessity
for organisms to develop internal time-keeping mechanisms to
accurately anticipate these external changes and modify their
state accordingly (1). In particular, a wide range of organisms,
as diverse as cyanobacteria and mammals, have evolved circa-
dian rhythms—biological clocks with a period of about 24 h that
evoke and regulate physiological and biochemical changes to
best suit different times of the day.

Recent findings show that the molecular mechanisms upon
which these clocks rely share many common features among
species (2). The main characteristic is the presence of intracel-
lular transcription regulation networks with a set of clock
elements that give rise to stable oscillations in gene expression.
A positive element activates genes coupled to the circadian clock.
It simultaneously promotes the expression of a negative element,
which in turn represses the positive element. The cycle completes
itself upon degradation of the negative element and re-
expression of the positive element.

A crucial feature of circadian clocks is the ability to maintain
a constant period over a wide range of internal and external
f luctuations (1). Such robustness ensures that the clock runs
accurately and triggers the expression of clock-dependent genes
at the appropriate time of the day. For instance, f luctuations in
temperature affect chemical reaction rates and may perturb
oscillatory behavior. Another source of fluctuations may be the
presence of internal noise caused by the stochastic nature of
chemical reactions (3). Low numbers of molecules may be
responsible for random fluctuations that can destabilize the
oscillatory behavior of the biochemical network (4). Yet,
circadian clocks maintain a fairly constant period amidst such
f luctuations.

Description of the Model. To study possible strategies, or princi-
ples, that biological systems may use to minimize the effect of
stochastic noise on circadian clocks, we examined a minimal
model based on the common positive and negative control
elements found experimentally (3). This model is described in

Fig. 1. It involves two genes, an activator A and a repressor R,
which are transcribed into mRNA and subsequently translated
into protein. The activator A binds to the A and R promoters,
which increases their transcription rate. Thus, A acts as the
positive element in transcription, whereas R acts as the negative
element by sequestering the activator.

The deterministic dynamics of the model is given by the set of
reaction rate equations

dDA/dt ! "AD!A # $ADAA

dDR/dt ! "RD!R # $RDRA

dD!A/dt ! $ADAA # "AD!A

dD!R/dt ! $RDRA # "RD!R

dMA/dt ! %!AD!A & %ADA # 'MA
MA

dA/dt ! (AMA & "AD!A & "RD!R

# A"$ADA & $RDR & $CR & 'A#

dMR/dt ! %!RD!R & %RDR # 'MR
MR

dR/dt ! (RMR # $CAR & 'AC # 'RR

dC/dt ! $CAR # 'AC,

[1]

where the variables and constants are as described in the caption
for Fig. 1. This simple model is not intended to reproduce the
particular details of each organism but to grasp the properties
that the core design confers. As in any general model, the
parameters of the values we use are typical ones. For instance,
the rates for bimolecular reactions are all in the range of
diffusion limited reactions.

The preceding equations would be strictly valid in a well stirred
macroscopic reactor. At the cellular level, a more realistic
approach has to consider the intrinsic stochasticity of chemical
reactions (5), which can be done by transforming the reaction
rates into probability transition rates and concentrations into
numbers of molecules. One then obtains the so-called master
equation, which gives the time evolution of the probability of
having a given number of molecules. There is no general
procedure to solve this type of equation analytically, but it is the
starting point to simulate the stochastic behavior of the system.
The basic idea behind such simulations is to perform a random
walk through the possible states of the system, which are defined
by the numbers of molecules of the different reacting species.
Starting from a state with given numbers of molecules, the
probability of jumping to other states with different numbers of
molecules (i.e., the probability for an elementary reaction to
happen) can be computed from the master equation. One can
pick up a state and the jumping time according to that probability
distribution, consider the resulting state as a new initial state,
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and repeat this procedure until some final state or time is
reached. In this way, the numbers of molecules change in time
with the statistical properties given by the master equation.
There are several algorithms to implement this. The main
difference among them is the specific way in which they compute
the probabilities and select the states. For chemical reactions
with few components, it is customary to use the so-called
Gillespie algorithm (6).

This intrinsic probabilistic behavior in the evolution of the
number of molecules gives rise to fluctuations that are usually
referred to as noise. In general, the term noise is used for any
disturbance interfering with a signal or with the operation of
system. In the case of chemical reactions, the signal would be the
average production of the reacting species, whereas the distur-
bance would arise as a consequence of the fluctuations around
that average value. We use the term noise rather than fluctua-
tions to emphasize the disturbing effect that these fluctuations
can have. Thus, although related, both terms do not mean the
same. For instance, there can be large fluctuations in some
molecular species but, if their characteristic time is very short
compared with those of other processes that take place, they
would introduce little noise.

In Fig. 2, we compare the results of the stochastic and
deterministic approaches. We show the levels of A protein and
R protein over time for the set of parameter values and initial
conditions given in the caption of Fig. 1. The deterministic
results were obtained from numerical integration of Eq. [1],
whereas the stochastic results were obtained by computer sim-

ulation using the Gillespie algorithm. The main difference
between the deterministic and stochastic time courses is the
presence of random fluctuations in the latter. In the determin-
istic model, every circadian cycle is identical to the previous one.
The stochastic model shows some variability in the numbers of
molecules and the period length, which correspond to the
intrinsic f luctuations of the biochemical network. For these
values of the parameters, both stochastic and deterministic
approaches give similar results. We also have used different
initial conditions, and in all of the cases we have observed, the
behavior of the long-term solution is the same.

Model Simplification. To gain further insight into the essential
elements that are responsible for the oscillations, we will simplify
as much as possible the deterministic rate equations. By making
various quasi-steady-state assumptions (7), it is possible to
simplify the set of Eq. [1] into a two-variable system with the
repressor R and the complex C as the two slow variables:

dR
dt !

"R

#MR

$R%R & $!R'RÃ"R#

%R & 'RÃ"R#
( 'CÃ"R#R & #AC ( #RR

dC
dt ! 'CÃ"R#R ( #AC

[2]

where

Fig. 1. Biochemical network of the circadian oscillator model. DA’ and DA

denote the number of activator genes with and without A bound to its
promoter respectively; similarly, DR’ and DR refer to the repressor promoter;
MA and MR denote mRNA of A and R; A and R correspond to the activator and
repressor proteins; and C corresponds to the inactivated complex formed by A
and R. The constants $ and $’ denote the basal and activated rates of
transcription, " the rates of translation, # the rates of spontaneous degrada-
tion, ' the rates of binding of A to other components, and % denotes the rates
of unbinding of A from those components. Except if otherwise stated, in this
paper we have assumed the following values for the reaction rates: $A $ 50
h%1, $A’ $ 500 h%1, $R $ 0.01 h%1, $R’ $ 50 h%1, "A $ 50 h%1, "R $ 5 h%1, #MA $
10 h%1, #MR $ 0.5 h%1, #A $ 1 h%1, #R $ 0.2 h%1, 'A $ 1 mol%1 hr%1, 'R $ 1 mol%1

hr%1, 'C $ 2 mol%1 hr%1, %A $ 50 h%1, %R $ 100 h%1, where mol means number
of molecules. The initial conditions are DA $ DR $ 1 mol, DA’ $ DR’ $ MA $ MR $
A $ R $ C $ 0, which require that the cell has a single copy of the activator and
repressor genes: DA & DA’ $ 1 mol and DR & DR’ $ 1 mol. The cellular volume
is assumed to be the unity so that concentrations and number of molecules are
equivalent. Notice that we assume that the complex breaks into R because of
the degradation of A and, therefore, the parameter #A appears twice in the
model. Fig. 2. Oscillations in repressor and activator protein numbers obtained

from numerical simulations of the deterministic (a and b) and stochastic (c and
d) descriptions of the model.

Vilar et al. PNAS ! April 30, 2002 ! vol. 99 ! no. 9 ! 5989

BI
O

PH
YS

IC
S
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and repeat this procedure until some final state or time is
reached. In this way, the numbers of molecules change in time
with the statistical properties given by the master equation.
There are several algorithms to implement this. The main
difference among them is the specific way in which they compute
the probabilities and select the states. For chemical reactions
with few components, it is customary to use the so-called
Gillespie algorithm (6).

This intrinsic probabilistic behavior in the evolution of the
number of molecules gives rise to fluctuations that are usually
referred to as noise. In general, the term noise is used for any
disturbance interfering with a signal or with the operation of
system. In the case of chemical reactions, the signal would be the
average production of the reacting species, whereas the distur-
bance would arise as a consequence of the fluctuations around
that average value. We use the term noise rather than fluctua-
tions to emphasize the disturbing effect that these fluctuations
can have. Thus, although related, both terms do not mean the
same. For instance, there can be large fluctuations in some
molecular species but, if their characteristic time is very short
compared with those of other processes that take place, they
would introduce little noise.

In Fig. 2, we compare the results of the stochastic and
deterministic approaches. We show the levels of A protein and
R protein over time for the set of parameter values and initial
conditions given in the caption of Fig. 1. The deterministic
results were obtained from numerical integration of Eq. [1],
whereas the stochastic results were obtained by computer sim-

ulation using the Gillespie algorithm. The main difference
between the deterministic and stochastic time courses is the
presence of random fluctuations in the latter. In the determin-
istic model, every circadian cycle is identical to the previous one.
The stochastic model shows some variability in the numbers of
molecules and the period length, which correspond to the
intrinsic f luctuations of the biochemical network. For these
values of the parameters, both stochastic and deterministic
approaches give similar results. We also have used different
initial conditions, and in all of the cases we have observed, the
behavior of the long-term solution is the same.

Model Simplification. To gain further insight into the essential
elements that are responsible for the oscillations, we will simplify
as much as possible the deterministic rate equations. By making
various quasi-steady-state assumptions (7), it is possible to
simplify the set of Eq. [1] into a two-variable system with the
repressor R and the complex C as the two slow variables:
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denote the number of activator genes with and without A bound to its
promoter respectively; similarly, DR’ and DR refer to the repressor promoter;
MA and MR denote mRNA of A and R; A and R correspond to the activator and
repressor proteins; and C corresponds to the inactivated complex formed by A
and R. The constants $ and $’ denote the basal and activated rates of
transcription, " the rates of translation, # the rates of spontaneous degrada-
tion, ' the rates of binding of A to other components, and % denotes the rates
of unbinding of A from those components. Except if otherwise stated, in this
paper we have assumed the following values for the reaction rates: $A $ 50
h%1, $A’ $ 500 h%1, $R $ 0.01 h%1, $R’ $ 50 h%1, "A $ 50 h%1, "R $ 5 h%1, #MA $
10 h%1, #MR $ 0.5 h%1, #A $ 1 h%1, #R $ 0.2 h%1, 'A $ 1 mol%1 hr%1, 'R $ 1 mol%1

hr%1, 'C $ 2 mol%1 hr%1, %A $ 50 h%1, %R $ 100 h%1, where mol means number
of molecules. The initial conditions are DA $ DR $ 1 mol, DA’ $ DR’ $ MA $ MR $
A $ R $ C $ 0, which require that the cell has a single copy of the activator and
repressor genes: DA & DA’ $ 1 mol and DR & DR’ $ 1 mol. The cellular volume
is assumed to be the unity so that concentrations and number of molecules are
equivalent. Notice that we assume that the complex breaks into R because of
the degradation of A and, therefore, the parameter #A appears twice in the
model. Fig. 2. Oscillations in repressor and activator protein numbers obtained

from numerical simulations of the deterministic (a and b) and stochastic (c and
d) descriptions of the model.
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A wide range of organisms use circadian clocks to keep internal
sense of daily time and regulate their behavior accordingly. Most
of these clocks use intracellular genetic networks based on positive
and negative regulatory elements. The integration of these ‘‘cir-
cuits’’ at the cellular level imposes strong constraints on their
functioning and design. Here, we study a recently proposed model
[Barkai, N. & Leibler, S. (2000) Nature (London), 403, 267–268] that
incorporates just the essential elements found experimentally. We
show that this type of oscillator is driven mainly by two elements:
the concentration of a repressor protein and the dynamics of an
activator protein forming an inactive complex with the repressor.
Thus, the clock does not need to rely on mRNA dynamics to
oscillate, which makes it especially resistant to fluctuations. Oscil-
lations can be present even when the time average of the number
of mRNA molecules goes below one. Under some conditions, this
oscillator is not only resistant to but, paradoxically, also enhanced
by the intrinsic biochemical noise.

The environment changes in a highly periodic manner. There
are, among other changes, daily cycles of light and dark as

well as annual cycles of changing climates and physical condi-
tions. Such environmental periodicity may create the necessity
for organisms to develop internal time-keeping mechanisms to
accurately anticipate these external changes and modify their
state accordingly (1). In particular, a wide range of organisms,
as diverse as cyanobacteria and mammals, have evolved circa-
dian rhythms—biological clocks with a period of about 24 h that
evoke and regulate physiological and biochemical changes to
best suit different times of the day.

Recent findings show that the molecular mechanisms upon
which these clocks rely share many common features among
species (2). The main characteristic is the presence of intracel-
lular transcription regulation networks with a set of clock
elements that give rise to stable oscillations in gene expression.
A positive element activates genes coupled to the circadian clock.
It simultaneously promotes the expression of a negative element,
which in turn represses the positive element. The cycle completes
itself upon degradation of the negative element and re-
expression of the positive element.

A crucial feature of circadian clocks is the ability to maintain
a constant period over a wide range of internal and external
f luctuations (1). Such robustness ensures that the clock runs
accurately and triggers the expression of clock-dependent genes
at the appropriate time of the day. For instance, f luctuations in
temperature affect chemical reaction rates and may perturb
oscillatory behavior. Another source of fluctuations may be the
presence of internal noise caused by the stochastic nature of
chemical reactions (3). Low numbers of molecules may be
responsible for random fluctuations that can destabilize the
oscillatory behavior of the biochemical network (4). Yet,
circadian clocks maintain a fairly constant period amidst such
f luctuations.

Description of the Model. To study possible strategies, or princi-
ples, that biological systems may use to minimize the effect of
stochastic noise on circadian clocks, we examined a minimal
model based on the common positive and negative control
elements found experimentally (3). This model is described in

Fig. 1. It involves two genes, an activator A and a repressor R,
which are transcribed into mRNA and subsequently translated
into protein. The activator A binds to the A and R promoters,
which increases their transcription rate. Thus, A acts as the
positive element in transcription, whereas R acts as the negative
element by sequestering the activator.

The deterministic dynamics of the model is given by the set of
reaction rate equations

dDA/dt ! "AD!A # $ADAA

dDR/dt ! "RD!R # $RDRA

dD!A/dt ! $ADAA # "AD!A

dD!R/dt ! $RDRA # "RD!R

dMA/dt ! %!AD!A & %ADA # 'MA
MA

dA/dt ! (AMA & "AD!A & "RD!R

# A"$ADA & $RDR & $CR & 'A#

dMR/dt ! %!RD!R & %RDR # 'MR
MR

dR/dt ! (RMR # $CAR & 'AC # 'RR

dC/dt ! $CAR # 'AC,

[1]

where the variables and constants are as described in the caption
for Fig. 1. This simple model is not intended to reproduce the
particular details of each organism but to grasp the properties
that the core design confers. As in any general model, the
parameters of the values we use are typical ones. For instance,
the rates for bimolecular reactions are all in the range of
diffusion limited reactions.

The preceding equations would be strictly valid in a well stirred
macroscopic reactor. At the cellular level, a more realistic
approach has to consider the intrinsic stochasticity of chemical
reactions (5), which can be done by transforming the reaction
rates into probability transition rates and concentrations into
numbers of molecules. One then obtains the so-called master
equation, which gives the time evolution of the probability of
having a given number of molecules. There is no general
procedure to solve this type of equation analytically, but it is the
starting point to simulate the stochastic behavior of the system.
The basic idea behind such simulations is to perform a random
walk through the possible states of the system, which are defined
by the numbers of molecules of the different reacting species.
Starting from a state with given numbers of molecules, the
probability of jumping to other states with different numbers of
molecules (i.e., the probability for an elementary reaction to
happen) can be computed from the master equation. One can
pick up a state and the jumping time according to that probability
distribution, consider the resulting state as a new initial state,
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and repeat this procedure until some final state or time is
reached. In this way, the numbers of molecules change in time
with the statistical properties given by the master equation.
There are several algorithms to implement this. The main
difference among them is the specific way in which they compute
the probabilities and select the states. For chemical reactions
with few components, it is customary to use the so-called
Gillespie algorithm (6).

This intrinsic probabilistic behavior in the evolution of the
number of molecules gives rise to fluctuations that are usually
referred to as noise. In general, the term noise is used for any
disturbance interfering with a signal or with the operation of
system. In the case of chemical reactions, the signal would be the
average production of the reacting species, whereas the distur-
bance would arise as a consequence of the fluctuations around
that average value. We use the term noise rather than fluctua-
tions to emphasize the disturbing effect that these fluctuations
can have. Thus, although related, both terms do not mean the
same. For instance, there can be large fluctuations in some
molecular species but, if their characteristic time is very short
compared with those of other processes that take place, they
would introduce little noise.

In Fig. 2, we compare the results of the stochastic and
deterministic approaches. We show the levels of A protein and
R protein over time for the set of parameter values and initial
conditions given in the caption of Fig. 1. The deterministic
results were obtained from numerical integration of Eq. [1],
whereas the stochastic results were obtained by computer sim-

ulation using the Gillespie algorithm. The main difference
between the deterministic and stochastic time courses is the
presence of random fluctuations in the latter. In the determin-
istic model, every circadian cycle is identical to the previous one.
The stochastic model shows some variability in the numbers of
molecules and the period length, which correspond to the
intrinsic f luctuations of the biochemical network. For these
values of the parameters, both stochastic and deterministic
approaches give similar results. We also have used different
initial conditions, and in all of the cases we have observed, the
behavior of the long-term solution is the same.

Model Simplification. To gain further insight into the essential
elements that are responsible for the oscillations, we will simplify
as much as possible the deterministic rate equations. By making
various quasi-steady-state assumptions (7), it is possible to
simplify the set of Eq. [1] into a two-variable system with the
repressor R and the complex C as the two slow variables:

dR
dt !

"R

#MR

$R%R & $!R'RÃ"R#

%R & 'RÃ"R#
( 'CÃ"R#R & #AC ( #RR

dC
dt ! 'CÃ"R#R ( #AC

[2]

where

Fig. 1. Biochemical network of the circadian oscillator model. DA’ and DA

denote the number of activator genes with and without A bound to its
promoter respectively; similarly, DR’ and DR refer to the repressor promoter;
MA and MR denote mRNA of A and R; A and R correspond to the activator and
repressor proteins; and C corresponds to the inactivated complex formed by A
and R. The constants $ and $’ denote the basal and activated rates of
transcription, " the rates of translation, # the rates of spontaneous degrada-
tion, ' the rates of binding of A to other components, and % denotes the rates
of unbinding of A from those components. Except if otherwise stated, in this
paper we have assumed the following values for the reaction rates: $A $ 50
h%1, $A’ $ 500 h%1, $R $ 0.01 h%1, $R’ $ 50 h%1, "A $ 50 h%1, "R $ 5 h%1, #MA $
10 h%1, #MR $ 0.5 h%1, #A $ 1 h%1, #R $ 0.2 h%1, 'A $ 1 mol%1 hr%1, 'R $ 1 mol%1

hr%1, 'C $ 2 mol%1 hr%1, %A $ 50 h%1, %R $ 100 h%1, where mol means number
of molecules. The initial conditions are DA $ DR $ 1 mol, DA’ $ DR’ $ MA $ MR $
A $ R $ C $ 0, which require that the cell has a single copy of the activator and
repressor genes: DA & DA’ $ 1 mol and DR & DR’ $ 1 mol. The cellular volume
is assumed to be the unity so that concentrations and number of molecules are
equivalent. Notice that we assume that the complex breaks into R because of
the degradation of A and, therefore, the parameter #A appears twice in the
model. Fig. 2. Oscillations in repressor and activator protein numbers obtained

from numerical simulations of the deterministic (a and b) and stochastic (c and
d) descriptions of the model.
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fixed point (R0,C0). When approaching the fixed point, Ṙ de-
creases sharply, taking the trajectory past the fixed point and
sending it back upwards to initiate a new cycle.

The trajectory in Fig. 4 comprises a fast phase corresponding
to the rapid production of C and R, and a slow phase corre-
sponding to the slow degradation of R. These two distinct phases
are characteristic of excitable systems, the classic example of
which is the Fitz Hugh!Nagumo model for action-potential
transmission in neurons (9, 10). The fast and slow legs corre-
spond to the excitable and refractory phases of the system,
respectively. Thus, the system oscillates as it avoids the fixed
point (R0,C0) and hits the Ṙ " 0 nullcline on the left to begin the
excitable phase of a new cycle.

As we have already pointed out, the deterministic analysis can
be useful to grasp the main properties of the system under
certain conditions. Unfortunately such conditions are not known
a priori without a stochastic analysis. Surprisingly enough, we
have found that parameter values that give rise to a stable steady
state in the deterministic limit continue to produce reliable
oscillations in the stochastic case, as shown in Fig. 5. Therefore,
the presence of noise not only changes the behavior of the system
by adding more disorder but can also lead to marked qualitative
differences.

How can the system continue to produce oscillations even
when deterministic rate equations predict a stable steady state?
The system always evolves toward a stable fixed point, as
sketched in Fig. 6. However, a perturbation of sufficient mag-
nitude near the fixed point, e.g., as illustrated by the dotted arrow
in Fig. 6 (notice that the figure has not been drawn to scale, and
that the size of the arrow is not representative of the actual size
of the perturbation), may initiate a new cycle. For low numbers
of molecules, the intrinsic f luctuations of chemical reactions can
be large enough to continually send the system into the fast phase
after each cycle and thus produce sustained oscillations. In the
deterministic limit (or close to it), there are no perturbations (or
the perturbations are too small) to initiate a new cycle, and the
trajectory stays close to the fixed point. In this case, the system
performs better if enough noise is present in the system. This
situation is analogous to that observed in the Fitz Hugh–Nagumo
model, where an optimal amount of noise maximizes the reli-
ability of the oscillations (11). It is important to realize that the

effects that noise may have on nonlinear systems can be difficult
to predict and rather paradoxical (12). Therefore, the smaller
number of molecules does not necessarily imply more irregular
behavior of the system, as one might intuitively assume (4, 13).

Significant Parameters and Noise Resistance. The mechanism re-
sponsible for oscillations involves only two variables. This fact
has some important consequences for the functioning of the
clock. If we consider the deterministic limit, a two-dimensional
dynamical system of this type either oscillates regularly or does
not oscillate at all. In two dimensions, because trajectories
cannot cross, fixed points and periodic orbits are the only
possible attractors. Other more complicated behaviors such as
chaos or quasi periodicity are not allowed (8). On the other hand,
the intrinsic stochastic f luctuations of the remaining variables
are effectively averaged and do not significantly affect the
performance of the system.

For instance, one variable that usually plays a prominent role
in many circadian rhythm models is the number of mRNA
molecules (14). In our case, however, mRNA does not enter
directly into the dynamics. It is just an intermediate step in the
production of the proteins. Thus, if protein production remains
unaltered, the system will oscillate regardless of the number of
mRNA molecules involved. For instance, increasing simulta-
neously the degradation rates of mRNA and the translation rate
of the proteins has no effect on protein dynamics at all in the
deterministic limit of the two-variable model. In the stochastic
case, the effects are negligible. Fig. 7 shows the time evolution
of repressor mRNA and protein levels in the system for !A, !R,
"MA and "MR multiplied by a factor of one hundred. The system
essentially alternates between having zero and one mRNA
molecule in the cycle, and the proteins continue to exhibit
remarkably good oscillations.

There are also parameters that do affect the properties of the
oscillations. In the deterministic limit, oscillations are always
regular (provided that the two-variable model is a good approx-
imation). When fluctuations are taken into account, the reli-
ability of the oscillations may depend on those parameters. One
such parameter, as we have seen in the previous section, is the
repressor degradation rate "R. This parameter affects the period
of the oscillations (compare, e.g., Figs. 2 and 5) and also the
stability of the fixed point. One can infer from Eq. [3] that, for
high or low values of "R, the fixed point becomes stable. In such

Fig. 5. Time evolution of R for the deterministic Eq. [1] (a) and stochastic (b)
versions of the model. The values of the parameters are as in the caption of Fig.
1, except that now we set "R " 0.05 h!1. For these parameter values, # # 0, so
that the fixed point is stable.

Fig. 6. Phase portrait as in Fig. 4 but for a situation in which the system falls
into the stable fixed point (R0,C0). The dotted arrow to the left of the fixed
point illustrates a perturbation that would initiate a single sweep of the
(former) oscillatory trajectory.
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Noise can have a 
stabilising effect:  
it makes oscillations 
persistent 
near critical points.



Stochastic Modelling
Chemical Reaction Networks can be modelled as Markov Population Processes. 
Variables count the amount of molecules per each species. Update vectors are 
defined by reactions. Rates depend on the total population (mass action, Hill).



Stochastic Modelling

gene —>kp gene + mrna
mrna —>kt mrna + protein
protein + protein —>k1 dimer
dimer —>k0 protein + protein
dimer + gene —>kb gene_repr
gene_repr —>ku dimer + gene

Chemical Reaction Networks can be modelled as Markov Population Processes. 
Variables count the amount of molecules per each species. Update vectors are 
defined by reactions. Rates depend on the total population (mass action, Hill).



Stochastic Modelling

gene —>kp gene + mrna
mrna —>kt mrna + protein
protein + protein —>k1 dimer
dimer —>k0 protein + protein
dimer + gene —>kb gene_repr
gene_repr —>ku dimer + gene

Chemical Reaction Networks can be modelled as Markov Population Processes. 
Variables count the amount of molecules per each species. Update vectors are 
defined by reactions. Rates depend on the total population (mass action, Hill).

Counting variables:  
xgene, xgene_repr, xmrna, xprotein, xdimer 
Propensity of a reaction (expected frequency) 
follows the mass action law: 
a1(x) = kp xgene;   a5(x) = kb xdimer xgene; 
a3(x) = k1 xprotein (xprotein -1)/2; 
Update of a reaction: net variation of each species 
 v1 = (0,0,1,0,0), v3 = (0,0,0,-2,1), v5 = (-1,1,0,0,-1)



Stochastic Modelling

Typical rate functions
- Mass Action: rate proportional to 

concentration/ numbers. The only one having 
a physical interpretation.  

- Hill Kinetics. Typically used for enzymatic 
reactions or to implicitly model gene 
expression.
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Variables count the amount of molecules per each species. Update vectors are 
defined by reactions. Rates depend on the total population (mass action, Hill).

Counting variables:  
xgene, xgene_repr, xmrna, xprotein, xdimer 
Propensity of a reaction (expected frequency) 
follows the mass action law: 
a1(x) = kp xgene;   a5(x) = kb xdimer xgene; 
a3(x) = k1 xprotein (xprotein -1)/2; 
Update of a reaction: net variation of each species 
 v1 = (0,0,1,0,0), v3 = (0,0,0,-2,1), v5 = (-1,1,0,0,-1)



Rates and Scaling
Biochemical reactions happen in a volume V. We can convert molecule numbers into 
concentrations (often  micro or nano-molar) dividing by V. 

Molecule numbers: variables X count the number of molecules. Updates are integers. 
Concentrations: variable x are concentrations. Updates are multiple of 1/V.

How do rates change while passing from numbers to concentrations?

Example: dimerisation (P monomer, P2 dimer)



Rates and Scaling
If we express the model in terms of concentrations, by multiplying rate and update 
vector of each transition and adding them up, we obtain the standard deterministic 
model of chemical kinetic, as a set of ODEs, the reaction rate equations.

Example: dimerisation.

Relation between stochastic and deterministic rate constants. 


