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Experiments and 
Generalized Causal 

Inference 

Ex-pePi·ment ('ik-sper' g-m:mt): [Middle English from Old French from Latin 
experimentum, from experiri, to try; see per- in Indo-European Roots.] 
n. Abbr. exp., expt. 1. a. A test under controlled conditions that is 
made to demonstrate a known truth, examine the validity of a hypothe­
sis, or determine the efficacy of something previously untried. b. The 
process of conducting such a test; experimentation. 2. An innovative 
act or procedure: "Democracy is only an experiment in government" 
(William Ralph Inge). 

Cause (koz): [Middle English from Old French from Latin causa, reason, 
purpose.] n. 1. a. The producer of an effect, result, or consequence. 
b. The one, such as a persort, an event, or a condition, that is responsi­
ble for an action or a result. v. 1. To be the cause of or reason for; re­
sult in. 2. To bring about or compel by authority or force. 

T
C? M~ historians and philosop~ers; .the increased emphasis on experim~nta­
twn m the 16th and 17th centunes marked the emergence bf modern sc1ence 
from its roots in natural philosophy (Hacking, 1983). Drake (1981) cites 

Galileo's 1612 treatise Bodies That Stay Atop Water, or Move in It as ushering in 
modern experimental science, but eadier claims can be made favoring William 
Gilbert's 1600 study On the Loadstone and Magnetic Bodies, Leonardo da Vinci's 
(1452-1519) many investigations, and perhaps even the 5th-century B.C. philoso­
pher Empedocles, who used various empirical demonstrations to argue against 
Parmenides (Jones, 1969a, 1969b). In the everyday sense of the term, humans 
have been experimenting with different ways of doing things from the earliest mo­
ments of their history. Such experimenting is as natural a part of our life as trying 
a new recipe or a different way of starting campfires. 
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However, the scientific revolution of the 17th century departed in three ways 
from the common use of observation in natural philosophy at that time. First, it in­
creasingly used observation to correct errors in theory. Throughout history, natu­
ral philosophers often used observation in their theories, usually to win philo­
sophical arguments by finding observations that supported their theories. 
However, they still subordinated the use of observation to the practice of deriving 
theories from "first principles," starting points that humans know to be true by our 
nature or by divine revelation (e.g., the assumed properties of the four basic ele­
ments of fire, water, earth, and air in Aristotelian natural philosophy). According 
to some accounts, this subordination of evidence to theory degenerated in the 17th 
century: "The Aristotelian principle of appealing to experience had degenerated 
among philosophers into dependence on reasoning supported by casual examples 
and the refutation of opponents by pointing to apparent exceptions not carefully 
examined" (Drake, 1981, p. xxi). When some 17th-century scholars then began to 
use observation to correct apparent errors in theoretical and religious first princi­
ples, they came into conflict with religious ~r philosophical authorities, as in the 
case of the Inquisition's demands that Galileo recant his account of the earth re­
volving around the sun. Given such hazards, the fact that the new experimental sci­
ence tipped the balance toward observation and away from dogma is remarkable. 
By the time Galileo died, the role of systematic observation was firmly entrenched 
as a central feature of science, and it has remained so ever since (Harre, 1981). 

Second, before the 17th century, appeals to experience were usually based on 
passive observation of ongoing systems rather than on observation of what hap­
pens after a system is deliberately changed. After the scientific revolution in the 
17th century, the word experiment (terms in boldface in this book are defined in 
the Glossary) came to connote taking a deliberate action fqllowed by systematic 
observation of what occurred afterward. As Hacking (1983) noted of Francis Ba­
con: "He taught that not only must we observe nature in the raw, but that we must 
also 'twist the lion's tale', that is, manipulate our world in order to learn its se­
crets" (p. 149). Although passive observation reveals much about the world, ac­
tive manipulation is required to discover some of the world's,regularities and pos­
sibilities (Greenwood, 1989). As a mundane example, stainless steel does not 
occur naturally; humans must manipulate it into existence. Experimental science 
came to be concerned with observing the effects of such manipulations. 

Third, early experimenters realized the desirability of controlling extraneous 
influences that might limit or bias observation. So telescopes were carried to 
higher points at which the ait was clearer, the glass for microscopes was ground 
ever more accurately, and scientists constructed laboratories in which it was pos­
sible to use walls to keep out potentially biasing ether waves and to use (eventu· 
ally sterilized) test tubes to keep out dust or bacteria. At first, these controls were 
developed for astronomy, chemistry, and physics, the natural sciences in which in­
'terest in science first bloomed. But when scientists started to use experiments in 
areas such as public health or education, in which extraneous influences are 
harder to control (e.g., Lind, 1753), they found that the controls used in natural 
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science in the laboratory worked poorly in these new applications. So they devel­
oped new methods of dealing with extraneous influence, such as random assign­
ment (Fisher, 1925) or adding a nonrandomized control group (Coover & Angell, 
1907). As theoretical and observational experience accumulated across these set­
tings and topics, more sources of bias were identified and more methods were de­
veloped to cope with them (Dehue, 2000). 

Today, the key feature common to all experiments is still to deliberately vary 
something so as to discover what happens to something else later-to discover the 
effects of presumed causes. As laypersons we do this, for example, to assess what 
happens to our blood pressure if we exercise more, to our weight if we diet less, 
or to our behavior if we read a self-help book. However, scientific experimenta­
tion has developed increasingly specialized substance, language, and tools, in­
cluding the practice of field experimentation in the social sciences that is the pri­
mary focus of this book. This chapter begins to explore these matters by 
( 1) discussing the nature of causation that experiments test, ( 2) explaining the spe­
cialized terminology (e.g., randomized experiments, quasi-experiments) that de­
scribes social experiments, (3) introducing the problem of how to generalize 
causal connections from individual experiments, and (4) briefly situating the ex­
periment within a larger literature on the nature of science. 

EXPERIMENTS AND CAUSATION 

A sensible discussion of experiments requires both a vocabulary for talking about 
causation and an understanding of key concepts that underlie that vocabulary. 

Defining Cause, Effect, and Causal Relationships 

Most people intuitively recognize causal relationships in their daily lives. For in­
stance, you may say that another automobile's hitting yours was a cause of the 
damage to your car; that the number of hours you spent studying was a cause of 
your test grades; or that the amount of food a friend eats was a cause of his weight. 
You may even point to more complicated causal relationships, noting that a low 
test grade was demoralizing, which reduced subsequent studying, which caused 
even lower grades. Here the same variable (low grade) can be both a cause and an 
effect, and there can be a reciprocal relationship between two variables (low 
grades and not studying) that cause each other. 

Despite this intuitive familiarity with causal relationships, a precise definition 
of cause and effect has eluded philosophers for centuries. 1 Indeed, the definitions 

1. Our analysis reflects the use of the word causation in ordinary language, not the more detailed discussions of 
cause by philosophers. Readers interested in such detail may consult a host of works that we reference ih this 
chapter, including Cook and Campbell (1979). 



4 I 1. EXPERIMENTS AND GENERALIZED CAUSAL INFERENCE 

of terms such as cause and effect depend partly on each other and on the causal 
relationship in which both are embedded. So the 17th-century philosopher John 
Locke said: "That which produces any simple or complex idea, we denote by the 
general name cause, and that which is produced, effect" (1975, p. 324) and also: 
"A cause is that which makes any other thing, either simple idea, substance, or 
mode, begin to be; and an effect is that, which had its beginning from some other 
thing" (p. 325). Since then, other philosophers and scientists have given us useful 
definitions of the three key ideas--cause, effect, and causal relationship-that are 
more specific and that better illuminate how experiments work. We would not de­
fend any of these as the true or correct definition, given that the latter has eluded 
philosophers for millennia; but we do claim that these ideas help to clarify the sci­
entific practice of probing causes. 

Cause 

Consider the cause of a forest fire. We know that fires start in different ways-a 
match tossed from a car, a lightning strike, or a smoldering campfire, for exam­
ple. None of these causes is necessary because a forest fire can start even when, 
say, a match is not present. Also, none of them is sufficient to start the fire. After 
all, a match must stay "hot" long enough to start combustion; it must contact 
combustible material such as dry leaves; there must be oxygen for combustion to 
occur; and the weather must be dry enough so that the leaves are dry and the 
match is not doused by rain. So the match is part of a constellation of conditions 
without which a fire will not result, although some of these conditions can be usu­
ally taken for granted, such as the availability of oxygen. A lighted match is, there­
fore, what Mackie (1974) called an inus condition-"an insufficient but non­
redundant part of an unnecessary but sufficient condition" (p. 62; italics in orig­
inal). It is insufficient because a match cannot start a fire without the other con­
ditions. It is nonredundant only if it adds something fire-promoting that is 
uniquely different from what the other factors in the constellation (e.g., oxygen, 
dry leaves) contribute to starting a fire; after all, it would be harder to say whether 
the match caused the fire if someone else simultaneously tried starting it with a 
cigarette lighter. It is part of a sufficient condition to start a fire in combination 
with the full constellation of factors. But that condition is not necessary because 
there are other sets of conditions that can also start fires. 

A research example of an inus condition concerns a new potential treatment 
for cancer. In the late 1990s, a team of researchers in Boston headed by Dr. Judah 
Folkman reported that a new drug called Endostatin shrank tumors by limiting 
their blood supply (Folkman, 1996). Other respected researchers could not repli­
cate the effect even when using drugs shipped to them from Folkman's lab. Scien­
tists eventually replicated the results after they had traveled to Folkman's lab to 
learn how to properly manufacture, transport, store, and handle the drug and how 
to inject it in the right location at the right depth and angle. One observer labeled 
these contingencies the "in-our-hands" phenomenon, meaning "even we don't 
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know which details are important, so it might take you some time to work it out" 
(Rowe, 1999, p. 732). Endostatin was an inus condition. It was insufficient cause 
by itself, and its effectiveness required it to be embedded in a larger set of condi­
tions that were not even fully understood by the original investigators. 

Most causes are more accurately called in us conditions. Many factors are usu­
ally required for an effect to occur, but we rarely know all of them and how they 
relate to each other. This is one reason that the causal relationships we discuss in 
this book are not deterministic but only increase the probability that an effect will 
occur (Eells, 1991; Holland, 1994). It also explains why a given causal relation­
ship will occur under some conditions but not universally across time, space, hu­
man populations, or other kinds of treatments and outcomes that are more or less 
related to those studied. To different degrees, all causal relationships are context 
dependent, so the generalization of experimental effects is always at issue. That is 
why we return to such generalizations throughout this book. 

Effect 

We can better understand what an effect is through a counterfactual model that 
goes back at least to the 18th-century philosopher David Hume (Lewis, 1973, 
p. 556). A counterfactual is something that is contrary to fact. In an experiment, 
we observe what did happen when people received a treatment. The counterfac­
tual is knowledge of what would have happened to those same people if they si­
multaneously had not received treatment. An effect is the difference between what 
did happen and what would have happened. 

We cannot actually observe a counterfactual. Consider phenylketonuria 
(PKU), a genetically-based metabolic disease that causes mental retardation unless 
treated during the first few weeks of life. PKU is the absence of an enzyme that 
would otherwise prevent a buildup of phenylalanine, a substance toxic to the 
nervous system. When a restricted phenylalanine diet is begun early and main­
tained, retardation is prevented. In this example, the cause could be thought of as 
the underlying genetic defect, as the enzymatic disorder, or as the diet. Each im­
plies a different counterfactual. For example, if we say that a restricted phenyl­
alanine diet caused a decrease in PKU-based mental retardation in infants who are 
phenylketonuric at birth, the counterfactual is whatever would have happened 
had these same infants not received a restricted phenylalanine diet. The same logic 
applies to the genetic or enzymatic version of the cause. But it is impossible for 
these very same infants simultaneously to both have and not have the diet, the ge­
netic disorder, or the enzyme deficiency. 

So a central task for all cause-probing research is to create reasonable ap­
proximations to this physically impossible counterfactual. For instance, if it were 
ethical to do so, we might contrast phenylketonuric infants who were given the 
diet with other phenylketonuric infants who were not given the diet but who were 
similar in many ways to those who were (e.g., similar race, gender, age, socioeco­
nomic status, health status). Or we might (if it were ethical) contrast infants who 
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were not on the diet for the first 3 months of their lives with those same infants 
after they were put on the diet starting in the 4th month. Neither of these ap­
proximations is a true counterfactual. In the first case, the individual infants in the 
treatment condition are different from those in the comparison condition; in the 
second case, the identities are the same, but time has passed and many changes 
other than the treatment have occurred to the infants (including permanent dam­
age done by phenylalanine during the first 3 months of life). So two central tasks 
in experimental design are creating a high-quality but necessarily imperfect source 
of counterfactual inference and understanding how this source differs from the 
treatment condition. 

This counterfactual reasoning is fundamentally qualitative because causal in­
ference, even in experiments, is fundamentally qualitative (Campbell, 1975; 
Shadish, 1995a; Shadish & Cook, 1999). However, some of these points have 
been formalized by statisticians into a special case that is sometimes called Rubin's 
Causal Model (Holland, 1986; Rubin, 1974, 1977, 1978, 1986). This book is not 
about statistics, so we do not describe that model in detail (West, Biesanz, & Pitts 
[2000] do so and relate it to the Campbell tradition). A primary emphasis of Ru­
bin's rno<ld is the analysis of cause in experiments, and its basic premises are con­
sistent with those of this book.2 Rubin's model has also been widely used to ana­
lyze causal inference in case-control studies in public health and medicine 
(Holland & Rubin, 1988), in path analysis in sociology (Holland, 1986), and in 
a paradox that Lord (1967) introduced into psychology (Holland & Rubin, 
1983 ); and it has generated many statistical innovations that we cover later in this 
book. It is new enough that critiques of it are just now beginning to appear (e.g., 
Dawid, 2000; Pearl, 2000). What is clear, however, is that Rubin's is a very gen­
eral model with obvious and subtle implications. Both it and the critiques of it are 
required material for advanced students and scholars of cause-probing methods. 

Causal Relationship 

How do we know if cause and effect are related? In a classic analysis formalized 
by the 19th-century philosopher John Stuart Mill, a causal relationship exists if 
(1) the cause preceded the effect, (2) the cause was related to the effect, and (3) we 
can find no plausible alternative explanation for the effect other than the cause. 
These three.characteristics mirror what happens in experiments in which (1) we 
manipulate the presumed cause and observe an outcome afterward; (2) we see 
whether variation in the cause is related to variation in the effect; and ( 3) we use 
various methods during the experiment to reduce the plausibility of other expla­
nations for the effect, along with ancillary methods to explore the plausibility of 
those we cannot rule out (most of this book is about methods for doing this). 

2. However, Rubin's model is not intended to say much about the matters of causal generalization that we address 
in this book. 
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Hence experiments are well-suited to studying causal relationships. No other sci­
entific method regularly matches the characteristics of causal relationships so well. 
Mill's analysis also points to the weakness of other methods. In many correlational 
studies, for example, it is impossible to know which of two variables came first, 
so defending a causal relationship between them is precarious. Understanding this 
logic of causal relationships and how its key terms, such as cause and effect, are 
defined helps researchers to critique cause-probing studies. 

Causation, Correlation, and Confounds 

A well-known maxim in research is: Correlation does not prove causation. This is 
so because we may not know which variable came first nor whether alternative ex­
planations for the presumed effect exist. For example, suppose income and educa­
tion are correlated. Do you have to have a high income before you can afford to pay 
for education, or do you first have to get a good education before you can get a bet­
ter paying job? Each possibility may be true, and so both need investigation. But un­
til those investigations are completed and evaluated by the scholarly community, a 
simple correlation does not indicate which variable came first. Correlations also do 
little to rule out alternative explanations for a relationship between two variables 
such as education and income. That relationship may not be causal at all but rather 
due to a third variable (often called a confound), such as intelligence or family so­
cioeconomic status, that causes both high education and high income. For example, 
if high intelligence causes success in education and on the job, then intelligent peo­
ple would have correlated education and incomes, not because education causes in­
come (or vice versa) but because both would be caused by intelligence. Thus a cen­
tral task in the study of experiments is identifying the different kinds of confounds 
that can operate in a particular research area and understanding the strengths and 
weaknesses associated with various ways of dealing with them. 

Manipulable and Nonmanipulable Causes 

In the intuitive understanding of experimentation that most people have, it makes 
sense to say, "Let's see what happens if we require welfare recipients to work"; but 
it makes no sense to say, "Let's see what happens if I change this adult male into a 
three-year-old girl." And so it is also in scientific experiments. Experiments explore 
the effects of things that can be manipulated, such as the dose of a medicine, the 
amount of a welfare check, the kind or amount of psychotherapy, or the number 
of children in a classroom. Nonmanipulable events (e.g., the explosion of a super­
nova) or attributes (e.g., people's ages, their raw genetic material, or their biologi­
cal sex) cannot be causes in experiments because we cannot deliberately vary them 
to see what then happens. Consequently, most scientists and philosophers agree 
that it is much harder to discover the effects of nonmanipulable causes. 
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To be clear, we are not arguing that all causes must be manipulable-only that 
experimental causes must be so. Many variables that we correctly think of as causes 
are not directly manipulable. Thus it is well established that a genetic defect causes 
PKU even though that defect is not directly manipulable. We can investigate such 
causes indirectly in nonexperimental studies or even in experiments by manipulat­
ing biological processes that prevent the gene from exerting its influence, as 
through the use of diet to inhibit the gene's biological consequences. Both the non­
manipulable gene and the manipulable diet can be viewed as causes-both covary 
with PKU-based retardation, both precede the retardation, and it is possible to ex­
plore other explanations for the gene's and the diet's effects on cognitive function­
ing. However, investigating the manipulable diet as a cause has two important ad­
vantages over considering the nonmanipulable genetic problem as a cause. First, 
only the diet provides a direct action to solve the problem; and second, we will see 
that studying manipulable agents allows a higher quality source of counterfactual 
inference through such methods as random assignment. When individuals with the 
nonmanipulable genetic problem are compared with persons without it, the latter 
are likely to be different from the former in many ways other than the genetic de­
fect. So the counterfactual inference about what would have happened to those 
with the PKU genetic defect is much more difficult to make. 

Nonetheless, nonmanipulable causes should be studied using whatever means 
are available and seem useful. This is true because such causes eventually help us 
to find manipulable agents that can then be used to ameliorate the problem at 
hand. The PKU example illustrates this. Medical researchers did not discover how 
to treat PKU effectively by first trying different diets with retarded children. They 
first discovered the nonmanipulable biological features of tetarded children af­
fected with PKU, finding abnormally high levels of phenylalanine and its associ­
ated metabolic and genetic problems in those children. Those findings pointed in 
certain ameliorative directions and away from others, leading scientists to exper­
iment with treatments they thought might be effective and practical. Thus the new 
diet resulted from a sequence of studies with different immediate purposes, with 
different forms, and with varying degrees of uncertainty reduction. Some were ex­
perimental, but others were not. 

Further, analogue experiments can sometimes be done on nonmanipulable 
causes, that is, experiments that manipulate an agent that is similar to the cause 
of interest. Thus we cannot change a person's race, but we can chemically induce 
skin pigmentation changes in volunteer individuals-though such analogues do 
not match the reality of being Black every day and everywhere for an entire life. 
Similarly, past events, which are normally nonmanipulable, sometimes constitute 
a natural experiment that may even have been randomized, as when the 1970 
Vietnam-era draft lottery was used to investigate a variety of outcomes (e.g., An­
grist, Imbens, & Rubin, 1996a; Notz, Staw, & Cook, 1971). 

Although experimenting on manipulable causes makes the job of discovering 
their effects easier, experiments are far from perfect means of investigating causes. 
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Sometimes experiments modify the conditions in which testing occurs in a way 
that reduces the fit between those conditions and the situation to which the results 
are to be generalized. Also, knowledge of the effects of manipulable causes tells 
nothing about how and why those effects occur. Nor do experiments answer many 
other questions relevant to the real worfd-for example, which questions are 
worth asking, how strong the need for treatment is, how a cause is distributed 
through society, whether the treatment is ii-hplemented with theoretical fidelity, 
and what value should be attached to the experimental results. 

In addition, ih experiments, we first manipulate a treatment and only then ob­
serve its effects; but in some other studies we first observe an effect, such as AIDS, 
and then search for its cause, whether manipulable or not. Experiments cannot 
help us with that search. Scriven (1976) likens such searches to detective work in 
which a crime has been cdmmitted (e.g., a robbery), the detectives observe a par­
ticular pattern of evidence surrounding the crime (e.g., the robber wore a baseball 
cap and a distinct jacket and used a certain kind of gun), and then the detectives 
search for criminals whose known method of operating (their modus operandi or 
m.o.) includes this pattern. A criminal whose m.o. fits that pattern of evidence 
then becomes a suspect to be investigated further. Epidemiologists use a similar 
method, the case-control design (Ahlborn & Norell, 1990), in which they observe 
a particular health outcome (e.g., an increase in brain tumors) that is not seen in 
another group and then attempt to identify associated causes (e.g., increased cell 
phone use). Experiments do not aspire to answer all the kinds of questions, not 
even all the types of causal questiorl~; that social scientists ask. 

Causal Description and Causal Explanation 

The unique strength of experimentation is in describing the consequences attrib­
utable to deliberately varying a treatment. We call this causal description. In con­
trast, experiments do less well in clarifying the mechanisms through which and 
the conditions under which that causal relationship holds-what we call causal 
explanation. For example, most children very quickly learn the descriptive causal 
relationship between flicking a light switch and obtaining illumination in a room. 
However, few children (or eveh adults) can fully explain why that light goes on. 
To do so, they would have to decompose the treatment (the act of flicking a light 
switch) into its causally efficacious features (e.g., closing an insulated circti#) and 
its nonessential features (e.g., whether the switch is thrown by hand or a motion 
detector). They would have to do the same for the· effect (either incandescent or 
fluorescent light can be produced, but light will still be produced whether the 
light fixture is recessed or not). For full explanation, they would then have to 
show how the causally efficacious parts of the treatment influence the causally 
affected parts of the outcome through identified mediating processes (e.g., the 
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passage of electricity through the circuit, the excitation of photons).3 Clearly, the 
cause of the light going on is a complex cluster of many factors. For those philoso­
phers who equate cause with identifying that constellation of variables that nec­
essarily, inevitably, and infallibly results in the effect (Beauchamp, 1974), talk of 
cause is not warranted until everything of relevance is khown. For them, there is 
no causal description without causal explanation. Whatever the philosophic mer­
its of their position, though, it is not practical to expect much current social sci­
ence to achieve such complete explanation. 

The practical importance of causal explanation is brought home when the 
switch fails to make the light go on and when replacing the light bulb (another 
easily learned manipulation) fails to solve the problem. Explanatory knowledge 
then offers clues about how to fix the problem-for example, by detecting andre­
pairing a short circuit. Or if we wanted to create illumination in a place without 
lights and we had explanatory knowledge, we would know exactly which features 
of the cause-and-effect relationship are essential to create light and which are ir­
relevant. Our explanation might tell us that there must be a source of electricity 
but that that source could take several different molar forms, such as a battery, a 
generator, a windmill, or a solar array. There must also be a switch mechanism to 
close a circuit, but this could also take many forms, including the touching of two 
bare wires or even a motion detector that trips the switch when someone enters 
the room. So causal explanation is an important route to the generalization of 
causal descriptions because it tells us which features of the causal relationship are 
essential to transfer to other situations. 

This benefit of causal explanation helps elucidate its priority and prestige in 
all sciences and helps explain why, once a novel and important causal relationship 
is discovered, the bulk of basic scientific effort turns toward explaining why and 
how it happens. Usually, this involves decomposing the cause into its causally ef­
fective parts, decomposing the effects into its causally affected parts, and identi­
fying the processes through which the effective causal parts influence the causally 
affected outcome parts. 

These examples also show the close parallel between descriptive and explana­
tory causation and molar and molecular causation.4 Descriptive causation usually 
concerns simple bivariate relationships between molar treatments and molar out­
comes, molar here referring to a package that consists of many different parts. For 
instance, we may find that psychotherapy decreases depression, a simple descrip­
tive causal relationship between a molar treatment package and a molar outcome. 
However, psychotherapy consists of such parts as verbal interactions, placebo-

3. However, the full explanation a physicist would offer might be quite different from this electrician's 
explanation, perhaps invoking the behavior of subparticles. This difference indicates just how complicated is the 
notion of explanation and how it can quickly become quite complex once one shifts levels of analysis. 

4. By molar, we mean something taken as a whole rather than in parts. An analogy is to physics, in which molar 
might refer to the properties or motions of masses, as distinguished from those of molecules or ~toms that make up 
those masses. 
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generating procedures, setting characteristics, time constraints, and payment for 
services. Similarly, many depression measures consist of items pertaining to the 
physiological, cognitive, and affective aspects of depression. Explanatory causation 
breaks these molar causes and effects into their molecular parts so as to learn, say, 
that the verbal interactions and the placebo features of therapy both cause changes 
in the cognitive symptoms of depression, but that payment for services does not do 
so even though it is part of the molar treatment package. 

If experiments are less able to provide this highly-prized explanatory causal 
knowledge, why are experiments so central to science, especially to basic social sci­
ence, in which theory and explanation are often the coin of the realm? The answer is 
that the dichotomy between descriptive and explanatory causation is less clear in sci­
entific practice than in abstract discussions about causation. First, many causal ex­
planations consist of chains of descriptive causal links in which one event causes the 
next. Experiments help to test the links in each chain. Second, experiments help dis­
tinguish between the validity of competing explanatory theories, for example, by test­
ing competing mediating links proposed by those theories. Third, some experiments 
test whether a descriptive causal relationship varies in strength or direction under 
Condition A versus Condition B (then the condition is a moderator variable that ex­
plains the conditions under which the effect holds). Fourth, some experiments add 
quantitative or qualitative observations of the links in the explanatory chain (medi­
ator variables) to generate and study explanations for the descriptive causal effect. 

Experiments are also prized in applied areas of social science, in which the 
identification of practical solutions to social problems has as great or even greater 
priority than explanations of those solutions. After all, explanation is not always 
required for identifying practical solutions. Lewontin (1997) makes this point 
about the Human Genome Project, a coordinated multibillion-dollar research 
program to map the human genome that it is hoped eventually will clarify the ge­
netic causes of diseases. Lewontin is skeptical about aspects of this search: 

What is involved here is the difference between explanation and intervention. Many 
disorders can be explained by the failure of the organism to make a normal protein, a 
failure that is the consequence of a gene mutation. But intervention requires that the 
normal protein be provided at the right place in the right cells, at the right time and in 
the right amount, or else that an alternative way be found to provide normal cellular 
function. What is worse, it might even be necessary to keep the abnormal protein away 
from the cells at critical moments. None of these objectives is served by knowing the 
DNA sequence of the defective gene. (Lewontin, 1997, p. 29) 

Practical applications are not immediately revealed by theoretical advance. In­
stead, to reveal them may take decades of follow-up work, including tests of sim­
ple descriptive causal relationships. The same point is illustrated by the cancer 
drug Endostatin, discussed earlier. Scientists knew the action of the drug occurred 
through cutting off tumor blood supplies; but to successfully use the drug to treat 
cancers in mice required administering it at the right place, angle, and depth, and 
those details were not part of the usual scientific explanation of the drug's effects. 
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In the end, then, causal descriptions and causal explanations are in delicate bal­
ance in experiments. What experiments do best is to improve causal descriptions; 
they do less well at explaining causal relationships. But most experiments can be 
designed to provide better explanations than is typically the case today. Further, in 
focusing on causal descriptions, experiments often investigate molar events that 
may be less strongly related to outcomes than are more molecular mediating 
processes, especially those processes that are closer to the outcome in the explana­
tory chain. However, many causal descriptions are still dependable and strong 
enough to be useful, to be worth making the building blocks around which im­
portant policies and theories are created. Just consider the dependability of such 
causal statements as that school desegregation causes white flight, or that outgroup 
threat causes ingroup cohesion, or that psychotherapy improves mental health, or 
that diet reduces the retardation due to PKU. Such dependable causal relationships 
are useful to policymakers, practitioners, and scientists alike. 

MODERN DESCRIPTIONS OF EXPERIMENTS 

Some of the terms used in describing modern experimentation (see Table 1.1) are 
unique, clearly defined, and consistently used; others are blurred and inconsis­
tently used. The common attribute in all experiments is control of treatment 
(though control can take many different forms). So Mosteller (1990, p. 225) 
writes, "In an experiment the investigator controls the application of the treat­
ment"; and Yaremko, Harari, Harrison, and Lynn (1986, p. 72) write, "one or 
more independent variables are manipulated to observe their effects on one or 
more dependent variables." However, over time many different experimental sub­
types have developed in response to the needs and histories of different sciences 
(Winston, 1990; Winston & Blais, 1996). 

TABLE 1.1 The Vocabulary of Experiments 

Experiment: A study in which an intervention is deliberately introduced to observe its effects. 

Randomized Experiment: An experiment in which units are assigned to receive the treatment or 
an alternative condition by a random process such as the toss of a coin or a table of 
random numbers. 

Quasi-Experiment: An experiment in which units are not assigned to conditions randomly. 

Natural Experiment: Not really an experiment because the cause usually cannot be 

manipulated; a study that contrasts a naturally occurring event such as an earthquake with 
a comparison condition. 

Correlational Study: Usually synonymous with nonexperimental or observational study; a study 
that simply observes the size and direction of a relationship among variables. 
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Randomized Experiment 

The most clearly described variant is the randomized experiment, widely credited 
to Sir Ronald Fisher (1925, 1926). It was first used in agriculture but later spread 
to other topic areas because it promised control over extraneous sources of vari­
ation without requiring the physical isolation of the laboratory. Its distinguishing 
feature is clear and important-that the various treatments being contrasted (in­
cluding no treatment at all) are assigned to experimental units5 by chance, for ex­
ample, by coin toss or use of a table of random numbers. If implemented correctly, 
random assignment creates two or more groups of units that are probabilistically 
similar to each other on the average. 6 Hence, any outcome differences that are ob­
served between those groups at the end of a study are likely to be due to treatment, 
not to differences between the groups that already existed at the start of the study. 
Further, when certain assumptions are met, the randomized experiment yields an 
estimate of the size of a treatment effect that has desirable statistical properties, 
along with estimates of the probability that the true effect falls within a defined 
confidence interval. These features of experiments are so highly prized that in a 
research area such as medicine the randomized experiment is often referred to as 
the gold standard for treatment outcome research? 

Closely related to the randomized experiment is a more ambiguous and in­
consistently used term, true experiment. Some authors use it synonymously ~ith 
randomized experiment (Rosenthal & Rosnow, 1991). Others use it more gener­
ally to refer to any study in which an independent variable is deliberately manip­
ulated (Yaremko et al., 1986) and a dependent variable is assessed. We shall not 
use the term at all given its ambiguity and given that the modifier true seems to 
imply restricted claims to a single correct experimental method. 

Quasi-Experiment 

Much of this book focuses on a class of designs that Campbell and Stanley 
(1963) popularized as quasi-experiments. 8 Quasi-experiments share with all other 

5. Units can be people, animals, time periods, institutions, or almost anything else. Typically in field 
experimentation they are people or some aggregate of people, such as classrooms or work sites. In addition, a little 
thought shows that random assignment of units to treatments is the same as assignment of treatments to units, so 
these phrases are frequently used interchangeably. 

6. The word probabilistically is crucial, as is explained in more detail in Chapter 8. 

7. Although the term randomized experiment is used this way consistently across many fields and in this book, 
statisticians sometimes use the closely related term random experiment in a different way to indicate experiments 
for which the outcome cannot be predicted with certainty (e.g., Hogg & Tanis, 1988). 

8. Campbell (1957) first called these compromise designs but changed terminology very quickly; Rosenbaum 
(1995a) and Cochran (1965) refer to these as observational studies, a term we avoid because many people use it to 

refer to correlational or nonexperimental studies, as well. Greenberg and Shroder (1997) use quasi-experiment to 
refer to studies that randomly assign groups (e.g., communities) to conditions, but we would consider these group­
randomized experiments (Murray, 1998). 
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experiments a similar purpose-to test descriptive causal hypotheses about manip­
ulable causes-as well as many structural details, such as the frequent presence of 
control groups and pretest measures, to support a counterfactual inference about 
what would have happened in the absence of treatment. But, by definition, quasi­
experiments lack random assignment. Assignment to conditions is by means of self­
selection, by which units choose treatment for themselves, or by means of adminis­
trator selection, by which teachers, bureaucrats, legislators, therapists, physicians, 
or others decide which persons should get which treatment. However, researchers 
who use quasi-experiments may still have considerable control over selecting and 
scheduling measures, over how nonrandom assignment is executed, over the kinds 
of comparison groups with which treatment groups are compared, and over some 
aspects of how treatment is scheduled. As Campbell and Stanley note: 

There are many natural social settings in which the research person can introduce 
something like experimental design into his scheduling of data collection procedures 
(e.g., the when and to whom of measurement), even though he lacks the full control 
over the scheduling of experimental stimuli (the when and to whom of exposure and 
the ability to randomize exposures) which makes a true experiment possible. Collec­
tively, such situations can be regarded as quasi-experimental designs. (Campbell & 
Stanley, 1963, p. 34) 

In quasi-experiments, the cause is manipulable and occurs before the effect is 
measured. However, quasi-experimental design features usually create less com­
pelling support for counterfactual inferences. For example, quasi-experimental 
control groups may differ from the treatment condition in many systematic (non­
random) ways other than the presence of the treatment. Many of these ways could 
be alternative explanations for the observed effect, and so researchers have to 
worry about ruling them out in order to get a more valid estimate of the treatment 
effect. By contrast, with random assignment the researcher does not have to think 
as much about all these alternative explanations. If correctly done, random as­
signment makes most of the alternatives less likely as causes of the observed 
treatment effect at the start of the study. 

In quasi-experiments, the researcher has to enumerate alternative explanations 
one by one, decide which are plausible, and then use logic, design, and measure­
ment to assess whether each one is operating in a way that might explain any ob­
served effect. The difficulties are that these alternative explanations are never com­
pletely enumerable in advance, that some of them are particular to the context 
being studied, and that the methods needed to eliminate them from contention will 
vary from alternative to alternative and from study to study. For example, suppose 
two nonrandornly formed groups of children are studied, a volunteer treatment 
group that gets a new reading program and a control group of nonvolunteers who 
do not get it. If the treatment group does better, is it because of treatment or be­
cause the cognitive development of the volunteers was increasing more rapidly even 
before treatment began? (In a randomized experiment, maturation rates would 
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have been probabilistically equal in both groups.) To assess this alternative, there­
searcher might add multiple pretests to reveal maturational trend befor~ the treat­
ment, and then compare that trend with the trend after treatment. 

Another alternative explanation might be that the nonrandom control group in­
cluded more disadvantaged children who had less access to books in their homes or 
who had parents who read to thern less often. (In a randomized experiment, both 
groups would have had similar proportions of such children.) To assess this alter­
native, the experimenter may measure the number of books at home, parental time 
spent reading to children, and perhaps trips to libraries. Then the researcher would 
see if these variables differed across treatment and control groups in th~ hypothe­
sized direction that could explain the observed treatment effect. Obviously, as the 
number of plausible alternative explanations increases, the design of the quasi­
experiment becomes more intellectually demanding and complex-especially be­
cause we are never certain we have identified all the alternative explanations. The 
efforts of the quasi-experimenter start to look like attempts to bandage a wound 
that would have been less severe if random assignment had been used initially. 

The ruling out of alternative hypotheses is closely related to a falsificationist 
logic popularized by Popper (1959). Popper noted how hard it is to be sure that a 
general conclusion (e.g., all swans are white) is correct based on a limited set of 
observations (e.g., all the swans I've seen were white). After all, future observa­
tions may change (e.g., someday I may see a black swan). So confirmation is log­
ically difficult. By contrast, observing a disconfirming instance (e.g., a black swan) 
is sufficient, in Popper's view, to falsify the general conclusion that all swans are 
white. Accordingly, Popper urged scientists to try deliberately to falsify the con­
clusions they wish to draw rather than only to seek informatimi corroborating 
them. Conclusions that withstand falsification are retained in scientific books or 
journals and treated as plausible until better evidence comes along. Quasi­
experimentation is falsificationist in that it requires experimenters to identify a 
causal claim and then to generate and examine plausible alternative explanations 
that might falsify the claim. 

However, such falsification can never be as definitive as Popper hoped. Kuhn 
(1962) pointed out that falsification depends on two assumptions that can never 
be fully tested. The first is that the causal claim is perfectly specified. But that is 
never the case. So many features of both the claim and the test of the claim are 
debatable-for example, which outcome is of interest, how it is measured, the 
conditions of treatment, who needs treatment, and all the many other decisions 
that researchers must make in testing causal relationships. As a result, disconfir­
mation often leads theorists to respecify part of their causal theories. For exam­
ple, they might now specify novel conditions that must hold for their theory to be 
true and that were derived from the apparently disconfirming observations. Sec­
ond, falsification requires measures that are perfectly valid reflections of the the­
ory being tested. However, most philosophers maintain that all observation is 
theory-laden. It is laden both with intellectual nuances specific to the partially 



16 I 1. EXP~RIMENTS AND GENERALIZED CAUSAL INFERENCE 

unique scientific understandings of the theory held by the individual or group de­
vising the test and also with the experimenters' extrascientific wishes, hopes, 
aspirations, and broadly shared cultural assumptions and understandings. If 
measures are not independent of theories, how can they provide independent the­
ory tests, including tests of causal theories? If the possibility of theory-neutral ob­
servations is denied, with them disappears the possibility of definitive knowledge 
both of what seems to confirm a causal claim and of what seems to disconfirm it. 

Nonetheless; a fallibilist version of falsification is possible. It argues that stud­
ies of causal hypotheses can still usefully improve understanding of general trends 
despite ignorance of all the contingencies that might pertain to those trends. It ar­
gues that causal studies are useful even if we have to respecify the initial hypoth­
esis repeatedly to accommodate new contingencies and new understandings. Af­
ter all, those respecifications are usually minor in scope; they rarely involve 
wholesale overthrowing of general trends in favor of completely opposite trends. 
Fallibilist falsification also assumes that theory-neutral observation is impossible 
but that observations can approach a more factlike status when they have been re­
peatedly made ,across different theoretical conceptions of a construct, across mul­
tiple kinds bf 'tn:easurements, and at multiple times. It also assumes that observa­
tions are imbued with multiple theories, not just one, and that different 
operational procedures do not shate the same multiple theories. As a result, ob­
servations that repeatedly occur despite different theories being built into them 
have a special factlike status even if they can never be fully justified as completely 
theory-neutral facts. In summary, then, fallible falsification is more than just see­
ing whether .observations disconfirm a prediction. It involves discovering and 
judging the worth of ancillary assumptions about the restricted specificity of the 
causal hypothesis under test and also about the heterogeneity of theories, view­
points, settings, and times built into the measures of the cause and effect and of 
any contingencies modifying their relationship. 

It is neither feasible nor desirable to rule out all possible alternative interpre­
tations of a causal relationship. Instead, only plausible alternatives constitute the 
major focus. This serves partly to keep matters tractable because the number of 
possible alternatives is endless. It also recognizes that many alternatives have no 
serious empirical or experiential support and so do not warrant special attention. 
However, the lack of support can sometimes be deceiving. For example, the cause 
of stomach ulcers was long thought to be a combination of lifestyle (e.g., stress) 
and excess acid production. Few scientists seriously thought that ulcers were 
caused by a pathogen (e.g., virus, germ, bacteria) because it was assumed that an 
acid-filled stomach would destroy all living organisms. However, in 1982 Aus­
tralian researchers Barry Marshall and Robin Warren discovered spiral-shaped 
bacteria, later named Helicobacter pylori (H. pylori), in ulcer patients' stomachs. 
With this discovery, the previously possible but implausible became plausible. By 
1994, a U.S. National Institutes of Health Consensus Development Conference 
concluded that H. pylori was the major cause of most peptic ulcers. So labeling ri-

-~~·~-----=-~-=-~~~~~--------------------------------------~· 
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val hypotheses as plausible depends not just on what is logically possible but on 
social consensus, shared experience and, empirical data. 

Because such factors are often context specific, different substantive areas de­
velop their own lore about which alternatives are important enough to need to be 
controlled, even developing their own methods for doing so. In early psychology, 
for example, a control group with pretest observations was invented to control for 
the plausible alternative explanation that, by giving practice in answering test con­
tent, pretests would produce gains in performance even in the absence of a treat­
ment effect (Coover & Angell, 1907). Thus the focus on plausibility is a two-edged 
sword: it reduces the range of alternatives to be considered in quasi-experimental 
work, yet it also leaves the resulting causal inference vulnerable to the discovery 
that an implausible-seeming alternative may later emerge as a likely causal agent. 

Natural Experiment 

The term natural experiment describes a naturally-occurring contrast between a 
treatment and a comparison condition (Fagan, 1990; Meyer, 1995; Zeisel, 1973). 
Often the treatments are not even potentially manipulable, as when researchers 
retrospectively examined whether earthquakes in California caused drops in prop­
erty values (Brunette, 1995; Murdoch, Singh, & Thaye.t; 1993). Yet plausible 
causal inferences about the effects of earthquakes are easy to construct and de­
fend. After all, the earthquakes occurred before the observations on property val­
ues, and it is easy to see whether earthquakes are related to property values. A use­
ful source of counterfactual inference can be constructed by examining property 
values in the same locale before the earthquake or by studying similar locales that 
did not experience an earthquake during the same time. If property values 
dropped right after the earthquake in the earthquake condition but not in the com­
parison condition, it is difficult to find an alternative explanation for that drop. 

Natural experiments have recently gained a high profile in economics. Before 
the 1990s economists had great faith in their ability to produce valid causal in­
ferences through statistical adjustments for initial nonequivalence between tre,at­
ment and cop_trol groups. But two studies onthe effects of job training BfQgra~s 
showed that those adjustments produced estimates that were not close·to thdse 
generated from a randomized experiment and were unstable across tests of the 
model's sensitivity (Fraker & -Maynard, 1987; LaLonde, 1986). Hence, in their 
search for alternative methods, many economists came to do natural experime'ri:ts, 
such as the economic study of the effects that occurred in the Miami job market 
when many prisoners were released from Cuban jails and allowed to (lOme to the 
United States (Card, 1990). They assume that the release of prisoners (or the tim­
ing of an earthquake) is independent of the ongoing processes that usually affect 
unemployment rates (or housing values). Later we explore the validity of this 
assumption-of its desirability there can be little question. 
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Nonexperimental Designs 

The terms correlational design, passive observational design, and nonexperimental 
design refer to situations in wh,~h a presumed cause and effect are identified and 
measured but in which other structural features of experiments are missing. Ran­
dom assignment is not part of the design, nor are such design elements as pretests 
and control groups from which researchers might construct a useful counterfactual 
inference. Instead, reliance is placed on measuring alternative explanations indi­
vidually and then statistically controlling for them. In cross-sectional studies in 
which all the data are gathered on the respondents at one time, the researcher may 
not even know if the cause precedes the effect. When these studies are used for 
causal purposes, the missing design features can be problematic unless much is al­
ready known about which alternative interpretations are plausible, unless those 
that are plausible can be validly measured, and unless the substantive model used 
for statistical adjustment is well-specified. These are difficult conditions to meet in 
the real world of research practice, and therefore many commentators doubt the 
potential of such designs to support strong causal inferences in most cases. 

EXPERIMENTS AND THE GENERALIZATION OF 
CAUSAL CONNECTIONS 

The strength of experimentation is its ability to illuminate causal inference. The 
weakness of experimentation is doubt about the extent to which that causal rela­
tionship generalizes. We hope that an innovative feature of this book is its focus 
on generalization. Here we introduce the general issues that are expanded in later 
chapters. 

Most Experiments Are Highly Local But Have 
General Aspirations 

Most experiments are highly localized and particularistic. They are almost always 
conducted in a restricted range of settings, often just one, with a particular ver­
sion of one type of treatment rather than, say, a sample of all possible versions. 
Usually, they have several measures-each with theoretical assumptions that are 
different from those present in other measures-but far from a complete set of all 
possible measqres. Each experiment nearly always uses a convenient sample of 
people rath~r than one that reflects a well-described population; and it will in­
evitably be conducted at a particular point in time that rapidly becomes history. 

Yet readers of experimental results are rarely concerned with what happened 
in that particular, past, local study. Rather, they usually aim to learn either about 
theoretical constructs of interest or about a larger policy. Theorists often want to 
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connect experimental results to theories with broad conceptual applicability, 
which requires generalization at the linguistic level of constructs rather than at the 
level of the operations used to represent these constructs in a given experiment. 
They nearly always want to generalize to more people and settings than are rep­
resented in a single experiment. Indeed, the value assigned to a substantive theory 
usually depends on how broad a range of phenomena the theory covers. Similarly, 
policymakers may be interested in whether a causal relationship would hold 
(probabilistically) across the many sites at which it would be implemented as a 
policy, an inference that requires generalization beyond the original experimental 
study context. Indeed, all human beings probably value the perceptual and cogni­
tive stability that is fostered by generalizations. Otherwise, the world might ap­
pear as a buzzing cacophony of isolated instances requiring constant cognitive 
processing that would overwhelm our limited capacities. 

In defining generalization as a problem, we do not assume that more broadly ap­
plicable results are always more desirable (Greenwood, 1989). For example, physi­
cists who use particle accelerators to discover new elements may not expect that it 
would be desirable to introduce such elements into the world. Similarly, social scien­
tists sometimes aim to demonstrate that an effect is possible and to understand its 
mechanisms without expecting that the effect can be produced more generally. For 
instance, when a "sleeper effect" occurs in an attitude change study involving per­
suasive communications, the implication is that change is manifest after a time delay 
but not immediately so. The circumstances under which this effect occurs tum out to 
be quite limited and unlikely to be of any general interest other than to show that the 
theory predicting it (and many other ancillary theories) may not be wrong (Cook, 
Gruder, Hennigan & Flay, 1979). Experiments that demonstrate limited generaliza­
tion may be just as valuable as those that demonstrate broad generalization. 

Nonetheless, a conflict seems to exist between the localized nature of the causal 
knowledge that individual experiments provide and the more generalized causal 
goals that research aspires to attain. Cronbach and his colleagues (Cronbach et al., 
1980; Cronbach, 1982) have made this argument most forcefully, and their works 
have contributed much to our thinking about causal generalization. Cronbach 
noted that each experiment consists of units that receive the experiences being con­
trasted, of the treatments themselves, of observations made on the units, and of the 
settings in which the study is conducted. Taking the first letter from each of these 
four words, he defined the acronym utos to refer to the "instances on which data 
are collected" (Cronbach, 1982, p. 78)-to the actual people, treatments, measures, 
and settings that were sampled in the experiment. He then defined two problems of 
generalization: ( 1) generalizing to the "domain about which [the] question is asked" 
(p. 79), which he called UTOS; and (2) generalizing to "units, treatments, variables, 
and settings not directly observed" (p. 83), which he called *UTOS.9 

9. We oversimplify Cronbach's presentation here for pedagogical reasons. For example, Cronbach only used capitalS, 
not smalls, so that his system referred only to utoS, not utos. He offered diverse and not always consistent definitions 
of UTOS and *UTOS, in particular. And he does not use the word generalization in the sam~ broad way we do here. 
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Our theory of causal generalization, outlined below and presented in more de­
tail in Chapters 11 through 13, melds Cronbach's thinking with our own ideas 
about generalization from previous works (Cook, 1990, 1991; Cook & Camp­
bell, 1979), creating a theory that is different in modest ways from both of these 
predecessors. Our theory is influenced by Cronbach's work in two ways. First, we 
follow him by describing experiments consistently throughout this book as con­
sisting of the elements of units, treatments, observations, and settings, 10 though 
we frequently substitute persons for units given that most field experimentation is 
conducted with humans as participants. We also often substitute outcome for ob­
servations given the centrality of observations about outcome when examining 
causal relationships. Second, we acknowledge that researchers are often interested 
in two kinds of generalization about each of these five elements, and that these 
two types are inspired by, but not identical to, the two kinds of generalization that 
Cronbach defined. We call these construct validity generalizations (inferences 
about the constructs that research operations represent) and external validity gen­
eralizations (inferences about whether the causal relationship holds over variation 
in persons, settings, treatment, and measurement variables). 

Construct Validity: Causal Generalization 
as Representation 

The first causal generalization problem concerns how to go from the particular 
units, treatments, observations, and settings on which data are collected to the 
higher order constructs these instances represent. These constructs are almost al­
ways couched in terms that are more abstract than the particular instances sam­
pled in an experiment. The labels may pertain to the individual elements of the ex­
periment (e.g., is the outcome measured by a given test best described as 
intelligence or as achievement?). Or the labels may pertain to the nature of rela­
tionships among elements, including causal relationships, as when cancer treat­
ments are classified as cytotoxic or cytostatic depending on whether they kill tu­
mor cells directly or delay tumor growth by modulating their environment. 
Consider a randomized experiment by Fortin and Kirouac (1976). The treatment 
was a brief educational course administered by several nurses, who gave a tour of 
their hospital and covered some basic facts about surgery with individuals who 
were to have elective abdominal or thoracic surgery 15 to 20 days later in a sin­
gle Montreal hospital. Ten specific. outcome measures were used after the surgery, 
such as an activities of daily living scale and a count of the analgesics used to con­
trol pain. Now compare this study with its likely target constructs-whether 

10. We occasionally refer to time as a separate feature of experiments, following Campbell (1957) and Cook and 
Campbell (1979), because time can cut across the other factors independently. Cronbach did not include time in 
his notational system, instead incorporating time into treatment (e.g., the scheduling of treatment), observations 
(e.g., when measures are administered), or setting (e.g., the historical context of the experiment). 
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patient education (the target cause) promotes physical recovery (the target effect) 
among surgical patients (the target population of units) in hospitals (the target 
universe of settings). Another example occurs in basic research, in which the ques­
tion frequently arises as to whether the actual manipulations and measures used 
in an experiment really tap into the specific cause and effect constructs specified 
by the theory. One way to dismiss an empirical challenge to a theory is simply to 
make the case that the data do not really represent the concepts as they are spec­
ified in the theory. 

Empirical results often force researchers to change their initial understanding 
of what the domain under study is. Sometimes the reconceptualization leads to a 
more restricted inference about what has been studied. Thus the planned causal 
agent in the Fortin and Kirouac (1976) study-patient education-might need to 
be respecified as informational patient education if the information component of 
the treatment proved to be causally related to recovery from surgery but the tour 
of the hospital did not. Conversely, data can sometimes lead researchers to think 
in terms of target constructs and categories that are more general than those with 
which they began a research program. Thus the creative analyst of patient educa­
tion studies might surmise that the treatment is a subclass of interventions that 
function by increasing "perceived control" or that recovery from surgery can be 
treated as a subclass of "personal coping." Subsequent readers of the study can 
even add their own interpretations, perhaps claiming that perceived control is re­
ally just a special case of the even more general self-efficacy construct. There is a 
subtle interplay over time among the original categories the researcher intended 
to represent, the study as it was actually conducted, the study results, and subse­
quent interpretations. This interplay can change the researcher's thinking about 
what the study particulars actually achieved at a more conceptual level, as can 
feedback from readers. But whatever reconceptualizations occur, the first problem 
of causal generalization is always the same: How can we generalize from a sam­
ple of instances and the data patterns associated with them to the particular tar­
get constructs they represent? 

External Validity: Causal Generalization as Extrapolation 

The second problem of generalization is to infer whether a causal relationship 
holds over variations in persons, settings, treatments, and outcomes. For example, 
someone reading the results of an experiment on the effects of a kindergarten 
Head Start program on the subsequent grammar school reading test scores of poor 
African American children in Memphis during the 1980s may want to know if a 
program with partially overlapping cognitive and social development goals would 
be as effective in improving the mathematics test scores of poor Hispanic children 
in Dallas if this program were to be implemented tomorrow. 

This example again reminds us that generalization is not a synonym for 
broader application. Here, generalization is from one city to another city and 
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from one kind of clientele to another kind, but there is no presumption that Dal­
las is somehow broader than Memphis or that Hispanic children constitute a 
broader population than African American children. Of course, some general­
izations are from narrow to broad. For example, a researcher who randomly 
samples experimental participants from a national population may generalize 
(probabilistically) from the sample to all the other unstudied members of that 
same population. Indeed, that is the rationale for choosing random selection in 
the first place. Similarly, when policymakers consider whether Head Start should 
be continued on a national basis, they are not so interested in what happened in 
Memphis. They are more interested in what would happen on the average across 
the United States, as its many local programs still differ from each other despite 
efforts in the 1990s to standardize much of what happens to Head Start children 
and parents. But generalization can also go from the broad to the narrow. Cron­
bach (1982) gives the example of an experiment that studied differences between 
the performances of groups of students attending private and public schools. In 
this case, the concern of individual parents is to know which type of school is bet­
ter for their particular child, not for the whole group. Whether from narrow to 
broad, broad to narrow, or across units at about the same level of aggregation, 
all these examples of external validity questions share the same need-to infer the 
extent to which the effect holds over variations in persons, settings, treatments, 
or outcomes. 

Approaches to Making Causal Generalizations 

Whichever way the causal generalization issue is framed, experiments do not 
seem at first glance to be very useful. Almost invariably, a given experiment uses 
a limited set of operations to represent units, treatments, outcomes, and settings. 
This high degree of localization is not unique to the experiment; it also charac­
terizes case studies, performance monitoring systems, and opportunistically­
administered marketing questionnaires given to, say, a haphazard sample of re­
spondents at local shopping centers (Shadish, 1995b). Even when questionnaires 
are administered to nationally representative samples, they are ideal for repre­
senting that particular population of persons but have little relevance to citizens 
outside of that nation. Moreover, responses may also vary by the setting in which 
the interview took place (a doorstep, a living room, or a work site), by the time 
of day at which it was administered, by how each question was framed, or by the 
particular race, age, and gender combination of interviewers. But the fact that the 
experiment is not alone in its vulnerability to generalization issues does not make 
it any less a problem. So what is it that justifies any belief that an experiment can 
achieve a better fit between the sampling particulars of a study and more general 
inferences to constructs or over variations in persons, settings, treatments, and 
outcomes? 
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Sampling and Causal Generalization 

The method most often recommended for achieving this close fit is the use of for­
mal probability sampling of instances of units, treatments, observations, or set­
tings (Rossi, Wright, & Anderson, 1983). This presupposes that we have clearly 
delineated populations of each and that we can sample with known probability 
from within each of these populations. In effect, this entails the random selection 
of instances, to be carefully distinguished from random assignment discussed ear­
lier in this chapter. Random selection involves selecting cases by chance to repre­
sent that population, whereas random assignment involves assigning cases to mul­
tiple conditions. 

In cause-probing research that is not experimental, random samples of indi­
viduals are often used. Large-scale longitudinal surveys such as the Panel Study of 
Income Dynamics or the National Longitudinal Survey are used to represent the 
population of the United States-or certain age brackets within it-and measures 
of potential causes and effects are then related to each other using time lags in 
measurement and statistical controls for group nonequivalence. All this is done in 
hopes of approximating what a randomized experiment achieves. However, cast=s 
of random selection from a broad population followed by random assignment 
from within this population are much rarer (see Chapter 12 for examples). Also 
rare are studies of random selection followed by a quality quasi-experiment. Such 
experiments require a high level of resources and a degree of logistical control that 
is rarely feasible, so many researchers prefer to rely on an implicit set of nonsta­
tistical heuristics for gener!llization that we hope to make more explicit and sys­
tematic in this book. 

Random selection occurs even more rarely with treatments, outcomes, and 
settings than with people. Consider the outcomes observed in an experiment. How 
often are they randomly sampled? We grant that the domain sampling model of 
classical test theory (Nunnally & Bernstein, 1994) assumes that the items used to 
measure a construct have been randomly sampled from a domain of all possible 
items. However, in actual experimental practice few researchers ever randomly 
sample items when constructing measures. Nor do they do so when choosing ma­
nipulations or settings. For instance, many settings will not agree t() be sampled, 
and some of the settings that agree to be randomly sampled will almost certainly 
not agree to be randomly assigned to conditions. For treatments, no definitive list 
of possible treatments usually exists, as is most obvious in areas in which treat­
ments are being discovered and developed rapidly, such as in AIDS research. In 
general, then, random sampling is always desirable, but it is only rarely and con-
tingently feasible. ' 

However, formal sampling methods are not the only option. Two informal, pur­
posive sampling methods are sometimes useful-purposive sampling of heteroge­
neous instances and purposiye sampling of typical instances. ln the former case, the 
aim is to include instances chosen deliberately to reflect diversity on presumptively 
important dimensions, even though the sample is not formally random. In the latter 
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case, the aim is to explicate the kinds of units, treatments, observations, and settings 
to which one most wants to generalize and then to select at least one instance of each 
class that is impressionistically similar to the class mode. Although these purposive 
sampling methods are more practical than formal probability sampling, they are not 
backed by a statistical logic that justifies formal generaliz~tions. Nonetheless, they 
are probably the most commonly used of all sampling methods for facilitating gen­
eralizations. A task we set ourselves in this book is to explicate such methods and to 
describe how they can be used more often than is the case today. 

However, sampling methods of any kind are insufficient to solve either prob­
lem of generalization. Formal probability sampling requires specifying a target 
population from which sampling then takes place, but defining such populations 
is difficult for some targets of generalization such as treatments. Purposive sam­
pling of heterogeneous instances is differentially feasible for different elements in 
a study; it is often more feasible to make measures diverse than it is to obtain di­
verse settings, for example. Purposive sampling of typical instances is often feasi­
ble when target modes, medians, or means are known, but it leaves questions 
about generalizations to a wider range than is typical. Besides, as Cronbach points 
out, most challenges to the causal generalization of an experiment typically 
emerg~ after a study is done. In such cases, sampling is relevant only ifthe in­
stances in the original study were sampled diversely enough to promote responsi­
ble re~nalyses of the data to see if a treatment effect holds across most or all of the 
targets 'about which generalization has been challenged. But packing so many 
sources of variation into a single experimental study is rarely practical and will al­
most certainly conflict with other goals of the experiment. Formal sampling meth­
ods''usually offer only a limited solution to causal generalization problems. A the­
ory of generalized causal inference needs additional tools. 

A Grounded Theory of Causal Generalization 

Practicing scientists routinely make causal generaliz;:ttions in their research, and 
they almost never use formal probability sampling when they do. In this book, we 
present a theory of causql generalization that is grounded in the actual practice of 
science (Matt, Cook, & Shadish, 2000). Although this theory was originally de­
velqped from ideas that were grounded in the construct and external validity lit­
eratures (Cook, 1990, 1991), we have since found that these ideas are common in 
a dtverse literature about scientific gener;:tl~;z;ations (e.g., Abelson, 1995; Campbell 
& Fiske, 1959; Cronbach & Meehl, 1955; Davis, 1994; Locke, 1986; Medin, 
19B9; Messick, 1989, 1995; Rubins, 1994; Willner, 1991; Wilson, Hayward, Tu­
nis, Bass, & Guyatt, 1995). We provide more details about this grounded theory 
in Chapters 11 through 13, but in brief it suggests that scientists make causal gen­
eralizations in their 'York by using five closely related principles: 

~- Surface Similarity. They assess the apparent similarities between study opera­
tions ;1nd the prototypical characteristics of the target of generalization. 
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2. Ruling Out Irrelevancies. They identify those things that are irrelevant because 
they do not change a generalization. 

3. Making Discriminations. They clarify key discriminations that limit 
generalization. 

4. Interpolation and Extrapolation. They make interpolations to unsampled val­
ues within the r'ange of the sampled instances and, much more difficult, they 
explore extrapolations beyond the sampled range. 

5. Causal Explanation. They develop and test explanatory theories about the pat­
tern of effects, causes, and mediational processes that are essential to the trans­
fer of a causal relationship. 

In this book, we want to show how scientists can and do use these five princi­
ples to draw generalized conclusions about a causal connection. Sometimes the 
conclusion is about the higher order constructs to use in describing an obtained 
connection at the sample level. In this sense, these five principles have analogues or 
parallels both in the construct validity literature (e.g., with construct content, with 
convergent and discriminant validity, and with the need for theoretical rationales 
for constructs) and in the cognitive science and philosophy literatures that study 
how people decide whether instances fall into a category (e.g., concerning the roles 
that prototypical characteristics and surface versus deep similarity play in deter­
mining category membership). But at other times, the conclusion about general­
ization refers to whether a connection holds broadly or narrowly over variations 
in persons, settings, treatments, or outcomes. Here, too, the principles have ana­
logues or parallels that we can recognize from scientific theory and practice, as in 
the study of dose-response relationships (a form of interpolation-extrapolation) or 
the appeal to explanatory mechanisms in generalizing from animals to humans (a 
form of causal explanation). 

Scientists use these five principles almost constantly during all phases of re­
search. For example, when they read a published study and wonder if some varia­
tion on the study's particulars would work in their lab, they think about similari­
ties of the published study to what they propose to do. When they conceptualize 
the new study, they anticipate how the instances they plan to study will match the 
prototypical features of the constructs about which they are curious. They may de­
sign their study on the assumption that certain variations will be irrelevant to it but 
that others will point to key discriminations over which the causal relationship 
does not hold or the very character of the constructs changes. They may include 
measures of key theoretical mechanisms to clarify how the intervention works. 
During data analysis, they test all these hypotheses and adjust their construct de­
scriptions to match better what the data suggest happened in the study. The intro­
duction section of their articles tries to convince the reader that the study bears on 
specific constructs, and the discussion sometimes speculates about how results 
might extrapolate to different units, treatments, outcomes, and settings. 

Further, practicing scientists do all this not just with single studies that they 
read or conduct but also with multiple studies. They nearly always think about 
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how their own studies fit into a larger literature about both the constructs being 
measured and the variables that may or may not bound or explain a causal connec­
tion, often documenting this fit in the introduction to their study. And they apply all 
five principles when they conduct reviews of the literature, in which they make in­
ferences about the kinds of generalizations that a body of research can support. 

Throughout this book, and especially in Chapters 11 to 13, we provide more 
details about this grounded theory of causal generalization and about the scientific 
practices that it suggests. Adopting this grounded theory of generalization does not 
imply a rejection of formal probability sampling. Indeed, we recommend such ~am­
piing unambiguously when it is feasible, along with purposive sampling schemes to 
aid generalization when formal random selection methods cannot be implemented, 
But we also show that sampling is just one method that practicing scientists use to 
make causal generalizations, along with practical logic, application of diverse sta­
tistical methods, and use of features of design other than sampling. 

EXPERIMENTS AND METASCIENCE 

Extensive philosophical debate sometimes surrounds experimentation. Here we 
briefly summarize some key features of these debates, and then we discuss some 
implications of these debates for experimentation. However, there is a sense in 
which all this philosophical debate is incidental to the practice of experimentation. 
Experimentation is as old as humanity itself, so it preceded humanity's philo­
sophical efforts to understand causation and generalization by thousands of years. 
Even over just the past 400 years of scientific experimentation, we can see some 
constancy of experimental concept and method, whereas diverse philosophical 
conceptions of the experiment have come and gone. As Hacking (1983) said, "Ex­
perimentation has a life of its own" (p. 150). It has been one of science's most 
powerful methods for discovering descriptive causal relationships, and it has done 
so well in so many ways that its place in science is probably assured forever. To 
justify its practice today, a scientist need not resort to sophisticated philosophical 
reasoning about experimentation. 

Nonetheless, it does help scientists to understand these philosophical debates. 
For example, previous distinctions in this chapter between molar and molecular 
causation, descriptive and explanatory cause, or probabilistic and deterministic 
causal inferences all help both philosophers and scientists to understand better 
both the purpose and the results of experiments (e.g., Bunge, 1959; Eells, 1991; 
Hart & Honore, 1985; Humphreys, 1989; Mackie, 1974; Salmon, 1984, 1989; 
Sobel, 1993; P. A. White, 1990). Here we focus on a different and broader set of 
critiques of science itself, not only from philosophy but also from the pistory, so­
ciology, and psychology of science (see useful general reviews by Bechtel, 1988; 
H. I. Brown, 1977; Oldroyd, 1986). Some of these works have been explicitly 
about the nature of experimentation, seeking to create a justified role for it (e.g., 
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Bhaskar, 1975; Campbell, 1982, 1988; Danziger, 1990; S. Drake, 1981; Gergen, 
1973; Gholson, Shadish, Neimeyer, & Houts, 1989; Gooding, Pinch, & Schaffer, 
1989b; Greenwood, 1989; Hacking, 1983; Latour, 1987; Latour & Woolgar, 
1979; Morawski, 1988; Orne, 1962; R. Rosenthal, 1966; Shadish & Fuller, 1994; 
Shapin, 1994). These critiques help scientists to see some limits of experimenta­
tion in both science and society. 

The Kuhnian Critique 

Kuhn (1962) described scientific revolutions as different and partly incommensu­
rable paradigms that abruptly succeeded each other in time and in which the grad­
ual accumulation of scientific knowledge was a chimera. Hanson (1958), Polanyi 
(1958), Popper (1959), Toulmin (1961), Feyerabend (1975), and Quine (1951, 
1969) contributed to the critical momentum, in part by exposing the gross mis­
takes in logical positivism's attempt to build a philosophy of science based on re­
constructing a successful science such as physics. All these critiques denied any 
firm foundations for scientific knowledge (so, by extension, experiments do not 
provide firm causal knowledge). The logical positivists hoped to achieve founda­
tions on which to build knowledge by tying all theory tightly to theory-free ob­
servation through predicate logic. But this left out important scientific concepts 
that could not be tied tightly to observation; and it failed to recognize that all ob­
servations are impregnated with substantive and methodological theory, making 
it impossible to conduct theory-free tests.11 

The impossibility of theory-neutral ubservation (often referred to as the 
Quine-Duhem thesis) implies that the results of any single test (and so any single 
experiment) are inevitably ambiguous. They could be disputed, for e~ample, on 
grounds that the theoretical assumptions built into the outcome measure were 
wrong or that the study made a faulty assumption about how high a treatment 
dose was required to be effective. Some of these assumptions are small, easily de­
tected, and correctable, such as when a voltmeter gives the wrong reading because 
the impedance of the voltage source was much higher than that of the meter (Wil­
son, 1952). But other assumptions are more paradigmlike, impregnating a theory 
so completely that other parts of the theory make no sense without them (e.g., the 
assumption that the earth is the center of the universe in pre-Galilean astronomy). 
Because the number of assumptions involved in any scientific test is very large, 
researchers can easily find some assumptions to fault or can even posit new 

11. However, Holton (1986) reminds us not to overstate the reliance of positivists on empirical data: "Even the father 
of positivism, Auguste Comte, had written o o o that without a theory of some sort by which to link phenomena to some 
principles 'it would not only be impossible to combine the isolated observations and draw any useful conclusions, we 
would not even be able to remember them, and, for the most part, the fact would not be noticed by our eyes"' (po 32)0 
Similarly, Uebel (1992) provides a more detailed historical analysis of the protocol sentence debate in logical 
positivism, showing some surprisingly nonstereotypical positions held by key players such as Carnapo 
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assumptions (Mitroff & Fitzgerald, 1977). In this way, substantive theories are 
less testable than their authors originally conceived. How can a theory be tested 
if it is made of clay rather than granite? 

For reasons we clarify later, this critique is more true of single studies and less 
true of programs of research. But even in the latter case, undetected constant biases 
can result in flawed inferences about cause and its generalization. As a result, no ex­
periment is ever fully certain, and extrascientific beliefs and preferences always have 
room to influence the many discretionary judgments involved in all scientific belief. 

Modern Social Psychological Critiques 

Sociologists working within traditions variously called social constructivism, epis­
temological relativism, and the strong program (e.g., Barnes, 1974; Bloor, 1976; 
Collins, 1981; Knorr-Cetina, 1981; Latour & Woolgar, 1979; Mulkay, 1979) have 
shown those extrascientific processes at work in science. Their empirical studies 
show that scientists often fail to adhere to norms commonly proposed as part of 
good science (e.g., objectivity, neutrality, sharing of information). They have also 
shown how that which comes to be reported as scientific knowledge is partly de­
termined by social and psychological forces and partly by issues of economic and 
political power both within science and in the larger society-issues that are rarely 
mentioned in published research reports. The most extreme among these sociolo­
gists attributes all scientific knowledge to such extrascientific processes, claiming 
that "the natural world has a small or nonexistent role in the construction of sci­
entific knowledge" (Collins, 1981, p. 3). 

Collins does not deny ontological realism, that real entities exist in the world. 
Rather, he denies epistemological (scientific) realism, that whatever external real­
ity may exist can constrain our scientific theories. For example, if atoms really ex­
ist, do they affect our scientific theories at all? If our theory postulates an atom, is 
it describing a real entity that exists roughly as we describe it? Epistemological rel­
ativists such as Collins respond negatively to both questions, believing that the 
most important influences in science are social, psychological, economic, and po­
litical, and that these might even be the only influences on scientific theories. This 
view is not widely endorsed outside a small group of sociologists, but it is a use­
ful counterweight to naive assumptions that scientific studies somehow directly re­
veal nature to us (an assumption we call naive realism). The results of all studies, 
including experiments, are profoundly subject to these extrascientific influences, 
from their conception to reports of their results. 

Science and Trust 

A standard image of the scientist is as a skeptic, a person who only trusts results that 
have been personally verified. Indeed, the scientific revolution of the 17th century 
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claimed that trust, particularly trust in authority and dogma, was antithetical to 
good science. Every authoritative assertion, every dogma, was to be open to ques­
tion, and the job of science was to do that questioning. 

That image is partly wrong. Any single scientific study is an exercise in trust 
(Pinch, 1986; Shapin, 1994). Studies trust the vast majority of already developed 
methods, findings, and concepts that they use when they test a new hypothesis. 
For example, statistical theories and methods are usually taken on faith rather 
than personally verified, as are measurement instruments. The ratio of trust to 
skepticism in any given study is more like 99% trust to 1% skepticism than the 
opposite. Even in lifelong programs of research, the single scientist trusts much 
more than he or she ever doubts. Indeed, thoroughgoing skepticism is probably 
impossible for the individual scientist, to judge from what we know of the psy­
chology of science (Gholson et al., 1989; Shadish & Fuller, 1994). Finally, skepti­
cism is not even an accurate characterization of past scientific revolutions; Shapin 
(1994) shows that the role of "gentlemanly trust" in 17th-century England was 
central to the establishment of experimental science. Trust pervades science, de­
spite its rhetoric of skepticism. 

Implications for Experiments 

The net result of these criticisms is a greater appreciation for the equivocality of 
all scientific knowledge. The experiment is not a clear window that reveals nature 
directly to us. To the contrary, experiments yield hypothetical and fallible knowl­
edge that is often dependent on context and imbued with many unstated theoret­
ical assumptions. Consequently, experimental results are partly relative to those 
assumptions and contexts and might well change with new assumptions or con­
texts. In this sense, all scientists are epistemological constructivists and relativists. 
The difference is whether they are strong or weak relativists. Strong relativists 
share Collins's position that only extrascientific factors influence our theories. 
Weak relativists believe that both the ontological world and the worlds of ideol­
ogy, interests, values, hopes, and wishes play a role in the construction of scien­
tific knowledge. Most practicing scientists, including ourselves, would probably 
describe themselves as ontological realists but weak epistemological relativists.12 

To the extent that experiments reveal nature to us, it is through a very clouded 
windowpane (Campbell, 1988). 

Such counterweights to naive views of experiments were badly needed. As re­
cently as 30 years ago, the central role of the experiment in science was probably 

12. If space permitted, we could extend this discussion to a host of other philosophical issues that have been raised 
about the experiment, such as its role in discovery versus confirmation, incorrect assertions that the experiment is 
tied to some specific philosophy such as logical positivism or pragmatism, and the various mistakes that are 
frequently made in such discussions (e.g., Campbell, 1982, 1988; Cook, 1991; Cook & Campbell, 1986; Shadish, 
1995a). 
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taken more for granted than is the case today. For example, Campbell and Stan­
ley (1963) described themselves as: 

committed to the experiment: as the only means for settling disputes regarding educa­
tional practice, as the only way of verifying educational improvements, and as the only 
way of establishing a cumulative tradition in which improvements can be introduced 
without the danger of a faddish discard of old wisdom in favor of inferior novelties. (p. 2) 

Indeed, Hacking ( 1983) points out that '"experimental method' used to be just an­
other name for scientific method" (p. 149); and experimentation was then a more 
fertile ground for examples illustrating basic philosophical issues than it was a 
source of contention itself. 

Not so today. We now understand better that the experiment is a profoundly 
human endeavor, affected by all the same human foibles as any other human en­
deavor, though with well-developed procedures for partial control of some of the 
limitations that have been identified to date. Some of these limitations are com­
mon to all science, of course. For example, scientists tend to notice evidence that 
confirms their preferred hypotheses and to overlook contradictory evidence. They 
make routine cognitive errors of judgment and have limited capacity to process 
large amounts of information. They react to peer pressures to agree with accepted 
dogma and to social role pressures in their relationships to students, participants, 
and other scientists. They are partly motivated by sociological and economic re­
wards for their work (sadly, sometimes to the point of fraud), and they display all­
too-human psychological needs and irrationalities about their work. Other limi­
tations have unique relevance to experimentation. For example, if causal results 
are ambiguous, as in many weaker quasi-experiments, experimenters may attrib­
ute causation or causal generalization based on study features that have little to 
do with orthodox logic or method. They may fail to pursue all the alternative 
causal explanations because of a lack of energy, a need to achieve closure, or a bias 
toward accepting evidence that confirms their preferred hypothesis. Each experi­
ment is also a social situation, full of social roles (e.g., participant, experimenter, 
assistant) and social expectations (e.g., that people should provide true informa­
tion) but with a uniqueness (e.g., that the experimenter does not always tell the 
truth) that can lead to problems when social cues are misread or deliberately 
thwarted by either party. Fortunately, these limits are not insurmountable, as for­
mal training can help overcome some of them (Lehman, Lempert, & Nisbett, 
1988). Still, the relationship between scientific results and the world that science 
studies is neither simple nor fully trustworthy. 

These social and psychological analyses have taken some of the luster from 
the experiment as a centerpiece of science. The experiment may have a life of its 
own, but it is no longer life on a pedestal. Among scientists, belief in the experi­
ment as the only means to settle disputes about causation is gone, though it is still 
the preferred method in many circumstances. Gone, too, is the belief that the 
power experimental methods often displayed in the laboratory would transfer eas­
ily to applications in field settings. As a result of highly publicized science-related 
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events such as the tragic results of the Chernobyl nuclear disaster, the disputes over 
certainty levels of DNA testing in the O.J. Simpson trials, and the failure to find 
a cure for most canceis after decades of highly publicized and funded effort, the 
general public now better understands the limits of science. 

Yet we should not take these critiques too far. Those who argue against 
theory-free tests often seem to suggest that every experiment will come out just as 
the experimenter wishes. This expectation is totally contrary to the experience of 
researchers, who find instead that experimentation is often frustrating and disap­
pointing for the theories they loved so much. Laboratory results may not speak 
for themselves, but they certainly do not speak only for one's hopes and wishes. 
We find much to value in the laboratory scientist's belief in "stubborn facts" with 
a life span that is greater than the fluctuating theories with which one tries to ex­
plain them. Thus many basic results about gravity are the same, whether they are 
contained within a framework developed by Newton or by Einstein; and no suc­
cessor theory to Einstein's would be plausible unless it could account for most of 
the stubborn factlike findings about falling bodies. There may not be pure facts, 
but some observations are clearly worth treating as if they were facts. 

Some theorists of science-Hanson, Polanyi, Kuhn, and Feyerabend 
included-have so exaggerated the role of theory in science as to make experi­
mental evidence seem almost irrelevant. But exploratory experiments that were 
unguided by formal theory and unexpected experimental discoveries tangential to 
the initial research motivations have repeatedly been the source of great scientific 
advances. Experiments have provided many stubborn, dependable, replicable re­
sults that then become the subject of theory. Experimental physicists feel that their 
laboratory data help keep their more speculative theoretical counterparts honest, 
giving experiments an indispensable role in science. Of course, these stubborn 
facts often involve both commonsense presumptions and trust in many well­
established theories that make up the shared core of belief of the science in ques­
tion. And of course, these stubborn facts sometimes prove to be undependable, are 
reinterpreted as experimental artifacts, or are so laden with a dominant focal the­
ory that they disappear once that theory is replaced. But this is not the case with 
the great bulk of the factual base, which remains reasonably dependable over rel­
atively long periods of time. 

A WORLD WITHOUT EXPERIMENTS OR CAUSES? 

To borrow a thought experiment from Macintyre (1981), imagine that the slates 
of science and philosophy were wiped clean and that we had to construct our un­
derstanding of the world anew. As part of that reconstruction, would we reinvent 
the notion of a manipulable cause? We think so, largely because of the practical 
utility that dependable manipulanda have for our ability to survive and prosper. 
Would we reinvent the experiment as a method for investigating such causes? 
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Again yes, because humans will always be trying to better know how well these 
manipulable causes work. Over time, they will refine how they conduct those ex­
periments and so will again be drawn to problems of counterfactual inference, of 
cause preceding effect, of alternative explanations, and of all of the other features 
of causation that we have discussed in this chapter. In the end, we would proba­
bly end up with the experiment or something very much like it. This book is one 
more step in that ongoing process of refining experiments. It is about improving 
the yield from experiments that take place in complex field settings, both the qual­
ity of causal inferences they yield and our ability to generalize these inferences to 
constructs and over variations in persons, settings, treatments, and outcomes. 

,, 



Statistical Conclusion 

Validity and Internal 

Validity 

Val·id (vill'!d): [French valide, from Old French from Latin validus, strong, 
from valre, to be strong; see wal- iri Indo-European Roots.] adj. 
1. Well grounded; just: a valid objectiqn. 2. Producing the desired re­
sults; efficacious: valid methods. 3. Having legal force; effective or 
binding: a valid title. 4. Logic. a. Containing premisesfrom which the 
conclusion may logically be derived: a valid argument. b. Correctly in­
ferred or deduced from a premise: a valid conclusion. 

Ty·pol·o·gy (t"i-pol'g-je): n., pl. ty·pol·o·gies. 1. The study or systematic 
classification of types that have characteristics or traits in common. 
2. A theory or doctrine of types, as in scriptural studies. 

Threat (thret): [Middle English from Old English thrat, oppression; see 
treud- in Indo-European Roots.] n. 1. An expression of an intention 
to inflict pain, injury, evil, or punishment. 2. An indication of impend" 
ing danger or harm. 3. One that is regarded as a possible danger; a 
menace. 

A 
FAMOUS STIJDY in early psychology concerned a horse named Clever Hans who 
seemed to solve mathematics problems, tapping out the answer with his hoof. 
A psychologist, Oskar Pfungst, critically examined the performartce of Clever 

Hans and concluded that he was really responding to subtly conveyed researcher ex­
pectations about wheri to start and stop tapping (Pfungst, 1911). In short, Pfungst 
questioned the validity of the initial inference that Clever Hans solved math prob­
lems. All science and all experiments rely on making such inferences validly. This 
chapter presents the theory of validity that underlies the approach to generalized 
causal inference taken in this book. It begins by discussing the meaning ascribed to 
validity both in theory and in social science practice and then describes a validity ty­
pology that introduces the twin ideas of validity types and threats to validity. This 
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chapter and the next provide an extended description of these types of validity and 
of threats that go with them. 

VALIDITY 

We use the term validity to refer to the approximate truth of an inference.1 When 
we say something is valid, we make a judgment about the extent to which relevant 
evidence supports that inference as being true or correct. Usually, that evidence 
comes from both empirical findings and the consistency of these finClings with 
other sources of knowledge, including past findings and theories. Assessing valid­
ity always entails fallible human judgments. We can never be certairl. that all of the 
many inferences drawn from a single experiment are true or even that other in­
ferences have been conclusively falsified. That is why validity judgments are not 
absolute; various degrees of validity can be invoked. As a result, when we use 
terms such as valid or invalid or true or false in this book, they should always be 
understood as prefaced by "approximately" or "tentatively." For reasons of style 
we usually omit these modifiers. 

Validity is a property of inferences, It is not a property of designs or methods, 
for the same design may contribute to more or less valid inferences under differ­
ent circumstances. For example, using a randomized experiment does not guar­
antee that one will make a valid inference about the existence of a descriptive 
causal relationship. After all, differential attrition may vitiate randomization, 
power may be too low to detect the effect, improper statistics may be used to an­
alyze the data, and sampling error might even lead us to misestimate the direction 
of the effect. So it is wrong to say that a randomized experiment is internally valid 
or has internal validity-although we may occasionally speak that way for con­
venience. The same criticism is, of course, true of any other method used in sci­
ence, from the case study to the random sample survey. No method guarantees the 
vaiidity of an inference. 

As a corollary, because methods do not have a one-to-one correspondence 
with any one type of validity, the use of a method may affect more than one type 
of validity simultaneously. The best-known example is the decision to use a ran­
domized experiment, which often helps internal validity but hampers external va­
lidity. But there are many other examples, such as the case in which diversifying 
participants improves external validity but decreases statistical conclusion valid­
ity or in which treatment standardization clarifies construct validity of the treat­
ment but reduces external validity to practical settings in which such standatdi-

1. We might use the terms knowledge claim or proposition in place of inference here, the former being observable 
embodiments of inferences. There are differences implied by each of these terms, but we treat them interchangeably 
for present purposes. 
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zation is not common. This is the nature of practical action: our design choices 
have multiple consequences for validity, not always ones we anticipate. Put dif­
ferently, every solution to a problem tends to create new problems. This is not 
unique to science but is true of human action generally (Sarason, 1978). 

Still, in our theory, validity is intimately tied to the idea of truth. In philoso­
phy, three theories of truth have traditionally dominated (Schmitt, 1995). Corre­
spondence theory says that a knowledge claim is true if it corresponds to the 
world-for example, the claim that it is raining is true if we look out and see rain 
falling. Coherence theory says that a claim is true if it belongs to a coherent set of 
claims-for example, the claim that smoking marijuana causes cancer is true if it 
is consistent with what we know about the results of marijuana smoking on ani­
mal systems much like human ones, if cancer has resulted from other forms of 
smoking, if the causes of cancer include some elements that are known to follow 
from marijuana smoking, and if the physiological mechanisms that relate smok­
ing tobacco to cancer are also activated by smoking marijuana. Pragmatism says 
that a claim is true if it is useful to believe that claim-for example, we say that 
"electrons exist" if inferring such entities brings meaning or predictability into a 
set of observations that are otherwise more difficult to understand. To play this 
role, electrons need not actually exist; rather, postulating them provides intellec­
tual order, and following the practices associated with them in theory provides 
practical utility.2 

Unfortunately, philosophers do not agree on which of these three theories of 
truth is correct and have successfully criticized aspects of all of them. Fortunately, 
we need not endorse any one of these as the single correct definition of truth in 
order to endorse each of them as part of a complete description of the practical 
strategies scientists actually use to construct, revise, and justify knowledge claims. 
Correspondence theory is apparent in the nearly universal scientific concern of 
gathering data to assess how well knowledge claims match the world. Scientists 
also judge how well a given knowledge claim coheres with other knowledge claims 
built into accepted current theories and past findings. Thus Eisenhart and Howe 
(1992) suggest that a case study's conclusions must cohere with existing theoreti­
cal, substantive, and practical knowledge in order to be valid, and scientists tra­
ditionally view with skepticism any knowledge claim that flatly contradicts what 
is already thought to be well established (Cook et al., 1979). On the pragmatic 
front, Latour (1987) claims that what comes to be accepted as true in science is 
what scientists can convince others to use, for it is by use that knowledge claims 
gain currency and that practical accomplishments accrue. This view is apparent in 

2. A fourth theory, deflationism (sometimes called the redundancy or minimalist theory of truth; Horowich, 
1990), denies that truth involves correspondence to the world, coherence, or usefulness. Instead, it postulates that 
the word truth is a trivial linguistic device "for assenting to propositions expressed by sentences too numerous, 
lengthy, or cumbersome to utter" (Schmitt, 1995, p. 128). For example, the claim that "Euclidean geometry is 
true" is said instead of repeating one's assent to all the axioms of Euclidean geometry, and the claim means no 
more than that list of axioms. 
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Mishler's (1990) assertion that qualitative methods are validated by "a functional 
criterion-whether findings are relied upon for further work" (p. 419) and in a 
recent response to a statistical-philosophical debate that "in the interest of science, 
performance counts for more than rigid adherence to philosophical principles" 
(Casella & Schwartz, 2000, p. 427). 

Our theory of validity similarly makes some use of each of these approaches 
to truth-as we believe all practical theories of validity must do. Our theory 
clearly appeals to the correspondence between empirical evidence and abstract in­
ferences. It is sensitive to the degree to which an inference coheres with relevant 
theory and findings. And it has a pragmatic emphasis in emphasizing the utility of 
ruling out the alternative explanations thai practicing scientists in a given research 
area believe could compromise knowledge claims, even though such threats are, 
in logic, just a subset of all possible alternatives to the claim. Thus a mix of strate­
gies characterizes how we will proceed, reluctantly eschewing a single, royal road 
to truth, for each of these single roads is compromised. Correspondence theory is 
compromised because the data to which a claim is compared are themselves the­
ory laden and so cannot provide a theory-free test of that claim (Kuhn, 1962 ). Co­
herence theory is vulnerable to the criticism that coherent stories need not bear 
any exact relationship to the world. After all, effective swindlers' tales are often 
highly coherent, even though they are, in fact, false in some crucial ways. Finally, 
pragmatism is vulnerable because many beliefs known to be true by other criteria 
have little utility-for example, knowledge of the precise temperature of small re­
gions in the interior of some distant star. Because philosophers do not agree among 
themselves about which theory of truth is best, practicing scientists should not 
have to choose among them in justifying a viable approach to the validity of in­
ferences about causation and its generalization. 

Social and psychological forces also profoundly influence what is accepted as 
true in science (Bloor, 1997; Latour, 1987; Pinch, 1986; Shapin, 1994). This is il­
lustrated by Galileo's famous tribulations with the Inquisition and by the history 
of the causes of ulcers that we covered in Chapter 1. But following Shapin's ( 1994) 
distinction between an evaluative and a social theory of truth, we 

want to preserve ... the loose equation between truth, knowledge and the facts of the 
matter, while defending the practical interest and legitimacy of a more liberal notion 
of truth, a notion in which there is indeed a socio-historical story to be told about 
truth. (Shapin, 1994, p. 4) 

As Bloor (1997) points out, science is not a zero-sum game whose social and cog­
nitive-evaluative influences detract from each other; instead, they complement 
each other. Evaluative theories deal with factors influencing what we should ac­
cept as true and, for the limited realm of causal inferences and their generality, our 
theory of validity tries to be evaluative in this normative sense. The social theory 
tells about external factors influencing what we do accept as true, including how 
we come to believe that one thing causes another (Heider, 1944)-so a social the-
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ory of truth might be based on insight, on findings from psychology, or on fea­
tures in the social, political, and economic environment (e.g., Cordray, 1986). So­
cial theory about truth is not a central topic of this book, though we touch on it 
in several places. However, truth is manifestly a social construction, and it de­
pends on more than evaluative theories of truth such as correspondence, coher­
ence, and pragmatism. But we believe that truth does depend on these in part, and 
it is this part we develop most thoroughly. 

A Validity Typology 

A little history will place the current typology in context. Campbell (1957) first 
defined internal validity as the question, "did in fact the experimental stimulus 
make some significant difference in this specific instance?" (p. 297) and external 
v'alidity as the question, "to what populations, settings, and variables can this ef­
fect be generalized?" (p. 297).3 Campbell and Stanley (1963) followed this lead 
closely. Internal validity referred to inferences about whether "the experimental 
treatments make a difference in this specific experimental instance" (Campbell & 
Stanley, 1963, p. 5). External validity asked "to what populations, settings, treat­
ment variables, and measurement variables can this effect be generalized" (Camp­
bell & Stanley, 1963, p. 5).4 

Cook and Campbell (1979) elaborated this validity typology into four re­
lated components: statistical conclusion validity, internal validity, construct va­
lidity, and external validity. Statistical conclusion validity referred to the appro­
priate use of statistics to infer whether the presumed independent and dependent 
variables covary. Internal validity referred to whether their covariation resulted 
from a causal relationship. Both construct and external validity referred to 
generalizations-the former from operations to constructs (with particular em­
phasis on cause and effect constructs) and the latter from the samples of persons, 

3. Campbell (1986) suggests that the distinction was partly motivated by the emphasis in the 1950s on Fisherian 
randomized experiments, leaving students with the erroneous impression that randomization took care of all 
threats to validity. He said that the concept of external validity was originated to call attention to those threats 
that randomization did not reduce and that therefore "backhandedly, threats to internal validity were, initially and 
implicitly, those for which random assignment did control" (p. 68). Though this cannot be literally true-attrition 
was among his internal validity threats, but it is not controlled by random assignment-this quote does provide 
useful insight into the thinking that initiated the distinction. 

4. External validity is sometimes confused with ecological validity. The latter is used in many different ways (e.g., 
Bronfenbrenner, 1979; Brunswick, 1943, 1956). However, in its original meaning it is not a validity type but a 
method that calls for research with samples of settings and participants that reflect the ecology of application 
(although Bronfenbrenner understood it slightly differently; 1979, p. 29). The internal-external validity distinction 
is also sometimes confused with the laboratory-field distinction. Although the latter distinction did help motivate 
Campbell's (1957) thinking, the two are logically orthogonal. In principle, the causal inference from a field 
experiment can have high internal validity, and one can ask whether a finding first identified in the field would 
generalize to the laboratory setting. 
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TABLE 2.1 Four Types of Validity 

Statistical Conclusion Validity: The validity of inferences about the correlation (covariation) 
between treatment and outcome. 

Internal Validity: The validity of inferences about whether observed covariation between A (the 
presumed treatment) and B (the presumed outcome) reflects a causal relationship from A 
to B as those variables were manipulated or measured. 

Construct Validity: The validity of inferences about the higher order constructs that represent 
sampling particulars. 

External Validity: The validity of inferences about whether the cause-effect relationship holds 
over variation in persons, settings, treatment variables, and measurement variables. 

settings, and times achieved in a study to and across populations about which 
questions of generalization might be raised. 

In t_h;., book, the definitions of statistical conclusion and internal validity re­
main essentially unchanged from Cook and Campbell (1979), extending the for­
mer only to consider the role of effect sizes in experiments. However, we modify 
construct and external validity to accommodate Cronbach's (1982) points that 
both kinds of causal generalizations (representations and extrapolations) apply to 
all elements of a study (units, treatments, observations and settings; see Table 2.1). 
Hence construct validity is now defined as the degree to which inferences are war­
ranted from the observed persons, settings, and cause and effect operations in­
cluded in a study to the constructs that these instances might represent. External 
validity is now defined as the validity of inferences about whether the causal rela­
tionship holds over variation in persons, settings, treatment variables, and meas­
urement variables. 

In Cook and Campbell (1979), construct validity was mostly limited to infer­
ences about higher order constructs that represent the treatments and observa­
tions actually studied;s in our current usage, we extend this definition of construct 
validity to cover persons and settings, as well. In Cook and Campbell (1979), ex­
ternal validity referred only to inferences about how a causal relationship would 
generalize to and across populations of persons and settings; here we extend their 
definition of external validity to include treatments and observations, as well. Cre­
ating a separate construct validity label only for cause and effect issues was justi-

5. However, Cook and Campbell (1979) explicitly recognized the possibility of inferences about constructs 
regarding other study features such as persons and settings: "In the discussion that follows we shall restrict 
ourselves to the construct validity of presumed causes and effects, since these play an especially crucial role in 
experiments whose raison d'etre is to test causal propositions. But it should be clearly noted that construct validity 
concerns are not limited to cause and effect constructs. All aspects of the research require naming samples in 
generalizable terms, including samples of peoples and settings as well as samples of measures or manipulations" 
(p. 59). 

a 



VALIDITY I 39 

fied pragmatically in Cook and Campbell because of the attention it focused on a 
central issue in causation: how the cause and effect should be characterized theo­
retically. But this salience was sometimes interpreted to imply that characterizing 
populations of units and settings is trivial. Because it is not, construct validity 
should refer to them also. Similarly, we should not limit external generalizations 
to persons and settings, for it is worth assessing whether a particular cause-and­
effect relationship would hold if different variants of the causes or effects were 
used-those differences are often small variations but can sometimes be substan­
tial. We will provide examples of these inferences in Chapter 3. 

Our justification for discussing these four slightly reformulated validity types 
remains pragmatic, however, based on their correspondence to four major ques­
tions that practicing researchers face when interpreting causal studies: (1) How 
large and reliable is the covariation between the presumed cause and effect? (2) Is 
the covariation causal, or would the same covariation have been obtained with­
out the treatment? (3) Which general constructs are involved in the persons, set­
tings, treatments, and observations used in the experiment? and (4) How general­
izable is the locally embedded causal relationship over varied persons, treatments, 
observations, and settings? Although these questions are often highly interrelated, 
it is worth treating them separately because the inferences drawn about them of­
ten occur independently and because the reasoning we use to construct each type 
of inference differs in important ways. In the end, however, readers should always 
remember that "A validity typology can greatly aid ... design, but it does not sub­
stitute for critical analysis of the particular case or for logic" (Mark, 1986 p. 63). 

Threats to Validity 

Threats to validity are specific reasons why we cart be partly or completely wrong 
when we make an inference about covariance, about causation, about constructs, 
or about whether the causal relationship holds over variations in persqns, settings, 
treatments, and outcomes. In this chapter we describe threats to statistical conclu­
sion validity and internal validity; in the foilowing chapter we do the same for con­
struct and external validity. The threats we present to each of the four validity types 
have been identified through a process that is partly conceptual and partly empir­
ical. In the former case, for example, many of the threats to internal validity are 
tied to the nature of reasoning about descriptive causal inferences outlined in Chap­
ter 1. In the latter case, Campbell (1957) identified many threats from critical com­
mentary on past experiments, most of those threats being theoretically mundane. 
The empirically based threats can, should, and do change over time as experience 
indicates both the need for new threats and the obsolescence of former ones. Thus 
we add a new threat to the traditional statistical conclusion validity threats. We call 
it "Inaccurate Effect Size Estimation" in order to reflect the reality that social sci­
entists now emphasize estimating the size of causal effects, in addition to running 
the usual statistical significance tests. Conversely, although each of the threats we 
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describe do indeed occur in experiments, the likelihood that they will occur varies 
across contexts. Lists of validity threats are heuristic aids; they are not etched in 
stone, and they are not universally relevant across all research areas in the social 
sctences. 

These threats serve a valuable function: they help experimenters to anticipate 
the likely criticisms of inferences from experiments that experience has shown oc­
cur frequently, so that the experimenter can try to rule them out. 6 The primary 
method we advocate for ruling them out is to use design controls that minimize the 
number and plausibility of those threats that remain by the end of a study. This 
book is primarily about how to conduct such studies, particularly with the help of 
design rather than statistical adjustment controls. The latter are highlighted in pre­
sentations of causal inference in much of economics, say, but less so in statistics it­
self, in which the design controls we prefer also tend to be preferred. Random as­
signment is a salient example of good design control. This book describes the 
experimental design elements that generally increase the quality of causal infer­
ences by ruling out more alternative interpretations to a causal claim. Chapter 8 
shows how and when random assignment to treatment and comparison conditions 
can enhance causal inference, whereas Chapters 4 through 7 show what design 
controls can be used when random assignment is not possible or has broken down. 

However, many threats to validity cannot be ruled out by design controls, ei­
ther because the logic of design control does not apply (e.g., with some threats to 
construct validity such as inadequate construct explication) or because practical 
constraints prevent available controls from being used. In these cases, the appro­
priate method is to identify and explore the role and influence of the threat in the 
study. In doing this, three questions are critical: ( 1) How would the threat apply 
in this case? (2) Is there evidence that the threat is plausible rather than just pos­
sible? (3) Does the threat operate in the same direction as the observed effect, so 
that it could partially or totally explain the observed findings? For example, sup­
pose a critic claims that history (other events occurring at the same time as treat­
ment that could have caused the same outcome) is a threat to the internal validity 
of a quasi-experiment you have conducted on the effects of the federal Women, 
Infants, and Children (WIC) Program to improve pregnancy outcome among eli­
gible low-income women compared with a control group of ineligible women. 
First, we need to know how "history" applies in this case, for example, whether 
other social programs are available and whether women who are eligible for WIC 
are also eligible for these other programs. A little thought shows that the food 
stamps program might be such a threat. Second, we need to know if there is evi-

6. We agree with Reichardt (2000) that it would be better to speak of "taking account of threats to validity" than 
to say "ruling out threats to validity," for the latter implies a finality that can rarely be achieved in either theoty or 
practice. Talking about "ruling out" threats implies an all-or-none quality in which threats either do or do not 
apply; but in many cases threats are a matter of degree rather than being absolute. However, we also agree with 
Reichardt that the term "ruling out" has such a strong foothold in this literature that we can continue to use the 
term for stylistic reasons. 

·-- ---------~=---------------------------------.. 
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dence-or at least a reasonable expectation given past findings or background 
knowledge-that more women who are eligible for WIC are getting food stamps 
than women who are ineligible for WI C. If not, then although this particular his­
tory threat is possible, it may not be plausible. In this case, background knowl­
edge suggests that the threat is plausible because both the WIC Program and the 
food stamps program use similar eligibility criteria. Third, if the threat is plausi­
ble, we need to know if the effects of food stamps on pregnancy outcome would 
be similar to the effects of the WIC Program. If not, then this history threat could 
not explain the observed effect, and so it does not threaten it. In this case, the 
threat would be real, for food stamps could lead to better nutrition, which could 
also improve pregnancy outcome. Throughout this book, we will emphasize these 
three crucial questions about threats in the examples we use. 

The previous example concerns a threat identified by a critic after a study was 
done. Given the difficulties all researchers have in criticizing their own work, such 
post hoc criticisms are probably the most common source of identified threats to 
studies. However, it is better if the experimenter can anticipate such a threat be­
fore the study has begun. If he or she can anticipate it but cannot institute design 
controls to prevent the threat, the best alternative is to measure the threat directly 
to see if it actually operated in a given study and, if so, to conduct statistical analy­
ses to examine whether it can plausibly account for the obtained cause-effect re­
lationship. We heartily endorse the direct assessment of possible threats, whether 
done using quantitative or qualitative observations. It will sometimes reveal that 
a specific threat that might have operated did not in fact do so or that the threat 
operated in a way opposite to the observed effect and so could not account for the 
effect (e.g., Gastwirth, Krieger, & Rosenbaum, 1994). However, we are cautious 
about using such direct measures of threats in statistical analyses that claim to rule 
out the threat. The technical reasons for this caution are explained in subsequent 
chapters, but they have to do with the need for full knowledge of how a threat op­
erates and for perfect measurement of the threat. The frequent absence of such 
knowledge is why we usually prefer design over statistical control, though in prac­
tice most studies will achieve a mix of both. We want to tilt the mix more in the 
design direction, and to this end this book features a large variety of practical de­
sign elements that, in different real-world circumstances, can aid in causal infer­
ence while limiting the need for statistical adjustment. . 

In doing all this, the experimenter must remember that ruling out threats to va­
lidity is a falsificationist enterprise, subject to all the criticisms of falsificationism that 
we outlined in Chapter 1. For example, ruling out plausible threats to validity in ex­
periments depends on knowing the relevant threats. However, this knowledge de­
pends on the quality of the relevant methodological and substantive theories avail­
able and on the extent of background information available from experience with the 
topic on hand. It also depends on the existence of a widely accepted theory of "plau­
sibility," so that we know which of the many possible threats are plausible in this par­
ticular context. Without such a theory, most researchers rely on their own all-too­
fallible judgment (Mark, 1986; Rindskopf, 2000). And it depends on measuring the 
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threats in unbiased ways that do not include the theories, wishes, expectations, 
hopes, or category systems of the observers. So the process of ruling out threats to 
validity exemplifies the fallible falsificationism that we described in Chapter 1. 

STATISTICAL CONCLUSION VALIDITY 

Statistical conclusion validity concerns two related statistical inferences that affect 
the co variation component of causal inferences: 7 

( 1) whether the presumed cause and 
effect covary and (2) how strongly they covary. For the first of these inferences, we 
can incorrectly conclude that cause and effect covary when they do not (a Type I 
error) or incorrectly conclude that they do not covary when they do (a Type II error). 
For the second inference, we can overestimate or underestimate the magnitude of co­
variation, as well as the degree of confidence that magnitude estimate warrants. In 
this chapter, we restrict ourselves to classical statistical conceptions of covariation 
and its magnitude, even though qualitative analyses of covariation are both plausi­
ble and important. 8 We begin with a brief description of the nature of covariation 
statistics and then discuss the specific threats to those inferences. 

Reporting Results of Statistical Tests of Covariation 

The most widely used way of addressing whether cause and effect covary is null 
hypothesis significance testing (NHST). An example is that of an experimenter 
who computes at-test on treatment and comparison group means at posttest, with 
the usual null hypothesis being that the difference between the population means 
from which these samples were drawn is zero.9 A test of this hypothesis is typi­
cally accompanied by a statement of the probability that a difference of the size 
obtained (or larger) would have occurred by chance (e.g., p = .036) in a popula-

7. We use covariation and correlation interchangeably, the latter being a standardized version of the former. The 
distinction can be important for other purposes, however, such as when we model explanatory processes in 
Chapter 12. 

8. Qualitative researchers often make inferences about covariation based on their observations, as when they talk 
about how one thing seems related to another. We can think about threats to the validity of those inferences, too. 
Psychological theory about biases in covariation judgments might have much to offer to this program (e.g., 
Crocker, 1981; Faust, 1984), as with the "illusory correlation" bias in clinical psychology (Chapman & Chapman, 
1969). But we do not know all or most of these threats to qualitative inferences about covariation; and some we 
know have been seriously criticized (e.g., Gigerenzer, 1996) because they seem to operate mostly with individuals' 
first reactions. Outlining threats to qualitative covariation inferences is a task best left to qualitative researchers 
whose contextual familiarity with such work makes them better suited to the task than we are. 

9. Cohen (1994) suggests calling this zero-difference hypothesis the "nil" hypothesis to emphasize that the 
hypothesis of zero difference is not the only possible hypothesis to be nullified. We discuss other possible null 
hypotheses shortly. Traditionally, the opposite of the null hypothesis has been called the alternative hypothesis, for 
example, that the difference between group means is not zero. 
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tion in which no between-group difference exists. Following a tradition first sug­
gested by Fisher (1926, p. 504), it has unfortunately become customary to de­
scribe this result dichotomously-as statistically significant if p < .05 or as non­
significant otherwise. Because the implication of nonsignificance is that a cause 
and effect do not covary-a conclusion that can be wrong and have serious 
consequences-threats to statistical conclusion validity are partly about why are­
searcher might be wrong in claiming not to find a significant effect using NHST. 

However, problems with this kind of NHST have been known for decades 
(Meehl, 1967, 1978; Rozeboom, 1960), and the debate has intensified recently 
(Abelson, 1997; Cohen, 1994; Estes, 1997; Frick, 1996; Harlow, Mulaik, & 
Steiger, 1997; Harris, 1997; Hunter, 1977; Nickerson, 2000; Scarr, 1997; 
Schmidt, 1996; Shrout, 1997; Thompson, 1993 ). Some critics even want to re­
place NHST totally with other options (Hunter, 1997; Schmidt, 1996). The argu­
ments are beyond the scope of this text, but primarily they reduce to two: (1) sci­
entists routinely misunderstand NHST, believing that p describes the chances that 
the null hypothesis is true or that the experiment would replicate (Greenwald, 
Gonzalez, Harris, & Guthrie, 1996); and (2) NHST tells us little about the size of 
an effect. Indeed, some scientists wrongly think that nonsignificance implies a zero 
effect when it is more often true that such effect sizes are different from zero (e.g., 
Lipsey & Wilson, 1993). 

This is why most parties to the debate about statistical significance tests pre­
fer reporting results as effect sizes bounded by confidence intervals, and even the 
advocates of NHST believe it should play a less prominent role in describing ex­
perimental results. But few parties to the debate believe that NHST should be 
banned outright (e.g., Howard, Maxwell, & Fleming, 2000; Kirk, 1996). It can 
still be useful for understanding the role that chance may play in our findings 
(Krantz, 1999; Nickerson, 2000). So we prefer to see results reported first as ef­
fect size estimates accompanied by 95% confidence intervals, followed by the ex­
act probability level of a Type I error from a NHST. 10 This is feasible for any fo­
cused comparison between two conditions (e.g., treatment versus control); 
Rosenthal and Rubin (1994) suggest methods for contrasts involving more than 
two conditions. 

The effect size and 9 5% confidence interval contain all the information pro­
vided by traditional NHST but focus attention on the magnitude of covariation 
and the precision of the effect size estimate; for example, "the 95% confidence in­
terval of 6 ± 2 shows more precision than the 9 5% confidence interval of 6 ± 5" 

10. The American Psychological Association's Task Force on Statistical Inference concluded, "It is hard to imagine 
a situation in which a dichotomous accept-reject decision is better than reporting an actual p value or, better still, a 
confidence interval . ... Always provide some effect-size estimate when reporting a p value . ... Interval estimates 
should be given for any effect sizes involving principal outcomes" (Wilkinson and the Task Force on Statistical 
Inference, 1999, p. 599). Cohen (1994) suggests reporting "confidence curves" (Birnbaum, 1961) from which can 
be read all confidence intervals from 50% to 100% so that just one confidence interval need not be chosen; a 
computer program for generating these curves is available (Borenstein, Cohen, & Rothstein, in press). 
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(Frick, 1996, p. 383 ). Confidence intervals also help to distinguish between situ­
ations of low statistical power, and hence wide confidence intervals, and situations 
with precise but small effect sizes-situations that have quite different implica­
tions. Reporting the preceding statistics would also decrease current dependence 
on speciously precise point estimates, replacing them with more realistic ranges 
that better reflect uncertainty even though they may complicate public communi­
cation. Thus the statement "the average increase in income was $1,000 per year" 
would be complemented by "the likely outcome is an average increase ranging be­
tween $400 and $1600 per year." 

In the classic interpretation, exact Type I probability levels tell us the proba­
bility that the results that were observed in the experiment could have been ob­
tained by chance from a population in which the null hypothesis is true (Cohen, 
1994). In this sense, NHST provides some information that the results could have 
arisen due to chance-perhaps not the most interesting hypothesis but one about 
which it has become customary to provide the reader with information. A more 
interesting interpretation (Frick, 1996; Harris, 1997; Tukey, 1991) is that the 
probability level tells us about the confidence we can have in deciding among three 
claims: (1) the sign of the effect in the population is positive (Treatment A did bet­
ter than Treatment B); (2) the sign is negative (Treatment B did better than Treat­
ment A); or (3) the sign is uncertain. The smaller the p value, the less likely it is 
that our conclusion about the sign of the population effect is wrong; and if p > 
.05 (or, equivalently, if the confidence interval contains zero), then our conclusion 
about the sign of the effect is too close to call. 

In any case, whatever interpretation of the p value from NHST one prefers, 
all this discourages the overly simplistic conclusion that either "there is an effect" 
or "there is no effect." We believe that traditional NHST will play an increasingly 
small role in social science, though no new approach will be perfect.U As Abel­
son recently said: 

Whatever else is done about null-hypothesis tests, let us stop viewing statistical analy­
sis as a sanctification process. We are awash in a sea of uncertainty, caused by a flood 
tide of sampling and measurement errors, and there are no objective procedures that 
avoid human judgment and guarantee correct interpretations of results. (1997, p. 13) 

11. An alternative (more accurately, a complement) to both NHST and reporting effect sizes with confidence 
intervals is the use of Bayesian statistics (Etzioni & Kadane, 1995; Howard et al., 2000). Rather than simply accept 
or reject the null hypothesis, Bayesian approaches use the results from a study to update existing knowledge on an 
ongoing basis, either prospectively by specifying expectations about study outcomes before the study begins (called 
prior probabilities) or retrospectively by adding results from an experiment to an existing corpus of experiments 
that has already been analyzed with Bayesian methods to update results. The latter is very close to random effects 
meta-analytic procedures (Hedges, 1998) that we cover in Chapter 13. Until recently, Bayesian statistics have been 
used sparingly, partly because of ambiguity about how prior probabilities should be obtained and partly because 
Bayesian methods were computationally intensive with few computer programs to implement them. The latter 
objection is rapidly dissipating as more powerful computers and acceptable programs are developed (Thomas, 
Spiegelhalter, & Gilks, 1992), and the former is beginning to be addressed in useful ways (Howard et al., 2000). We 
expect to see increasing use of Bayesian statistics in the next few decades, and as their use becomes more frequent, · 
we will undoubtedly find threats to the validity of them that we do not yet include here. 

--
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TABLE 2.2 Threats to Statistical Conclusion Validity: Reasons Why Inferences About 
Covariation Between Two Variables May Be Incorrect 

1. Low Statistical Power: An insufficiently powered experiment may incorrectly conclude that 
the relationship between treatment and outcome is not significant. 

2. Violated Assumptions of Statistical Tests: Violations of statistical test assumptions can lead to 
either overestimating or underestimating the size and significance of an effect. 

3. Fishing and the Error Rate Problem: Repeated tests for significant relationships, if 
uncorrected for the number of tests, can artifactually inflate statistical significance. 

4. Unreliability of Measures: Measurement error weakens the relationship between two 
variables and strengthens or weakens the relationships among three or more variables. 

5. Restriction of Range: Reduced range on a variable usually weakens the relationship between 
it and another variable. 

6. Unreliability of Treatment Implementation: If a treatment that is intended to be implemented 
in a standardized manner is implemented only partially for some respondents, effects may be 
underestimated compared with full implementation. 

7. Extraneous Variance in the Experimental Setting: Some features of an experimental setting 
may inflate error, making detection of an effect more difficult. 

8. Heterogeneity of Units: Increased variability on the outcome variable within conditions 
increases error variance, making detection of a relationship more difficult. 

9. Inaccurate Effect Size Estimation: Some statistics systematically overestimate or 
underestimate the size of an effect. 

Threats to Statistical Conclusion Validity 

Table 2.2 presents a list of threats to statistical conclusion validity, that is, reasons 
why researchers may be wrong in drawing valid inferences about the existence and 
size of covariation between two variables. 

Low Statistical Power 

Power refers to the ability of a test to detect relationships that exist in the popula­
tion, and it is conventionally defined as the probability that a statistical test will re­
ject the null hypothesis when it is false (Cohen, 1988; Lipsey, 1990; Maxwell & 
Delaney, 1990). When a study has low power, effect size estimates will be less pre­
cise (have wider confidence intervals), and traditional NHST may incorrectly con­
clude that cause and effect do not covary. Simple computer programs can calculate 
power if we know or can estimate the sample size, the Type I and Type II error rates, 
and the effect sizes (Borenstein & Cohen, 1988; Dennis, Lennox, & Foss, 1997; 
Hintze, 1996; Thomas & Krebs, 1997). In social science practice, Type I error rates 
are usually set at a = .05, although good reasons often exist to deviate from this 
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(Makuch & Simon, 1978)-for example, when testing a new drug for harmful side 
effects, a higher Type I error rate might be fitting (e.g., u = .20). It is also common 
to set the Type II error rate (~) at .20, and power is then 1 - ~ = .80. The target 
effect size is often inferred from what is judged to be a practically important or the­
oretically meaningful effect (Cohen, 1996; Lipsey, 1990), and the standard devia­
tion needed to compute effect sizes is usually taken from past research or pilot 
work. If the power is too low for detecting an effect of the specified size, steps can 
be taken to increase power. Given the central importance of power in practical ex­
perimental design, Table 2.3 summarizes the many factors that affect power that 
will be discussed in this book and provides comments about such matters as their 
feasibility, application, exceptions to their use, and disadvantages. 

TABLE 2.3 Methods to Increase Power 

Method 

Use matching, stratifying, blocking 

Measure and correct for covariates 

Use larger sample sizes 

Use equal cell sample sizes 

Comments 

1. Be sure the variable used for matching, 
stratifying, or blocking is correlated with 
outcome (Maxwell, 1993), or use a variable on 
which subanalyses are planned. 

2. If the number of units is small, power can 
decrease when matching is used (Gail et al., 
1996). 

1. Measure covariates correlated with 
outcome and adjust for them in statistical 
analysis (Maxwell, 1993). 

2. Consider cost and power tradeoffs between 
adding covariates and increasing sample size 
(Allison, 1995; Allison et al., 1997). 

3. Choose covariates that are nonredundant with 
other covariates (McClelland, 2000). 

4. Use covariance to analyze variables used for 
blocking, matching, or stratifying. 

1. If the number of treatment participants is fixed, 
increase the number of control participants. 

2. If the budget is fixed and treatment is more 
expensive than control, compute optimal 
distribution of resources for power (Orr, 1999). 

3. With a fixed total sample size in which 
aggregates are assigned to conditions, increase 
the number of aggregates and decrease the 
number of units within aggregates. 

1. Unequal cell splits do not affect power greatly 
until they exceed 2:1 splits (Pocock, 1983). 

2. For some effects, unequal sample size splits can 
be more powerful (McClelland, 1997). 
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Method 

Improve measurement 
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Comments 

1. Increase measurement reliability or use latent 
variable modeling. 

2. Eliminate unnecessary restriction of range (e.g., 
rarely dichotomize continuous variables). 

3. Allocate more resources to posttest than to 
pretest measurement (Maxwell, 1994). 

4. Add additional waves of measurement (Maxwell, 
1998). 

5. Avoid floor or ceiling effects. 

Increase the strength of treatment 1. Increase dose differential between conditions. 
2. Reduce diffusion over conditions. 
3. Ensure reliable treatment delivery, receipt, and 

adherence. 

Increase the variability of treatment 1 . Extend the range of levels of treatment that are 

Use a within-participants design 

Use homogenous participants 
selected to be responsive to 
treatment 

Reduce random setting irrelevancies 

Ensure that powerful statistical 
tests are used and their 
assumptions are met 

tested (McClelland, 2000). 
2. In some cases, oversample from extreme levels of 

treatment (McClelland, 1997). 

1. Less feasible outside laboratory settings. 
2. Subject to fatigue, practice, contamination effects. 

1. Can compromise generalizability. 

1. Can compromise some kinds of generalizability. 

1. Failure to meet test assumptions sometimes 
increases power (e.g., treating dependent units 
as independent), so you must know the 
relationship between assumption and power. 

2. Transforming data to meet normality 
assumptions can improve power even though it 
may not affect Type I error rates much 
(McClelland, 2000). 

3. Consider alternative statistical methods (e.g., 
Wilcox, 1996). 

To judge from reviews, low power occurs frequently in experiments. For in­
stance, Kazdin and Bass (1989) found that most psychotherapy outcome studies 
comparing two treatments had very low power (see also Freiman, Chalmers, 
Smith, & Kuebler, 1978; Lipsey, 1990; Sedlmeier & Gigerenzer, 1989). So low 
power is a major cause of false null conclusions in individual studies. But when ef­
fects are small, it is frequently impossible to increase power sufficiently using the 
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methods in Table 2.3. This is one reason why the synthesis of many studies (see 
Chapter 13) is now so routinely advocated as a path to more powerful tests of 
small effects. 

Violated Assumptions of the Test Statistics 

Inferences about covariation may be inaccurate if the assumptions of a statistical 
test are violated. Some assumptions can be violated with relative impunity. For in­
stance, a two-tailed t-test is reasonably robust to violations of normality if group 
sample sizes are large and about equal and only Type I error is at issue (Judd, 
McClelland, & Culhane, 1995; but for Type II error, see Wilcox, 1995). However, 
violations of other assumptions are more serious. For instance, inferences about 
covariation may be inaccurate if observations are not independent-for example, 
children in the same classroom may be more related to each other than randomly 
selected children are; patients in the same physician's practice or workers in the 
same workplace may be more similar to each other than randomly selected indi­
viduals are.12 This threat occurs often and violates the assumption of independ­
ently distributed errors. It can introduce severe bias to the estimation of standard 
errors, the exact effects of which depend on the design and the kind of dependence 
(Judd et al., 1995). In the most common case of units nested within aggregates 
(e.g., children in some schools get one treatment and children in other schools get 
the comparison condition), the bias is to increase the Type I error rate dramati­
cally so that researchers will conclude that there is a "significant" treatment dif­
ference far more often than they should. Fortunately, recent years have seen the 
development of relevant statistical remedies and accompanying computer pro­
grams (Bryk & Raudenbush, 1992; Bryk, Raudenbush, & Congdon, 1996; 
DeLeeuw & Kreft, 1986; Goldstein, 1987). 

Fishing and the Error Rate Problem 

An inference about covariation may be inaccurate if it results from fishing through 
the data set to find a "significant" effect under NHST or to pursue leads suggested 
by the data themselves, and this inaccuracy can also occur when multiple investi­
gators reanalyze the same data set (Denton, 1985). When the Type I error rate for 
a single test is a = .05, the error rate for a set of tests is quite different and in­
creases with more tests. If three tests are done with a nominal a = .05, then the 
actual alpha (or the probability of making a Type I error over all three tests) is 
.143; with twenty tests it is .642; and with fifty tests it is .923 (Maxwell & De­
laney, 1990). Especially if only a subset of results are reported (e.g., only the sig­
nificant ones), the research conclusions can be misleading. 

12. Violations of this assumption used to be called the "unit of analysis" problem; we discuss this problem in far 
more detail in Chapter 8. 
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The simplest corrective procedure is the very conservative Bonferroni correc­
tion, which divides the overall target Type I error rate for a set (e.g., a = .05) by 
the number of tests in the set and then uses the resulting Bonferroni-corrected a in 
all individual tests. This ensures that the error rate over all tests will not exceed the 
nominal a = .05. Other corrections include the use of conservative multiple com­
parison follow-up tests in analysis of variance (ANOVA) or the use of a multivari­
ate AN OVA if multiple dependent variables are tested (Maxwell & Delaney, 1990). 
Some critics of NHST discourage such corrections, arguing that we already tend to 
overlook small effects and that conservative corrections make this even more likely. 
They argue that reporting effect sizes, confidence intervals, and exact p values shifts 
the emphasis from "significant-nonsignificant" decisions toward confidence about 
the likely sign and size of the effect. Other critics argue that if results are reported 
for all statistical tests, then readers can assess for themselves the chances of spuri­
ously "significant" results by inspection (Greenwald et al., 1996). However, it is 
unlikely that complete reporting will occur because of limited publication space 
and the tendency of authors to limit reports to the subset of results that tell an in­
teresting story. So in most applications, fishing will still lead researchers to have 
more confidence in associations between variables than they should. 

Unreliability of Measures 

A conclusion about covariation may be inaccurate if either variable is measured 
unreliably (Nunnally & Bernstein, 1994). Unreliability always attenuates bivari­
ate relationships. When relationships involve three or more variables, the effects 
of unreliability are less predictable. Maxwell and Delaney (1990) showed that un­
reliability of a covariate in an analysis of covariance can produce significant treat­
ment effects when the true effect is zero or produce zero effects in the presence of 
true effects. Similarly, Rogosa (1980) showed that the effects of unreliability in 
certain correlational designs depended on the pattern of relationships among vari­
ables and the differential reliability of the variables, so that nearly any effect or 
null effect could be found no matter what the true effect might be. Special relia­
bility issues arise in longitudinal studies that assess rates of change, acceleration, 
or other features of development (Willett, 1988). So reliability should be assessed 
and reported for each measure. Remedies for unreliability include increasing the 
number of measurements (e.g., using more items or more raters), improving the 
quality of measures (e.g., better items, better training of raters), using special kinds 
of growth curve analyses (Willett, 1988), and using techniques like latent variable 
modeling of several observed measures to parcel out true score from error vari­
ance (Bentler, 1995). 

Restriction of Range 

Sometimes variables are restricted to a narrow range; for instance, in experiments 
two highly similar treatments might be compared or the outcome may have only 
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two values or be subject to floor or ceiling effects. This restriction also lowers 
power and attenuates bivariate relations. Restriction on the independent variable 
can be decreased by, for example, studying distinctly different treatment doses or 
even full-dose treatment versus no treatment. This is especially valuable early in a 
research program when it is important to test whether large effects can be found 
under circumstances most favorable to its emergence. Dependent variables are re­
stricted by floor effects when all respondents cluster near the lowest possible 
score, as when most respondents score normally on a scale measuring pathologi­
cal levels of depression, and by ceiling effects when all respondents cluster near 
the highest score, as when a study is limited to the most talented students. When 
continuous measures are dichotomized (or trichotomized, etc.), range is again re­
stricted, as when a researcher uses the median weight of a sample to create high­
and low-weight groups. In general, such splits should be avoided. 13 Pilot testing 
measures and selection procedures help detect range restriction, and item response 
theory analyses can help to correct the problem if a suitable calibration sample is 
available (Hambleton, Swaminathan, & Rogers, 1991; Lord, 1980). 

Unreliability of Treatment Implementation 

Conclusions about covariation will be affected if treatment is implemented in­
consistently 'from site to site or from person to person within sites (Boruch & 
Gomez, 1977; Cook, Habib, Philips, Settersten, Shagle, & Degirmencioglu, 1999; 
Lipsey, 1990). This threat is pervasive in field experiments, in which controlling 
the treatment is less feasible than in the laboratory. Lack of standardized imple­
mentation is commonly thought to decrease an effect size, requiring more atten­
tion to other design features that increase power, such as sample size. However, 
some authors note that variable implementation may reflect a tailoring of the in­
tervention to the recipient in order to increase its effects (Scott & Sechrest, 1989; 
Sechrest, West, Phillips, Redner, & Yeaton, 1979; Yeaton & Sechrest, 1981). Fur­
ther, lack ofstandardization is also not a problem if the desired inference is to a 
treatment that is supposed to differ widely across units. Indeed, a lack of stan­
dardization is intrinsic to some real-world interventions. Thus, in studies of the 
Comprehensive Child Development Program (Goodson, Layzer, St. Pierre, Bern­
stein & Lopez, 2000) and Early Head Start (Kisker & Love, 1999), poor parents 
of young children were provided with different packages of services depending on 
the varying nature of their needs. Thus some combinations of job training, formal 
education, parent training, counseling, or emergency housing might be needed, 
creating a very heterogeneous treatment across the families studied. In all these 
cases, however, efforts should be made to measure the components of the treat­
ment package and to explore how the various components are related to changes 

13. Counterintuitively, Maxwell and Delaney (1990) showed that dichotomizing two continuous independent 
variables to create a factorial ANOVA design can sometimes increase power (by increasing Type I error rate). 
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in outcomes. Because this issue is so important, in Chapters 10 and 12 we discuss 
methods for improving, measuring, and analyzing treatment implementation that 
help reduce this threat. 

Extraneous Variance in the Experimental Setting 

Conclusions about covariation can be inaccurate if features of an experimental 
setting artifactually inflate error. Examples include distracting noises, fluctuations 
in temperature due to faulty heating/cooling systems, or frequent fiscal or admin­
istrative changes that distract practitioners. A solution is to control these factors 
or to choose experimental procedures that force respondents' attention on the 
treatment or that lower environmental salience. But in many field settings, these 
suggestions are impossible to implement fully. This situation entails the need to 
measure those sources of extraneous variance that cannot otherwise be reduced, 
using them later in the statistical analysis. Early qualitative monitoring of the ex­
periment will help suggest what these variables might be. 

Heterogeneity of Units (Respondents) 

The more the units in a study are heterogeneous within conditions on an outcome 
variable, the greater will be the standard deviations on that variable (and on any 
others correlated with it). Other things being equal, this heterogeneity will obscure 
systematic covariation between treatment and outcome. Error also increases when 
researchers fail to specify respondent characteristics that interact with a cause­
and-effect relationship, as in the case of some forms of depression that respond 
better to a psychotherapeutic treatment than others. Unless they are specifically 
measured and modeled, these interactions will be part of error, obscuring system­
atic covariation. A solution is to sample respondents who are homogenous on 
characteristics correlated with major outcomes. However, such selection may re­
duce external validity and can cause restriction of range if it is not carefully mon­
itored. Sometimes a better solution is to measure relevant respondent characteris­
tics and use them for blocking or as covariates. Also, within-participant designs 
can be used in which the extent of the advantage depends on the size of the cor­
relation between pre- and posttest scores. 

Inaccurate Effect Size Estimation 
'' 

Covariance estimates can be inaccurate when the size of the effect is measured 
poorly. For example, when outliers cause a distribution to depart even a little from 
normality, this can dramatically decrease effect sizes (Wilcox, 1995). Wilcox (in 
press) suggests alternative effect size estimation methods for such data (along with 
Minitab computer programs), though they may not fit well with standard statis­
tical techniques. Also, analyzing dichotomous outcomes with effect size measures 
designed for continuous variables (i.e., the correlation coefficient or standardized 
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mean difference statistic) will usually underestimate effect size; odds ratios are 
usually a better choice (Fleiss, 1981, p. 60). Effect size estimates are also implicit 
in common statistical tests. For example, if an ordinary t-test is computed on a di­
chotomous outcome,' it implicitly uses the standardized mean difference statistic 
and will have lower power. As researchers increasingly report effect size and con­
fidence intervals, more causes of inaccurate effect size estimation will undoubtedly 
be found. 

The Problem of Accepting the Null Hypothesis 

Although we hope to discourage researchers from describing a failure to reject the 
null hypothesis as "no effect," there are circumstances in which they must con­
sider such a conclusion. One circumstance is that in which the true hypothesis of 
interest is a no-effect one, for example, that a new treatment does as well as the 
accepted standard, that a feared side effect does not occur (Makuch & Simon, 
1978), that extrasensory perception experiments have no effect (Rosenthal, 
1986), or that the result of a first coin toss has no relationship to the result of a 
second if the coin is fair (Frick, 1996). Another is that in which a series of exper­
iments yields results that are all "too close to call," leading the experimenter to 
wonder whether to continue to investigate the treatment. A third is the case in 
which the analyst wants to show that groups do not differ on various threats to 
validity, as when group equivalence on pretests is examined for selection bias 
(Yeaton & Sechrest, 1986). Each of these situations requires testing whether the 
obtained covariation can be reliably distinguished from zero. However, it is very 
hard to prove that covariation is exactly zero because power theory suggests that, 
even when an effect is very small, larger sample sizes, more reliable measures, bet­
ter treatment implementation, or more accurate statistics might distinguish it from 
zero. From this emerges the maxim that we cannot prove the null hypothesis 
(Frick, 1995). 

To cope with situations such as these, the first thing to do is to maximize 
power so as to avoid "too close to call" conclusions. Table 2.3 listed many ways 
in which this can be done, though each differs in its feasibility for any given study 
and some may not be desirable if they conflict with other goals of the experiment. 
Nonetheless, examining studies against these power criteria will often reveal 
whether it is desirable and practical to conduct new experiments with more pow­
erful designs. 

A second thing to do is to pay particular attention to identifying the size of an 
effect worth pursuing, for example, the maximum acceptable harm or the smallest 
effect that makes a practical difference (Fowler, 1985; Prentice & Miller, 1992; 
Rouanet, 1996; Serlin & Lapsley, 1993). Aschenfelter's (1978) study of the effects of 
manpower training programs on subsequent earnings estimated that an increase in 
earnings of $200 would be adequate for declaring the program a success. He could 
then use power analysis to ensure a sufficient sample to detect this effect. However, 
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specifying such an effect size is a political act, because a reference point is then cre­
ated against which an innovation can be evaluated. Thus, even if an innovation has 
a partial effect, it may not be given credit for this if the promised effect size has not 
been achieved. Hence managers of educational programs learn to assert, "We want 
to increase achievement" rather than stating, "We want to increase achievement by 
two years for every year of teaching." However, even when such factors mitigate 
against specifying a minimally acceptable effect size, presenting the absolute magni­
tude of an obtained treatment effect allows readers to infer for themselves whether 
an effect is so small as to be practically unimportant or whether a nonsignificant ef­
fect is so large as to merit further research with more powerful analyses. 

Third, if the hypothesis concerns the equivalency of two treatments, biosta­
tisticians have developed equivalency testing techniques that could. be used in 
place of traditional NHST. These methods test whether an observed effect falls 
into a range that the researcher judges to be equivalent for practical purposes, even 
if the difference between treatments is not zero (Erbland, Deupree, & Niewoehner, 
1999; Rogers, Howard, & Vessey, 1993; Westlake, 1988). 

A fourth option is to use quasi-experimental analyses to see if larger effects 
can be located under some important conditions-for example, subtypes of par­
ticipants who respond to treatment more strongly or naturally occurring dosage 
variations that are larger than average in an experiment. Caution is required in in­
terpreting such results because of the risk of capitalizing on chance and because 
individuals will often have self-selected themselves into treatments differentially. 
Nonetheless, if sophisticated quasi-experimental analyses fail to show minimally 
interesting covariation between treatment and outcome measures, then the ana­
lyst's confidence that the effect is too small to pursue increases. 

INTERNAL VALIDITY 

We use the term internal validity to refer to inferences about whether observed co­
variation between A and B reflects a causal relationship from A toBin the form 
in which the variables were manipulated or measured. To support such an infer­
ence, the researcher must show that A preceded B in time, that A covaries with B 
(already covered under statistical conclusion validity) and that no other explana­
tions for the relationship are plausible. The first problem is easily solved in ex­
periments because they force the manipulation of A to come before the measure­
ment of B. However, causal order is a real problem in nonexperimental research, 
especially in cross-sectional work. 

Although the term internal validity has been widely adopted in the social sci­
ences, some of its uses are not faithful to the concept as first described by Camp­
bell (1957). Internal validity was not about reproducibility (Cronbach, 1982), nor 
inferences to the target population (Kleinbaum, Kupper, & Morgenstern, 1982), 
nor measurement validity (Menard, 1991), nor whether researchers measure what 
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they think they measure (Goetz & LeCompte, 1984). To reduce such misunder­
standings, Campbell (1986) proposed relabeling internal validity as local molar 
causal validity, a relabeling that is instructive to explicate even though it is so cum­
bersome that we will not use it, sticking with the older but more memorable and 
widely accepted term (internal validity). 

The word causal in local molar causal validity emphasizes that internal valid­
ity is about causal inferences, not about other types of inference that social scien­
tists make. The word local emphasizes that causal conclusions are limited to the 
context of the particular treatments, outcomes, times, settings, and persons stud­
ied. The word molar recognizes that experiments test treatments that are a com­
plex packag~}:onsisting of many components, all of which are tested as a whole 
within the treatment condition. Psychotherapy, for example, consists of different 
verbal interventions used at different times for different purposes. There are also 
nonverbal cues both common to human interactions and specific to provider­
client relationships. Then there is the professional placebo provided by promi­
nently displayed graduate degrees and office suites modeled on medical prece­
dents, financial arrangements for reimbursing therapists privately or through 
insurance, and the physical condition of the psychotherapy room (to name just 
some parts of the package). A client assigned to psychotherapy is assigned to all 
parts of this molar package and others, not just to the part that the researcher may 
intend to test. Thus the causal inference from an experiment is about the effects 
of being assigned to the whole molar package. Of course, experiments can and 
should break down such molar packages into molecular parts that can be tested 
individually or against each other. But even those molecular parts are packages 
consisting of many components. Understood as local molar causal validity, inter­
nal validity is about whether a complex and inevitably multivariate treatment 
package caused a difference in some variable-as-it-was-measured within the par­
ticular setting, time frames, and kinds of units that were sampled in a study. 

Threats to Internal Validity 

In what may' be the most widely accepted analysis of causation in philosophy, 
Mackie (1974) stated: "Typically, we infer from an effect to a cause (inus condi­
tion) by eliminating other possible causes" (p. 67). Threats to internal validity are 
those other possible causes-reasons to think that the relationship between A and 
B is not cau~al, that it could have occurred even in the absence of the treatment, 
and that it could have led to the same outcomes that were observed for the treat­
ment. We present these threats (Table 2.4) separately even though they are not to­
tally independent. Enough experience with this list has accumulated to suggest 
that it applies to any descriptive molar causal inference, whether generated from 
experiments, correlational studies, observational studies, or case studies. After all, 
validity is not the property of a method; it is a characteristic of knowledge claims 
(Shadish, 1995b)-in this case, claims about causal knowledge. 
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TABLE 2.4 Threats to Internal Validity: Reasons Why Inferences That the Relationship 
Between Two Variables Is Causal May Be Incorrect ' 

1. Ambiguous Temporal Precedence: Lack of clarity about which variable occurred first may 
yield confusion about which variable is the cause and which is the effect. 

2. Selection: Systematic differences over conditions in respondent characteristics that could also 
cause the observed effect. 

3. History: Events occurring concurrently with treatment could cause the observed effect. 

4. Maturation: Naturally occurring changes over time could be confused with a treatment 
effect. 

5. Regression: When units are selected for their extreme scores, they will often have less 
extreme scores on other variables, an occurrence that can be confused with a treatment 
effect. 

6. Attrition: Loss of respondents to treatment or to measurement can produce artifactual 
effects if that loss is systematically correlated with conditions. 

7. Testing: Exposure to a test can affect scores on subsequent exposures to that t~st, an 
occurrence that can be confused with a treatment effect. 

8. Instrumentation: The nature of a measure may change over time or conditions"in a way that 
could be confused with a treatment effect. 

9. Additive and Interactive Effects of Threats to Internal Validity: The impact of a t,hreat can be 
added to that of another threat or may depend on the level of another threat. 

Ambiguous Temporal Precedence 

Cause must precede effect, but sometimes it is unclear whether A precedes B or 
vice versa, especially in correlational studies. But even in correlational

1
studies, one 

direction of causal influence is sometimes implausible (e.g., an increase in heating 
fuel consumption does not cause a decrease in outside temperature). Also, some 
correlational studies are longitudinal and involve data collection at more than one 
time. This permits analyzing as potential causes only those variables that occurred 
before their possible effects. However, the fact that A occurs before B does not jus­
tify claiming that A causes B; other conditions of causation must also be met. 

Some causation is bidirectional (reciprocal), as with the crimiJ;Ial behavior 
that causes incarceration that causes criminal behavior that causes incarceration, 
or with high levels of school performance that generate self-efficacy in a student 
that generates even higher school performance. Most of this book is about testing 
unidirectional causation in experiments. Experiments were created for this pur­
pose precisely because it is known which factor was deliberately manipulated be­
fore another was measured. However, separate experiments can test first whether 
A causes B and second whether B causes A. So experiments are not irrelevant to 
causal reciprocation, though simple experiments are. Other methods for testing 
reciprocal causation are discussed briefly in Chapter 12. 
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Selection 

Sometimes, at the start of an experiment, the average person receiving one exper­
imental condition already differs from the average person receiving another con­
dition. This difference might account for any result after the experiment ends that 
the analysts might want to attribute to treatment. Suppose that a compensatory 
education program is given to children whose parents volunteer them and that the 
comparison condition includes only children who were not so volunteered. The 
volunteering parents might also read to their children more, have more books at 
home, or otherwise differ from nonvolunteers in ways that might affect their 
child's achievement. So children in the compensatory education program might do 
better even without the program.14 When properly implemented, random assign­
ment definitionally eliminates such selection bias because randomly formed 
groups differ only by chance. Of course, faulty randomization can introduce se­
lection bias, as can a successfully implemented randomized experiment in which 
subsequent attrition differs by treatment group. Selection is presumed to be per­
vasive in quasi-experiments, given that they are defined as using the structural at­
tributes of experiments but without random assignment. The key feature of selec­
tion b~as is a confounding of treatment effects with population differences. Much 
of this book will be concerned with selection, both when individuals select tht;m­
selves into treatments and when administrators place them in different treatments. 

History 

History refers to all events that occur between the beginning of the treatment and· 
the posttest that could have produced the observed outcome in the absence of 
that treatment. We discussed an example of a history threat earlier in this chap­
ter regarding the evaluation of programs to improve pregnancy outcome in which 
receipt of food stamps was that threat (Shadish & Reis, 1984). In laboratory re­
search, history is controlled by isolating respondents from outside events (e.g., in 
a quiet laboratory) or by choosing dependent variables that could rarely be af­
fected by the world outside (e.g., learning nonsense syllables). However, experi­
mental isolation is rarely available in field research-we cannot and would not 
stop pregnant mothers from receiving food stamps and other external events that 
might improve pregnancy outcomes. Even in field research, though, the plausi­
bility of history can be reduced; for example, by selecting groups from the same 
general location and by ensuring that the schedule for testing is the same in both 
groups (i.e., that one group is not being tested at a very different time than an­
other, such as testing all control participants prior to testing treatment partici­
pants; Murray, 1998). 

14. Though it is common to discuss selection in two-group designs, such selection biases can also occur in single­
group designs when the composition of the group changes over time. 
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Maturation 

Participants in research projects expetience many natural changes that would oc­
cur even in the absence of treatlll,;ep.t, such as growing older, hungrier, wiser, 
stronger, or more experienced. Thbse changes threaten internal validity if they 
could have produced the outcome attributed to the treatment. For example, one 
problem in studying the effects of compensatory education programs sucH as 
Head Start is that normal cognitive development ensures that children improve 
their cognitive perfdrmance over time, a major goal of Head Start. Even in short 
studies such processes are a problem; for example, fatigue can occur quickly in a 
verbal learning experiment and cause a performance decrement. At the commu­
nity level or higher, maturation includes secular trends (Rossi & Freeman, 1989), 
changes that are occurring over time in a community that may affect the outcome. 
For example, if the local economy is growing, employment levels may rise even if 
a program to increase employment has no specific effect. Maturation threats can 
often be reduced by ensuring that all groups are roughly of the same age so that 
their individual maturational status is about the same and by ensuring that they 
are from the same location so that local secular trends are not differentially af­
fecting them (Murray, 1998). 

Regression Artifacts 

Sometimes respondents are sel~cted to receive a treatment because their scores 
were high (or low) on some m~~sure. This often happens in quasi-experiments in 
which treatments are made available either to those with special merits (who are 
often then compared with pebple with lesser inerits) or to those with special needs 
(who are then compared with those with lesser needs). When such extreme scor­
ers are selected, there will be a tendency for them to score less extremely on other 
measures, including a retest on the original measure (Campbell & Kenny, 1999). 
For example, the person who scores highest on the first test in a class is not likely 
to score highest on the second test; and people who come to psychotherapy when 
they are extremely distressed are likely to be less distressed on sul5li~quent occa­
sions, even if psychotherapy had no effect. This phenomenon is often called re­
gression to the mean (Campbell & Stanley, 1963; Furby, 1973; Lord, 1963; Gal­
ton, 1886, called it regressio,n toward mediodlty) and is easily mistaken for a 
treatment effect. The prototypical case is selection of people to reG:eive a treatment 
because they have .extreme pretest scores, in which case those scores will tend to 
be less extreme at posttest. However, regressiQh also occurs "backward" in time. 
That is, when units are s~lected because of ejttreme posttest scores, their pretest 
scores will tend to ;be less extreme; and it occurs on simultaneous measures, as 
when extreme observations on one posttest entail less extreme observations on ~ 
correlated posttest. As a general rulej readers should explore the plausibility of 
this threat in detail whenever respondents are selected (of select themselves) be­
cause they had scores that were higher or lower than average. 
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Regression to the mean occurs because measures are not perfectly correlated 
with each other (Campbell & Kenny, 1999; Nesselroade, Stigler, & Baltes, 1980; 
Rogosa, 1988). Random measurement error is part of the explanation for this im­
perfect correlation. Test theory assumes that every measure has a true score com­
ponent reflecting a true ability, such as depression or capacity to work, plus a ran­
dom error compo~ent t:hat is normally and randomly distributed around the mean 
of the measure. On any given occasion, high scores will tend to have more posi­
tive random error pushing them up, whereas low scores will tend to have mote 
negative random error pulling them down. On the same measure at a later time, 
or on other measures at the same time, the random error is less likely to be so ex­
treme, so the observed score (the same true score plus less extreme random error) 
will be less extreme. So using more reliable measures can help reduce regression. 

However, it will not prevent it, because most variables are imperfectly corre­
lated with each other by their very nature and would be imperfectly correlated 
even if they were perfectly measured (Campbell & Kenny, 1999). For instance, 
both height and weight are nearly perfectly measured; yet in any given sample, the 
tallest person is not always the heaviest, nor is the lightest person always the 
shortest. This, too, is regression to the mean. Even when the same variable is mea­
sured perfectly at tWo different times, a real set of forces can cause an extreme 
score at one of those times; but these forces are unlikely to be maintained over 
time. For example, an adult's weight is usually measured with very little error. 
However, adults who first attend a weight-control clinic are likely to have done so 
because their weight surged after an eating binge on a long business trip exacer­
bated by marital stress; their weight will regress to a lower level as those causal 
factors dissipate even if the weight-control treatment has no effect. But notice that 
in all these cases, the key clue to the possibility of regression artifacts is always 
present-selection based on an extreme score, whether it be the person who 
scored highest on the first test, the person who comes to psychotherapy when most 
distressed, the tallest person, or the person whose weight just reached a new high. 

What should researchers do to detect or reduce statistical regression? If selec­
tion of extreme scorers is a necessary part of the question, the best solution is to 
create a large group of extreme scorers from within which random assignment to 
different treatments then occurs. This unconfounds regression and receipt of treat­
ment so that regression occurs equally for each group. By contrast, the worst sit­
uation occurs when participants are selected into a group based on extreme scores 
on some unreliable variable and that group is then compared with a group selected 
differently. This builds in the very strong likelihood of group differences in re­
gression that can masquerade as a treatment effect (Campbell & Erlebacher, 
1970). In such cases, because regression is most apparent when inspecting stan­
dardized rather than raw scores, diagnostic tests for regression (e.g., Galton 
squeeze diagrams; Campbell & Kenny, 1999) should be done on standardized 
scores. Researchers should also increase the reliability of any selection measure by 
increasing the ?umber of items on it, by averaging it over several time points, or 
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by using a multivariate function of several variables instead of a single variable for 
selection. Another procedure is working with three or more time points; for ex­
ample, making the selection into groups based on the Time 1 measure, imple­
menting the treatment after the Time 2 measure, and then examining change be­
tween Time 2 and Time 3 rather than between Time 1 and Time 3 (Nesselroade 
et al., 1980). 

Regression does not require quantitative analysis to occur. Psychologists 
have identified it as an illusion that occurs in ordinary cognition (Fischhoff, 
1975; Gilovich, 1991; G. Smith, 1997; Tversky & Kahneman, 1974). Psy­
chotherapists have long noted that clients come to therapy when they are more 
distressed than usual and tend to improve over time even without therapy. They 
call this spontaneous remission rather than statistical regression, but it is the 
same phenomenon. The clients' measured progress is partly a movement back to­
ward their stable individual mean as the temporary shock that led them to ther­
apy (a death, a job loss, a shift in the marriage) grows less acute. Similar exam­
ples are those alcoholics who appear for treatment when they have "hit bottom" 
or those schools and businesses that call for outside professional help when 
things are suddenly worse. Many business consultants earn their living by capi­
talizing on regression, avoiding institutions that are stably bad but manage to 
stay in business and concentrating instead on those that have recently had a 
downturn for reasons that are unclear. 

Attrition 

Attrition (sometimes called experimental mortality) refers to the fact that partici­
pants in an experiment sometimes fail to complete the outcome measures. If dif­
ferent kinds of people remain to be measured in one condition versus another, then 
such differences could produce posttest outcome differences even in the absence 
of treatment. Thus, in a randomized experiment comparing family therapy with 
discussion groups for treatment of drug addicts, addicts with the worst prognosis 
tend to drop out of the discussion group more often than out of family therapy. If 
the results of the experiment suggest that family therapy does less well than dis­
cussion groups, this might just reflect differential attrition, by which the worst ad­
dicts stayed in family therapy (Stanton & Shadish, 1997). Similarly, in a longitu­
dinal study of a study-skills treatment, the group of college seniors that eventually 
graduates is only a subset of the incoming freshmen and might be systematically 
different from the initial population, perhaps because they are more persistent or 
more affluent or higher achieving. This then raises the question: Was the final 
grade point average of the senior class higher than that of the freshman class be­
cause of the effects of a treatment or because those who dropped out had lower 
scores initially? Attrition is therefore a special subset of selection bias occurring 
after the treatment is in place. But unlike selection, differential attrition is not con­
trolled by random assignment to conditions. 
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Testing 

Sometimes taking a test once will influence scores when the test is taken again. 
Practice, familiarity, or other forms of reactivity are the relevant mechanisms and 
could be mistaken for treatment effects. For example, weighing someone may 
cause the person to try to lose weight when they otherwise might not have done 
so, or taking a vocabulary pretest may cause someone to look up a novel word 
and so perform better at posttest. On the other hand, many measures are not re­
active in this way. For example, a person could not change his or her height (see 
Webb, Campbell, Schwartz, & Sechrest, 1966, and Webb, Campbell, Schwartz, 
Sechrest, & Grove, 1981, for other examples). Techniques such as item response 
theory sometimes help reduce testing effects by allowing use of different tests that 
are calibrated to yield equivalent ability estimates (Lord, 1980). Sometimes test­
ing effects can be assessed using a Solomon Four Group Design (Braver & Braver, 
1988; Dukes, Ullman, & Stein, 1995; Solomon, 1949), in which some units re­
ceive a pretest and others do not, to see if the pretest causes different treatment ef­
fects. Empirical research suggests that testing effects are sufficiently prevalent to 
be of concern (Willson & Putnam, 1982), although less so in designs in which the 
interval between tests is quite large (Menard, 1991). 

Instrumentation 

A change in a measuring instrument can occur over time even in the absence of 
treatment, mimicking a treatment effect. For example, the spring on a bar press 
might become weaker and easier to push over time, artifactually increasing reac­
tion times; the component stocks of the Dow Jones Industrial Average might have 
changed so that the new index reflects technology more than the old one; and hu­
man observers may become more experienced between pretest and posttest and so 
report more accurate scores at later time points. Instrumentation problems are es­
pecially prevalent in studies of child development, in which the measurement unit 
or scale may not have constant meaning over the age range of interest (Shonkoff 
& Phillips, 2000). Instrumentation differs from testing because the former in­
volves a change in the instrument, the latter a change in the participant. Instru­
mentation changes are particularly important in longitudinal designs, in which the 
way measures are taken may change over time (see Figure 6.7 in Chapter 6) or in 
which the meaning of a variable may change over life stages (Menard, 1991).15 

Methods for investigating these changes are discussed by Cunningham (1991) and 
Horn (1991). Researchers should avoid switching instruments during a study; but 

15. Epidemiologists sometimes call instrumentation changes surveillance bias. 
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if switches are required, the researcher should retain both the old and new items 
(if feasible) to calibrate one against the other (Murray, 1998). 

Additive and Interactive Effects of Threats to Internal Validity 

Validity threats need not operate singly. Several can operate simultaneously. If 
they do, the net bias depends on the direction and magnitude of each individual 
bias plus whether they combine additively or multiplicatively (interactively). In 
the real world of social science practice, it is difficult to estimate the size of such 
net bias. We presume that inaccurate causal inferences are more likely the more 
numerous and powerful are the simultaneously operating validity threats and the 
more homogeneous their direction. For example, a selection-maturation additive 
effect may result when nonequivalent experimental groups formed at the start of 
treatment are also maturing at different rates over time. An illustration might be 
that higher achieving students are more likely to be given National Merit Schol­
arships and also likely to be improving their academic skills at a more rapid rate. 
Both initial high achievement and more rapid achievement growth serve to dou­
bly inflate the perceived effects of National Merit Scholarships. Similarly, a 
selection-history additive effect may result if nonequivalent groups also come 
from different settings and each group experiences a unique local history. A 
selection-instrumentation additive effect might occur if nonequivalent groups 
have different means on a test with unequal intervals along its distribution, as 
would occur if there is a ceiling or floor effect for one group but not for another. 16 

Estimating Internal Validity in Randomized Experiments 
and Quasi-Experiments 

Random assignment eliminates selection bias definitionally, leaving a role only to 
chance differences. It also reduces the plausibility of other threats to internal va­
lidity. Because groups are randomly formed, any initial group differences in mat­
urational rates, in the experience of simultaneous historical events, and in regres­
sion artifacts ought to be due to chance. And so long as the researcher administers 
the same tests in each condition, pretesting effects and instrumentation changes 
should be experienced equally over conditions within the limits of chance. So ran­
dom assignment and treating groups equivalently in such matters as pretesting and 
instrumentation improve internal validity. 

16. Cook and Campbell (1979) previously called these interactive effects; but they are more accurately described 
as additive. Interactions among threats are also possible, including higher order interactions, but describing 
examples of these accurately can be more complex than needed here. 
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Given random assignment, inferential problems about causation arise in only 
two situations. In the first, attrition from the experiment is differential by treat­
ment group, in which case the outcome differences between groups might be due 
to differential attrition rather than to treatment. Techniques have recently been 
advanced for dealing with this problem (e.g., Angrist et al., 1996a), and we review 
them in Chapter 10. In the second circumstance, testing must be different in each 
group, as when the expense or response burden of testing on participants is so high 
that the experimenter decides to administer pretests only to a treatment group that 
is more likely to be cooperative if they are getting, say, a desirable treatment. Ex­
perimenters should monitor a study to detect any differential attrition early and 
to try to correct it before it goes too far, and they should strive to make testing 
procedures as similar as possible across various groups. 

With quasi-experiments, the causal situation is more murky, because differ­
ences between groups will be more systematic than random. So the investigator 
must rely on other options to reduce internal validity threats. The main option is 
to modify a study's design features. For example, regression artifacts can be re­
duced by not selecting treatment units on the basis of extreme and partially unre­
liable scores, provided that this restriction does not trivialize the research ques­
tion. History can be made less plausible to the extent that experimental isolation 
is feasible. Attrition can be reduced using many methods to be detailed in Chap­
ter 10. But it is not always feasible to implement these design features, and doing 
so sometimes subtly changes the nature of the research question. This is why the 
omnibus character of random assignment is so desirable. 

Another option is to make all the threats explicit and then try to rule them out 
one by one. Identifying each threat is always context specific; for example, what 
may count as history in one context (e.g., the introduction of Sesame Street dur­
ing an experiment on compensatory education in the 1970s) may not count as a 
threat at all in another context (e.g., watching Sesame Street is an implausible 
means of reducing unwanted pregnancies). Once identified, the presence of a 
threat can be assessed either quantitatively by measurement or qualitatively by ob­
servation or interview. In both cases, the presumed effect of the threat can then be 
compared with the outcome to see if the direction of the threat's bias is the same 
as that of the observed outcome. If so, the threat may be plausible, as with the ex­
ample of the introduction of Sesame Street helping to improve reading rather than 
a contemporary education program helping to improve it. If not, the threat may 
still be implausible, as in the discovery that the healthiest mothers are more likely 
to drop out of a treatment but that the treatment group still performs better than 
the controls. When the threat is measured quantitatively, it might be addressed by 
state-of-the-art statistical adjustments, though this is problematic because those 
adjustments have not always proven very accurate and because it is not easy to be 
confident that all the context-specific threats to internal validity have been identi­
fied. Thus the task of individually assessing the plausibility of internal validity 
threats is definitely more laborious and less certain than relying on experimental 
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design, randomization in particular but also the many design elements we intro­
duce throughout this book. 

THE RELATIONSHIP BETWEEN INTERNAL VALIDITY 
AND STATISTICAL CONCLUSION VALIDITY 

These two validity types are closely related. Both are primarily concerned with 
study operations (rather than with the constructs those operations reflect) and 
with the relationship between treatment and outcome. Statistical conclusion va­
lidity is concerned with errors in assessing statistic1i covariation, whereas internal 
validity is concerned with causal-reasoning errors. Even when all the statistical 
analyses in a study are impeccable, errors of causal reasoning may still lead to the 
wrong causal conclusion. So statistical covariation does not prove causation. 
Conversely, when a study is properly implemented as a randomized experiment, 
statistical errors can still occur and lead to incorrect judgments about statistical 
significance and misestimated effect sizes. Thus, in quantitative experiments, in­
ternal validity depends substantially on statistical conclusion validity. 

However, experiments need not be quantitative in how either the intervention 
or the outcome are conceived and measured (Lewin, 1935; Lieberson, 1985; 
Mishler, 1990), and some scholars have even argued that the statistical analysis of 
quantitative data is detrimental (e.g., Skinner, 1961). Moreover, examples of qual­
itative experiments abound in the physical sciences (e.g., Drake, 1981; Hi:itking, 
1983; Naylor, 1989; Schaffer, 1989), and there are even some in the so~ial sci­
ences. For instance, Sherif's famous Robber's Cave Experiment (Sherif, Harvey, 
White, Hood, & Sherif, 1961) was mostly qualitative. In that study, boys at a sum­
mer camp were divided into two groups of eleven each. Within-group cohesion 
was fostered for each group separately, and then intergroup conflict was intro­
duced. Finally, conflict was reduced using an intervehtion to facilitate equal sta­
tus cooperation and contact while working on common goals. Much of the data 
in this experiment was qualitative, including the highly citetl effects on the redu.c­
tion of intergroup conflict. In such cases, internal validity no longer depends di­
rectly on statistical conclusion validity, though clearly an assessment that treat­
ment covaried with the effect is still necessary, albeit a qualitative assessment. 

Indeed, given such logic, Campbell (1975) recanted his previous rejection 
(Campbell & Stanley, 1963) of using case studies to investigate c8usal inferences be­
cause the reasoning of causal inference is qualitative and because all the logical re­
quirements for inferring cause apply as much to qualitative as to quantitative work. 
Scriven (1976) has made a similar argument. Although each makes clear that causal 
inferences from case studies are likely to be valid only under limited circumstances 
(e.g., when isolation of the cause from other confounds is feasible), neither believes 
that causation requires quantitatively scaled treatments or outcomes. We agree. 

!I 
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. 1. 

Construct Validity and 

External Validity 

Re·la·tion·ship (d-la'sh~n-sh!p'): n. 1. The condition or fact of being related; 
connection or association. 2. Connection by blood or marriage; kin­
ship. 

Trade·off or Trade-off (trad'of, -of): n. An exchange of one thing in return 
for another, especially relinquishment of one benefit or advantage for 
another regarded as more desirable: "a fundamental trade-off between 
capitalist prosperity and economic security" (David A. Stockman). 

Pri·or-i·ty (pri-or'l-te, -or'-): [Middle English priorite, from Old French from 
Medieval Latin pririts, from Latin prior, first; see prior.] n., pl. 
pri·or·i·ties. 1. Precedence, especially established by order of importance 
or urgency. 2. a. An established right to precedence. b. An authoritative 
rating that establishes such precedence. 3. A preceding or coming earlier 
in time. 4. Something afforded or deserving prior attention. 

I
N THIS chapter, we coi:hinue the consideration of validity by discussing both 
construct and external validity, including threats to each of them. We then end 
with a more general discussion of relationships, tradeoffs, and priorities among 

validity types. 

CONSTRUCT VALIDITY 

A recent report by the National Academy of Sciences on research in early child­
hood development succinctly captured the problems of construct validity: 

In measuring human height (or weight or lung capacity, for example), there is little dis­
agreement about the meaning of the construct being measured, or about the units of 
measurement (e.g., centimeters, grams, cubic centimeters) .... Measuring growth in 
psychological domains (e.g., vocabulary, quantitative reasoning, verbal memory, 
hand-eye coordination, self-regulation) is more problematic. Disagreement is rriore 
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likely to arise about the definition of the constructs to be assessed. This occurs, in part, 
because there are often no natural units of measurement (i.e., nothing comparable to 
the use of inches when measuring height). (Shonkoff & Phillips, 2000, pp. 82-83) 

Here we see the twin problems of construct validity-understanding constructs 
and assessing them. In this chapter, we elaborate on how these problems occur in 
characterizing and measuring the persons, settings, treatments, and outcomes 
used in an experiment. 

Scientists do empirical studies with specific instances of units, treatments, ob­
servations, and settings; but these instances are often of interest only because they 
can be defended as measures of general constructs. Construct validity involves 
making inferences from the sampling particulars of a study to the higher-order 
constructs they represent. Regarding the persons studied, for example, an econo­
mist may be interested in the construct of unemployed, disadvantaged workers; 
but the sample of persons actually studied may be those who have had family in­
come below the poverty level for 6 months before the experiment begins or who 
participate in government welfare or food stamp programs. The economist in­
tends the match between construct and operations to be close, but sometimes dis­
crepancies occur-in one study, some highly skilled workers who only recently 
lost their jobs met the preceding criteria and so were included in the study, despite 
not really being disadvantaged in the intended sense (Heckman, Ichimura, & 
Todd, 1997), Similar examples apply to the treatments, outcomes, and settings 
studied. Psychotherapists are rarely concerned only with answers to the 21 items 
on the Beck Depression Inventory; rather, they want to know if their clients are 
depressed. When agricultural economists study farming methods in the foothills 
of the Atlas Mountains in Morocco, they are frequently interested in arid agricul­
ture in poor countries. When physicians study 5-year mortality rates among can­
cer patients, they are interested in the more general concept of survival. 

As these examples show, research cannot be done without using constructs. As 
Albert Einstein once said, "Thinking without the positing of categories and concepts 
in general would be as impossible as breathing in a vacuum" (Einstein, 1949, 
pp. 673-674). Construct validity is important for three other reasons, as well. First, 
constructs are the central m~ans we have for connecting the operations used in an 
experiment to pertinent the:pry and to the language communities that will use the 
results to inform practical action. To the extent that experiments contain construct 
errors, they risk misleading both theory and practice. Second, construct labels often 
carry social, political, and economic implications (Hopson, 2000). They shape per­
ceptions, frame debates, and elicit support and criticism. Consider, for example, the 
radical disagreements that stakeholders have about the label of a "hostile work en­
vironment" in sexual or racial harassment litigation, disagreements about what that 
construct means, how it should be measured, and whether it applies in any given 
setting. Third, the creation and defense of basic constructs is a fundamental task of 
all science. Examples from the physical sciences include "the development of the pe­
riodic table of elements, the identification of the composition of water, the laying 



~-

66 I 3. CONSTRUCT VALIDITY AND EXTERNAL VALIDITY 

out of different genera and species of plants and animals, and the discovery of the 
structure of genes" (Mark, 2000, p. 150)-though such taxonomic work is consid­
erably more difficult in the sociai sciences, for reasons which we now discuss. 

Why Construc:;t Inferences Are a Problem 

The naming of things is a key problem in all science, for names reflect category 
memberships that'themselves have implications about relationships to other con­
cepts, theories, and uses. This is true even for seemingly simple labeling problems. 
For example, a recent newspaper article reported a debate among astronomers 
over what to call 18 newly discovered celestial objects ("Scientists Quibble," 
2000). The Spanish astronomers who discovered the bodies called them planets, 
a choice immediately criticized by some other astronomerli: "I think this is prob­
ably an inappropriate use of the 'p' word," said one of them. At issue was the lack 
of a match between some characteristics of the 18 objects (they are drifting freely 
through space and are only about 5 million years old) and some characteristics 
that are prototypical of planets (they orbit a star and require tens of millions of 
years to form). Critics said these objects were more reasonably called brown 
dwarfs, objects that are too massive to be planets but not massive enough to sus­
tain the thermonuclear processes in a star. Brown dwarfs would drift freely and be 
young, like these 18 objects. The Spanish astronom~rs responded that these ob­
jects are too small to pe brown dwarfs and are s~ copl that they could not be that 
young. All this is more than just a quibble: If these objects really are planets, then 
current theories of how planets form by condensing around a star are wrong! And 
this is ;:t.simple case, for the category of planets is' ~P broadly defined that, as the 
article pointed out, "Gassy monsters like Jupiter are in, and so are icy little spit­
wads like Pluto." Construct validity is a much more difficult problem in the field 
experiments that are the topic of this book. 

Construct validity is fostered by (1) starting with a clear explication of the 
person, setting, treatment, and outcome constructs of interest; (2) carefully se­
lecting instances that match those constructs; (3) f!Ssessing the match between in­
stances and constructs to see if any slippage between the two occurred; and ( 4) re­
vising construct descriptions accordingly. Inthis chapter, we primarily deal with 
construct explication and some prototypical ways in which researchers tend to 
pick instances that fail to represent those ~onstructs well. However, throughout 
this book, we discuss methods that bear on construct validity. Chapter 9, for ex­
ample, devotes a section to ensuring that enough of the intended participants ex­
ist to be recruited into an experiment and randomized to conditions; and Chapter 
10 devotes a section to ensuring that the intended treatment is well conceptual­
ized, induced, and a~sessed. 

There is a considerable literature in philosophy and the social sciences about 
the problems of construct explication (Lakoff, 1985; Medin, 1989; Rosch, 1978; 
Smith & Medin, 1981; Zadeh, 1987). In what is probably'the most common the-
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ory, each construct has multiple features, some of which are more central than 
others and so are called prototypical. To take a simple example, the prototypical 
features of a tree are that it is a tall, woody plant with a distinct main stem or 
trunk that lives for at least 3 years (a perennial). However, each of these attributes 
is associated with some degree of fuzziness in application. For example, their 
height and distinct trunk distinguish trees from shrubs, which tend to be shorter 
and have multiple stems. But some trees have more than one main trunk, and oth­
ers are shorter than some tall shrubs, such as rhododendrons. No attributes are 
foundational. Rather, we use a pattern-matching logic to decide whether a given 
instance sufficiently matches the prototypical features to warrant using the cate­
gory label, especially given alternative category labels that could be used. 

But these are only surface similarities. Scientists .are often more concerned 
with deep similarities, prototypical features of particular scientific importance 
that may be visually peripheral to the layperson. To the layperson, for example, 
the difference between deciduous (leaf-shedding) and coniferous (evergreen) trees 
is visually salient; but scientists prefer to classify trees as angiosperms (flowering 
trees in which the seed is encased in a protective ovary) or gymnosperms (trees that 
do not bear flowers and whose seeds lie exposed in structures such as cones). Sci­
entists value this discrimination because it clarifies the processes by which trees re­
produce, more crucial to understanding forestation and survival than is the lay 
distinction between deciduous and coniferous. It is thus difficult to decide which 
features of a thing are more peripheral or more prototypical, but practicing re­
searchers always make this decision, either explicitly or implicitly, when selecting 
participants, settings, measures, and treatment manipulations. 

This difficulty arises in part because deciding which features are prototypical 
depends on the context in which the construct is to be used. For example, it is not 
that scientists are right and laypersons wrong about how they classify trees. To a 
layperson who is considering buying a house on a large lot with many trees, the 
fact that the trees are deciduous means that substantial annual fall leaf cleanup ex­
penses will be incurred. Medin (1989) gives a similar example, asking what label 
should be applied to the category that comprises children, money, photo albums, 
and pets. These are not items we normally see as sharing prototypical construct fea­
tures, but in one context they do-when deciding what to rescue from a fire. 

Deciding which features are prototypical also depends on the particular lan­
guage community doing the choosing. Consider the provocative title of Lakoff's 
(1985) book Women, Fire, and Dangerous Things. Most of us would rarely think 
of women, fire, and dangerous things as belonging to the same category. The title 
provokes us to think of what these things have in common: Are women fiery and 
dangerous? Are both women and fires dangerous? It provokes us partly because 
we do not have a natural category that would incorporate all these elements. In 
the language community of natural scientists, fire might belong to a category hav­
ing to do with oxidation processes, but women are not in that category. In the lan­
guage community of ancient philosophy, fire might belong to a category of basic 
elements along with air, water, and earth, but dangerous things are not among 
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those elements. But in the Australian aboriginal language called Dyirbal, women, 
fire, and dangerous things are all part of one category. 1 

All these difficulties in deciding which features are prototypical are exacer­
bated in the social sciences. In part, this is because so many important constructs 
are still being discovered and developed, so that strong consensus about proto­
typical construct features is as much the exception as the rule. In the face of only 
weak consensus, slippage between instance and construct is even greater than oth­
erwise. And in part, it is because of the abstract nature of the entities with which 
social scientists typically work, such as violence, incentive, decision, plan, and in­
tention. This renders largely irrelevant a theory of categorization that is widely 
used in some areas-the theory of natural kinds. This theory postulates that na­
ture cuts things at the joint, and so we evolve names and shared understandings 
for the entities separated by joints. Thus we have separate words for a tree's trunk 
and its branches, but no word for the bottom left section of a tree. Likewise, we 
have words for a twig and leaf, but no word for the entity formed by the bottom 
half of a twig and the attached top third of a leaf. There are many fewer "joints" 
(or equivalents thereof) in the social sciences-what would they be for intentions 
or aggression, for instance? 

By virtue of all these difficulties, it is never possible to establish a one-to-one 
relationship between the operations of a study and corresponding constructs. Log­
ical positivists mistakenly assumed that it would be possible to do this, creating a 
subtheory around the notion of definitional operationalism-that a thing is only 
what its measure captures, so that each measure is a perfect representation of its 
own construct. Definitional operationalism failed for many reasons (Bechtel, 
1988; H. I. Brown, 1977). Indeed, various kinds of definitional operationalism are 
threats to construct validity in our list below. Therefore, a theory of constructs 
must emphasize ( 1) operationalizing each construct several ·ways within and 
across studies; (2) probing the pattern match between the multivariate character­
istics of instances and the characteristics of the target construct, and ( 3) acknowl­
edging legitimate debate about the quality of that match given the socially con­
structed nature of both operations and constructs. Doing all this is facilitated by 
detailed description of the studied instances, clear explication of the prototypical 
elements of the target construct, and valid observation of relationships among the 
instances, the target construct, and any other pertinent constructs? 

1. The explanation is complex, occupying a score of pages in Lakoff (1985), but a brief summary follows. The 
Dyirballanguage classifies words into four categories (much as the French language classifies nouns as masculine 
or feminine): (1) Bayi: (human) males; animals; (2) Balan: (human) females; water; fire; fighting; (3) Balam: 
nonflesh food; ( 4) Bala: everything not in the other three classes. The moon is thought to be husband to the sun, 
and so is included in the first category as male; hence the sun is female and in the second category. Fire reflects the 
same domain of experience as the sun, and so is also in the second category. Because fire is associated with danger, 
dangerousness in general is also part of the second category. 

2. Cronbach and Meehl (1955) called this set of theoretical relationships a nomological net. We avoid this phrase 
because its dictionary definition (nomological: the science of physical and logical laws) fosters an image of lawful 
relationships that is incompatible with field experimentation as we understand it. 
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Assessment of Sampling Particulars 

Good construct explication is essential to construct validity, but it is only half the 
job. The other half is good assessment of the sampling particulars in a study, so 
that the researcher can assess the match between those assessments and the con­
structs. For example, the quibble among astronomers about whether to call 18 
newly discovered celestial objects "planets" required both a set of prototypical 
characteristics of planets versus brown dwarfs and measurements of the 18 ob­
jects on these characteristics-their mass, position, trajectory, radiated heat, and 
likely age. Because the prototypical characteristics of planets are well-established 
and accepted among astronomers, critics tend first to target the accuracy of the 
measurements in such debates, for example, speculating that the Spanish as­
tronomers measured the mass or radiated heat of these objects incorrectly. Con­
sequently, other astronomers try to replicate these measurements, some using the 
same methods and others using different ones. If the measurements prove correct, 
then the prototypical characteristics of the construct called planets will have to be 
changed, or perhaps a new category of celestial object will be invented to account 
for the anomalous measurements. 

Not surprisingly, this attention to measurement was fundamental to the ori­
gins of construct validity (Cronbach & Meehl, 1955), which grew out of concern 
with the quality of psychological tests. The American Psychological Association's 
(1954) Committee on Psychological Tests had as its job to specify the qualities that 
should be investigated before a test is published. They concluded that one of those 
qualities was construct validity. For example, Cronbach and Meehl (1955) said 
that the question addressed by construct validity is, "What constructs account for 
variance in test performance?" (p. 282) and also that construct validity involved 
"how one is to defend a proposed interpretation of a test" (p. 284). The meas­
urement and the construct are two sides of the same construct validity coin. 

Of course, Cronbach and Meehl (1955) were not writing about experiments. 
Rather, their concern was with the practice of psychological testing of such mat­
ters as intelligence, personality, educational achievement, or psychological pathol­
ogy, a practice that blossomed in the aftermath of World War II with the estab­
lishment of the profession of clinical psychology. However, those psychological 
tests were used frequently in experiments, especially as outcome measures in, say, 
experiments on the effects of educational interventions. So it was only natural that 
critics of particular experimental findings might question the construct validity of 
inferences about what is being measured by those outcome measurements. In 
adding construct validity to the D. T. Campbell and Stanley (1963) validity ty­
pology, Cook and Campbell (1979) recognized this usage; and they extended this 
usage from outcomes to treatments, recognizing that it is just as important to char­
acterize accurately the nature of the treatments that are applied in an experiment. 
In this book, we extend this usage two steps further to cover persons and settings, 
as well. Of course, our categorization of experiments as consisting of units (per­
sons), settings, treatments, and outcomes is partly arbitrary, and we could have 
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chosen to treat, say, time as a separate feature of each experiment, as we occa­
sionally have in some of our past work. Such additions would not change the key 
point. Construct validity involves making inferences from assessments of any of 
the sampling particulars in a study to the higher-order constructs they represent. 

Most researchers probably understand and accept the rationale for construct 
validity of outcome measures. It may help, however, to give examples of construct 
validity of persons, settings, and treatments. A few of the simplest person con­
structs that we use require no sophisticated measurement procedures, as when we 
classify persons as males or females, usually done with no controversy on the ba­
sis of either self-report or direct observation. But many other constructs that we 
use to characterize people are less consensually agreed upon or more controver­
sial. For example, consider the superficially simple problem of racial and ethnic 
identity for descendants of the indigenous peoples of North America. The labels 
have changed over the years (Indians, Native Americans, First Peoples), and the 
ways researchers have measured whether someone merits any one of these labels 
have varied from self-report (e.g., on basic U.S. Census forms) to formal assess­
ments of the percentage of appropriate ancestry (e.g., by various tribal registries). 
Similarly, persons labeled schizophrenic will differ considerably depending on 
whether their diagnosis was measured by criteria of the American Psychiatric As­
sociation's Diagnostic and Statistical Manual of Mental Disorders (1994), by one 
of the earlier editions of that manual, by the recorded diagnosis in a nursing home 
chart, or by the Schizophrenia subscale of the Minnesota Multiphasic Personality 
Inventory-2 (Hathaway & McKinley, 1989). When one then turns to common but 
very loosely applied terms such as the disadvantaged (as with the Heckman et al., 
1996, example earlier in this chapter), it is not surprising to find dramatically dif­
ferent kinds of persons represented under the same label, especially across studies, 
but often within studies, too. 

Regarding settings, the constructs we use again range from simple to complex 
and controversial. Frequently the settings investigated in a study are a sample of 
convenience, described as, say, "the Psychology Department Psychological Services 
Center" based on the researcher's personal experience with the setting, a label that 
conveys virtually no information about the size of the setting, its funding, client 
flow, staff, or the range of diagnoses that are encountered. Such clinics, in fact, vary 
considerably-from small centers with few nonpaying clients who are almost en­
tirely college students and who are seen by graduate students under the supervision 
of a single staff member to large centers with a large staff of full-time profession­
als, who themselves see a wide array of diagnostic problems from local communi­
ties, in addition to supervising such cases. But settings are often assessed more for­
mally, as with the measures of setting environment developed by Moos (e.g., Moos, 
1997) or with descriptors that are inferred from empirical data, as when profile 
analysis of the characteristics of nursing homes is used to identify different types of 
nursing homes (e.g., Shadish, Straw, McSweeny, Koller, & Bootzin, 1981). 

Regarding treatments, many areas have well-developed traditions of assessing 
the characteristics of treatments they administer. In laboratory social psychology 
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experiments by Festinger (e.g., 1953) on cognitive dissonance, for example, de­
tailed scripts were prepared to ensure that the prototypical feature;~ of cognitive 
dissonance were included in the study operations; then those scripts were rpeticu­
lously rehearsed; and finally manipulation checks were used to see whether the 
participants perceived the study operations to reflect the constructs that were in­
tended. These measurements increa~e our confidence that the treatment construct 
was, in fact, delivered. They are, however, difficult to do for complex social pro­
grams such as psychotherapy or whole-school reform. In p'sychotherapy experi­
ments, for example, primary experimenters usually provide only simple labels 
about the kind of therapy performed (e.g., behavioral, systemic, psychodynamic). 
Sometimes these labels are ~gcompanied by one- or two-pag('l descriptions of what 
was done in therapy, and some quantitative measurements such as the number of 
sessions are usually provided. More sophisticated system~ fo:r measuring therapy 
content are the exception rather than the rule (e.g., Hill, O'Grady, & Elkin, 1992), 
in part because of their expense and in part because of a paucity of consensually 
accepted measures of most therapies. 

Construct mislabelings often have serious implications for either theory or 
practice. For example, some persons who score low on intelligence tests have been 
given labels such as "retarded," though it turned out that their low performance 
may have been due to language barriers or to insufficient exposure to those as­
pects of U.S. culture referenced in intelligence tests. The impact on them for school 
placement and the stigmatization were often enormous. Similarly, the move on the 
part of some psychotherapy researchers to call a narrow subset of treatments "em­
pirically supported psychological therapies" (Chambless & Hollon, 1998; 
Kendall, 1998) implies to both researchers and £under~ tpat other psychological 
therapies are not empirically supported, despite several decades of psychotherapy 
experiments that confirm their effectiveness. When these mislabelings occur in a 
description of a~ experiment, they may lead the reader to err in how they apply 
experimental. results to their theory or practice. Indeed, this is on~ reason that 
qualitative researchers so much value the "thick description" of study instances 
(Emerson, 1981; Geertz, 1973; Ryle, 1971)-so that readers of a study can rely 
more on their own "naturalistic generalizations" than on one researcher's labels 
(Stake & Trumbull, 1982). We entirely support this aspiration, at lea!lt within the 
limits of reporting conventions that usually apply to experiments; and so we also 
support the addition of qualitative methodologies to experiments to provide this 
capacity. 

These examples make clear that assessmeqts of study particulars need not be 
done using formal multi-item scales-though the information obtained would of­
ten be better if such scales were used. Rather, asse!i~ments include any method for 
generating data about sampling particulars. They would include archival records, 
such as patient charts in psychiatric hospitals in which data on diagnosis and 
symptoms are often recorded by hand or U.S. Census Bureau records in which re­
spondents indicated their racial and ethnic identities by checking a box. They 
would include qualitative observations, sometimes formal ones such as participant 
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observation or unstructured interviews conducted by a trained anthropologist but 
often simply the report of the research team who, say, describe a setting as a 
"poverty neighborhood" based on their personal observations of it as they drive to 
and from work each day. Assessments may even include some experimental ma­
nipulations that are designed to shed light on the nature of study operations, as 
when a treatment is compared with a placebo control to clarify the extent to which 
treatment is a placebo. 

Of course, the attention paid to construct validity in experiments has histori­
cally been uneven across persons, treatments, observations, and settings. Concern 
with construct representations of settings has probably been a low priority, except 
for researchers interested in the role of environment and culture. Similarly, in most 
applied experimental research, greater care may go into the construct validity of 
outcomes, for unless the experimenter uses a measure of recidivism or of employ­
ment or of academic achievement that most competent language community 
members find reasonable, the research is likely to be seen as irrelevant. In basic re­
search, greater attention may be paid to construct validity of the cause so that its 
link to theory is strong. Such differentiation of priorities is partly functional and 
may well have evolved to meet n:eeds in a given research field; but it is probably 
also partly accidental. If so, increased attention to construct validity across per­
sons ahd settings would probably be beneficial. 

The preceding discussion treated persons, treatments, settings, and outcomes 
separately. Bllt as we mentioned in Chapter 1, construct labels are appropriately 
applied to relationships among the elements of a study, as well. Labeling the causal 
relationship between treatment and outcome is a frequent construct validity con­
cern, as when we categorize certain treatments for cancer as cytotoxic or cytosta­
tic to refer to whether they kill tumor cells directly or delay tumor growth by mod­
ulating tumor environment. Some other labels have taken on consensual meanings 
that include more than one feature; the label Medicare in the United States, for ex­
ample, is nearly universally understood to refer both to the intervention (health 
care) and to the persons targeted (the elderly). 

Threats to Construct VC~Iidity 

Threats to construct validity (Table 3.1) concern the match between study opera­
tions and the constructs ll&ed to describe those operations. Sometimes the prob-

rq .. 

lem is the explication of cqnstructs, and sometimes it is the sampling or measure-
ment design. A study's operations might not incorporate all the characteristics of 
the releyant construct (construct underrepresentation), or they may contain ex­
traneolts constru<:;t content. The threats that follow are specific versions of these 
more ge~eral errors, versions that research or experience ha~e shown tend to oc­
cur frequently. The first five threats clearly apply to persons, settings, treatments, 
and'outcomes. The remaining threats primarily concern construct validity of out­
comes and especially treatments, mostly carried forward by us from Cook and 



TABLE 3.1 Threats to Construct Validity: Reasons Why Inferences About the Constructs 
That Characterize Study Operations May Be Incorrect 

1. Inadequate Explication of Constructs: Failure to adequately explicate a construct may lead 
to incorrect inferences about the relationship between operation and construct. 

2. Censtruct Confounding: Operations usually involve more than one construct, and failure to 
de~cribe all the constructs may result in incomplete construct inferences. 

3. Mono-Operation Bias: Any one operationalization of a constr~ct both underrepresents the 
construct of interest and measures irrelevant constructs, complicating inference. 

4. Mono-Method Bias: When all operationalizations use the same method (e.g., self-report), 
thilt method is part of the construct actually studied. 

5. Confounding Constructs with Levels of Constructs: Inferences about the constructs that 
best:represent study operations may fail to describe the limited levels of the construct that 
were actually studied. 

6. Treatment Sensitive Factorial Structure: The structure of a m~asure may change as a result 
of treatment, change that may be hidden if the same scoring is always used. 

7. Reactive Self-Report Changes: Self-reports can be affected by participant motivation to be 
in a treatment condition, motivation that can change after assignment is made. 

8. Reactivity to the Experimental Situation: Participant responses reflect not just treatments 
and measures but also participants' perceptions of the experimental situation, and those 
perceptions are part of the treatment construct actually tested. 

9. Experimenter Expectancies: The experimenter can influence participant responses by 
conveying expectC~1ions about desirable responses, and those expectations are part of the 
tre<)tment construct as actually tested. 

10. Novelty and Disruption Effects: Participants may respond unusually well to a novel 
innovation or unusually poorly to one that disrupts their routine, a response that must then 
be included as part of the treatment construct description. 

11 . Compensatory Equ9lization: When treatment provides desirable goods or services, 
administrators, staff, or constituents may provide compensatory goods or services to those 
not receiving tre!'ltment, and this action must then be included as part of the treatment 
construct description. 

12. Compensatory Rivalry: Participants not receiving treatment may be motivated to show they 
can do as well as those receiving treatment, and this compensatory rivalry must then be 
included as part of the treatment construct description. 

13. Resentful Demoralization: Participants not receiving a desirable treatment may be so 
resentful or qemqralized that they may respond more negatively than otherwise, and this 
resentful der-Tjqralization must then be included as part of the treatment construct 
description. 

14. Treatment Diffusion: Participants may receive services from a condition to which they were 
not assigned, making construct descriptions of both conditions more difficult. 

73 
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Campbell's (1979) list. We could have added a host of new threats particular to 
the construct validity of persons and settings. For example, Table 4.3 in the next 
chapter lists threats to validity that haye been identified by epidemiologists for 
case-control studies. The threats in that list under the heading "Specifying and se­
lecting the study sample" are particularly relevant to construct validity of persons 
(i.e., 2d, e, h, k, 1, m, q, s, t, u, v) and settings (i.e., 2a, b, c, j). We do not add them 
here to keep the length of this list tractable. Conceptually, these biases always oc­
cur as one of the first five threats listed in Table 3.1; but specific instances of them 
in Table 4.3 often shed light on common errors that we make in describing peo­
ple and settings in health contexts. 

Inadequate Explication of Constructs 

A mismatch between operations and constructs can arise from inadequate analy­
sis of a construct under study. For instance, many definitions of aggression req~ire 
both intent to harm others and a harmful result. This is to distinguish between 
(1) the black eye one boy gives another as they collide coming around a blind 
bend, (2) the black eye that one boy gives another to get his candy (instrumental 
aggression) or to harm him (noninstrumental aggression), and ( 3) the verbal threat 
by one child to another that he will give him a black eye unless the other boy gives 
him the candy. If both intent and physical harm are part of the definition, only (2) 
is an instance of aggression. A precise explication of constructs permits tailoring 
the study instances to whichever definitions emerge from the explication and al­
lows future readers to critique the operations of past studies. When several defi­
nitions are reasonable, resources and the ext~rit to which one definitioq is pre­
ferred in the relevant language community play an important role in shaping the 
research. 

Poststudy criticism of construct explications is always called for, however 
careful the initial explication, because results themselves sometimes suggest the 
need to reformulate the construct. For example, many researchers have studied the 
deterrent effects of jail sentences on drunk drivers compared with less severe sanc­
tions such as monetary fines. After many studies showed that jail time did notre­
duce instances of recidivism, researchers began to question whether jail is experi­
enced as "more severe" than fines (e.g., Martin, Annan, & Forst, 1993). Notice 
that the finding of no effect is not at issue here (that is an internal validity ques­
tion), only whether that finding is best characterized as comparing more severe 
with less severe treatments. · 

Mark (2000) suggests that researchers make four common errors in explicat­
ing constructs: (1) the construct may be identified at too general a level, for ex­
ample, calling the treatment in a study psychotherapy even though its character­
istics make it better described as research psychotheq1py (Weisz, Weiss & 
Donenberg, 1992); (2) the construct may be identified at too specific a level, such 
as arguing that the levels of unhappiness characteristic of mental patients in nurs­
ing homes are really characteristic of mental patients in any poverty setting 
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(Shadish, Silber, Orwin, & Bootzin, 1985); (3) the wrong construct may be iden­
tified, as in the case of immigrants to the United States who are labeled retarded 
because of low scores on intelligence tests when the meaning of their test scores 
might be better described as lack of familiarity with U.S.language and culture; and 
( 4) a study operation that really reflects two or more constructs may be described 
using only one construct; for instance, outcome measures that are typically re­
ferred to by the names of the traits they measure should also be named for the 
methods used to measure them (e.g., self-reports of depression). As these exam­
ples illustrate, each of these errors occurs in characterizing all four study fea­
tures-persons, settings, treatments, and outcomes. 

Construct Confounding 

The operations in an experiment are rarely pure representations of constructs. 
Consider the example given at the start of this chapter about a study of persons 
called "unemployed." The researcher may have applied that label as the best rep­
resentation of the persons actually studied-those whose family income has been 
below the poverty level for 6 months before the experiment begins or who partic­
ipate in government welfare or food stamp programs. However, it may also have 
been the case that these men were disproportionately African-American and vic­
tims of racial prejudice. These latter characteristics were not part of the intended 
construct of the unemployed but were nonetheless confounded with it in the study 
operations. 

Mono-Operation Bias 

Many experiments use only one operationalization of each construct. Because sin­
gle operations both underrepresent constructs and may contain irrelevancies, con­
struct validity will be lower in single-operation research than in research in which 
each construct is multiply operationalized. It is usually inexpensive to use several 
measures of a given outcome, and this procedure tends to be most prevalent in so­
cial science research. Multiple kinds of units and occasionally many different times 
can be used, too. But most experiments often have only one or two manipulations 
of an intervention per study and only one setting, because multisite studies are ex­
pensive; and increasing the total number of treatments can entail very large sample 
sizes (or sizes that are too small within each cell in a study with a fixed total sample 
size). Still, there is no substitute for deliberately varying several exemplars of a treat­
ment. Hence, if one were studying the effects of communicator expertise, one might 
use, say, three fictitious sources: a distinguished male professor from a well-known 
university, a distinguished female scientist from a prestigious research center, and a 
famous science journalist from Germany. The variance due to source differences can 
then be examined to see if the sources differentially affected responses. If they did, 
the assumption that communicator expertise is a single construct might be worth re­
visiting. But even if sample size does not permit analyzing results by each of these 
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sources, the data can still be combined from all three. Then the investigator can test 
if expertise is effective despite whatever sources of heterogeneity are contained 
within the three particular operations. 

Monomethod Bias 

Having more than one operational representation of a construct is helpful, but if 
all treatments are presented to respondents in the same way, the method itself may 
influence results. The same is true if all the outcome measures use the same means 
of recording responses, if all the descriptions of settings rely on an interview with 
a manager, or if all the person characteristics are taken from hospital charts. Thus, 
in the previous hypothetical example, if the respondents had been presented with 
written statements from all the experts, it would be more accurate to label the 
treatment as experts presented in writing, to make clearer that we do not know if 
the results would hold with experts who are seen or heard. Similarly, attitude 
scales are often presented to respondents without much thought to ( 1) using meth­
ods of recording other than paper and pencil or (2) varying whether statements 
are positively or negatively worded. Yet in the first case, different results might oc­
cur for physiological measures or for observer ratings, and in the second case, re­
sponse biases might be fostered when all items are worded in one direction. 

Confounding Constructs with Levels of Constructs 

Sometimes an experimenter will draw a general conclusion about constructs that 
fails to recognize that only some levels of each facet of that construct were actu­
ally studied and that the results might have been different if different levels were 
studied (Cooper & Richardson, 1986). In treatment-control comparisons, for ex­
ample, the treatment may be implemented at such low levels that no effects are 
observed, leading to an incorrect characterization of the study as showing that 
treatment had no effect when the correct characterization is that treatment­
implemented-at-low-level had no effect. One way to address this threat is to use 
several levels of treatment. This confounding can be even more complex when 
comparing two treatments that are operationalized in procedurally nonequivalent 
ways. The researcher might erroneously conclude that Treatment A works better 
than Treatment B when the conclusion should have been that Treatment-A-at­
Level-1 works better than Treatment-B-at-Level-0. Similar confounding occurs for 
persons, outcomes, and settings, for example, when restricted person characteris­
tics (e.g., restricted age) or setting characteristics (e.g., using only public schools) 
were used but this fact was not made clear in the report of the study. 

Treatment-Sensitive Factorial Structure 

When discussing internal validity previously, we mentioned instrumentation 
changes that occur even in the absence of treatment. However, instrumentation 
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changes can sometimes occur because of treatment, as when those exposed to an 
educational treatment learn to see a test in a different way from those not so ex­
posed. For instance, those not getting treatment might respond to an attitude test 
about people of another race on a largely uniform basis that yields a one-factor 
test of racial prejudice. Those exposed to treatment might make responses with a 
more complex factor structure (e.g., "I don't engage in physical harassment or ver­
bal denigration in conversation, but I now see that racial jokes constitute a class 
of discrimination I did not previously appreciate"). This changed factor structure 
is itself part of the outcome of the treatment, but few researchers look for differ­
ent factor structures over groups as an outcome. When all items are summed to a 
total for both groups, such a summation could mischaracterize the construct be­
ing measured, assuming it to be comparable across groups. 

Reactive Self-Report Changes 

Aiken and West (1990) describe related measurement problems with self-report 
observations by which both the factorial structure and the level of responses can 
be affected by whether a person is or is not accepted into the treatment or control 
group-even before they receive treatment. For example, applicants wanting 
treatment may make themselves look either more needy or more meritorious (de­
pending on which one they think will get them access to their preferred condition). 
Once assignment is made, this motivation may end for those who receive treat­
ment but continue for those who do not. Posttest differences then reflect both 
symptom changes and differential motivation, but the researcher is likely to mis­
takenly characterize the outcome as only symptom changes. In a similar vein, 
Bracht and Glass (1968) suggest that posttest (as opposed to pretest) sensitization 
can occur if the posttest sensitizes participants to the previous intervention they 
received and so prompts a response that would otherwise not have occurred. 
Remedies include using external (not self-report) measures that may be less reac­
tive (Webb et al., 1966, 1981); techniques that encourage accurate responding, 
such as the bogus pipeline, in which participants are monitored by a physiologi­
cal device they are (falsely) told can detect the correct answer (Jones & Sigall, 
1971; Roese & Jamieson, 1993); preventing pretest scores from being available to 
those allocating treatment; and using explicit reference groups or behavioral cri­
teria to anchor responding. 

Reactivity to the Experimental Situation 

Humans actively interpret the situations they enter, including experimental treat­
ment conditions, so that the meaning of the molar treatment package includes 
those reactions. This reactivity takes many forms. 3 Rosenzweig (1933) suggested 

3. See Rosnow and Rosenthal (1997) for a far more extended treatment of this and the next threat, including an 
analysis of ethical issues and informed consent raised by these threats. 
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that research participants might try to guess what the experimenter is studying 
and then try to provide results the researcher wants to see. Orne (1959, 1962, 
1969) showed that "demand characteristics" in the experimental situation might 
provide cues to the participant about expected behavior and that the participant 
might be motivated (e.g., by altruism or obedience) to comply. Reactivity includes 
placebo effects due to features of treatment not thought to be "active ingredients" 
(Shapiro & Shapiro, 1997; L. White, Tursky, & Schwartz, 1985). In drug re­
search, for example, the mere act of being given a pill may cause improvement 
even if the pill contains only sugar. Rosenberg (1969) provided evidence that re­
spondents are apprehensive about being evaluated by persons who are experts in 
the outcome and so may respond in ways they think will be seen as competent and 
psychologically healthy. 

Rosenthal and Rosnow (1991) suggest many ways to reduce these problems, 
including many of those discussed previously with reactive self-report changes, 
but also by (1) making the dependent variable less obvious by measuring it out­
side the experimental setting, (2) measuring the outcome at a point much later in 
time, (3) avoiding pretests that provide cues about expected outcomes, (4) using 
the Solomon Four-Group Design to assess the presence of the problem, (5) stan­
dardizing or reducing experimenter interactions with participants, ( 6) using mask­
ing procedures that prevent participants and experimenters from knowing hy­
potheses, 4 (7) using deception when ethical by providing false hypotheses, 
(8) using quasi-control participants who are told about procedures and asked how 
they think they should respond, (9) finding a preexperimental way of satisfying 
the participant's desire to please the experimenter that satiates their motivation, 
and (10) making the conditions less threatening to reduce evaluation apprehen­
sion, including ensuring anonymity and confidentiality. These solutions are at best 
partial because it is impossible to prevent respondents from generating their own 
treatment-related hypotheses and because in field settings it is often impossible, 
impractical, or unethical to do some of them. 

Experimenter Expectancies 

A similar class of problems was suggested by Rosenthal ( 1956): that the experi­
menter's expectancies are also a part of the molar treatment package and can in­
fluence outcomes. Rosenthal first took note of the problem in clinical psychology 
in his own dissertation on the experimental induction of defense mechanisms. He 
developei the idea extensively in laboratory research, especially in social psy­
chology. But it has also been demonstrated in field research. In education, for ex­
ample, the problem includes the Pygmalion effect, whereby teachers' expectancies 

4. These procedures were called "blinding" in the past, as with double-blind designs; but we follow the 
recommendation of the American Psychological Association's (1994) Publication Manual in referring to masking 
rather than blinding. 
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about student achievements become self-fulfilling prophecies (Rosenthal, 1973a, 
1973b). Those parts of the placebo effect from the previous threat that are induced 
by experimenter expectancies-such as a nurse telling a patient that a pill will 
help, even if the pill is an inert placebo-fall under this category as well. To reduce 
the problem, Rosenthal and Rosnow (1991) suggest (1) using more experimenters, 
especially if their expectancies can be manipulated or studied, (2) observing ex­
perimenters to detect and reduce exp~ctancy-inducing behavior, (3) using mask­
ing procedures in which those who administer treatments do not know the .hy­
potheses, (4) minimizing c~ntacts between experimenter and participant, and 
(5) using control groups to assess the presence of these problems, such as placebo 
controls. 

Novelty and Disfuption Effects 

Bracht and Glass (1968) suggested that when an innovation is introduced, it can 
breed excitement, ~nergy, and enthusiasm thi}t contribute to success, especially if 
little innovation previously occurred. 5 After many years of innovation, however, 
introducing another one may not elicit welcoming reactions, making treatment 
less effective. Cqnversely, introducing an innovation may also be quite disruptive, 
especially if it iJilp~des ipplemehtat~()ll' pf current effective services. The innova­
tion may then qe less effective. Novelty <tnd disruption are both part of the molar 
treatment pack11ge. 

Co!f1pensatory Equalization 

When treatment provides desiraple goods or services, administrators, staff, or con­
stituents may resist th~ f<?cused inequaFty that results (Stevens, 1994).6 For exam­
ple, 'Scqumacher and colleagues (19~4) describe a study in which usual day care for 
homeless per~ons yvith s~bst~nce abuse pro~lems was compared with an enhanced 
day treatmeQt <;~:n~dition~ Service providers complained about the inequity and pro­
vided some enh1111~ed services to clients receiving usual care. Thus the planned con­
tr~st broke down: J;.qu~lization ~an p.lso involve taking benefits away from treat­
ment recipients rather than aqding them for control group members. In one study, 

5. One instance of this threat is frequently called tile "Hawthorne effect" after studies at Western Electric 
Company's Hawthorne site (Roethlisberger & Dickson, 1939). In an early interpretation of this research, it was 
thought that participants responded to the attentioq being given to them by increasing their productivity, whatever 
the treatment was. Tljj~ interpretation has been called into question (e.g., Adair, 1973; Bramel & Friend, 1981; 
Gille.spie, 1988); but the label "Hawthorne effect" is likely to continue to be used to describe it. 

··! ' ,· 

6. Cq()k and Campbell's (197~) previous discussion of this threat and the next three (resentful demoralization, 
compensatory rivalry, ~jffusion) may haye misled some readers (e.g., Conrad & Conrad, 1994) into thinking that 
they occur only with random assigrnnent. To rhe contrary, they result from a comparison process that can occur in 
any study in which partidpants are aware of discrepancies between what they received and what they might have 
received. Such ~omparison' proce~ses occur in quasi-experiments and are not even limited to research studies (see 
J. Z. Shapiro, 1~~4, for an ex,ample in a 'regression discontinuity design). 
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lawyers in a district attorney's office thought the treatment condition was too fa­
vorable to defendants and so refused to plea bargain with them at all (compensa­
tory deprivation), as the treatment required them to do (Wallace, 1987). Such fo­
cused inequities may explain some administrators' reluctance to employ random 
assignment when they believe their constituencies want one treatment more than 
another. To assess this problem, interviews with administrators, staff, and partici­
pants are invaluable. 

Compensatory Rivalry 

Public assignment of units to experimental and control <;:onditions may cause so­
cial competition, whereby the control group tries to show it can do as well as the 
treatment group despite not getting treatment benefits. Saretsky (1972) called this 
a "John Henry effect" after the steel driver who, when he knew his output was to 
be compared with that of a steam drill, worked so hard that he outperformed the 
drill and died of overexertion. Saretsky gave the example of an education experi­
ment in which the success of treatment-group performance contractors (commer­
cial contractors paid according to the size of learning gains made by students) 
would threaten the job security of control teachers who might be replaced by those 
contractors. Hence teachers in the control groups may have performed much bet­
ter than usual to avoid this possibility. Saretsky (1972), Fetterman (1982), and 
Walther and Ross (1982) describe other examples. Qualitative methods such as 
unstructured interviews and direct observation can help discover such effects. 
Saretsky (1972) tried to detect the effects by comparing performance in current 
control classes to the performance in the same classes in the years before the ex­
periment began. 

Resentful Demoralization 

Conversely, members of a group receiving a less desirable treatment or no treat­
ment can be resentful and demoralized, changing their responses to the outcome 
measures (Bishop & Hill, 1971; Hand & Slocum, 1972; J. Z. Shapiro, 1984; 
Walther & Ross, 1982). Fetterman (1982) describes an evaluation of an educa­
tional program that solicited unemployed high school dropouts to give them a sec­
ond chance at a career orientation and a high school diploma. Although the de­
sign called for assigning only one fourth of applicants to the control group so as 
to maximize participation, those assigned to the control group were often pro­
foundly demoralized. Many had low academic confidence and had to muster up 
courage just to take one more chance, a chance that may really have been their last 
chance rather than a second chance. Resentful demoralization is not always this 
serious, but the example highlights the ethical problems it can cause. Of course, it 
is wrong to think that participant reactions are uniform. Lam, Hartwell, and Jekel 
(1994) show that those denied treatment report diverse reactions. Finally, Schu-
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macher et al. (1994) show how resentful demoralization can occur in a group as­
signed to a more desirable treatment-client expectations for enhanced services 
were raised but then dashed when funds were cut and community resistance to 
proposed housing arrangements emerged. Reactivity problems can occur not just 
in reaction to other groups but also to one's own hopes for the future. 

Treatment Diffusion 

Sometimes the participants in one condition receive some or all of the treatment 
in the other condition. For example, in Florida's Trade Welfare for Work experi­
ment, about one fourth of all control group participants crossed over to receive 
the job-training treatment (D. Greenberg & Shroder, 1997). Although these 
crossovers were discovered by the researchers, participants who cross over often 
do it surreptitiously for fear that the researcher would stop the diffusion, so the 
researcher is frequently unaware of it. The problem is most acute in cases in which 
experimental and control units are in physical proximity or can communicate. For 
example, if Massachusetts is used as a control group to study the effects of changes 
in a New York abortion law, the true effects of the law would be obscured if those 
from Massachusetts went freely to New York for abortions. Diffusion can occur 
when both conditions are exposed to the same treatment providers, as in a study 
comparing behavior therapy with eclectic psychotherapy. The same therapists ad­
ministered both treatments, and one therapist used extensive behavioral tech­
niques in the eclectic condition (Kazdin, 1992). Preventing diffusion is best 
achieved by minimizing common influences over conditions (e.g., using different 
therapists for each condition) and by isolating participants in each condition from 
those in other conditions (e.g., using geographically separate units). When this is 
not practical, measurement of treatment implementation in both groups helps, for 
a small or nonexistent experimental contrast on implementation measures sug­
gests that diffusion may have occurred (see Chapter 10). 

Construct Validity, Preexperimental Tailoring, and 
Postexperimental Specification 

The process of assessing and understanding constructs is never fully done. The pre­
ceding treatment of construct validity emphasizes that, before the experiment be­
gins, the researcher should critically (1) think through how constructs should be de­
fined, (2) differentiate them from cognate constructs, and (3) decide how to index 
each construct of interest. We might call this the domain of intended application. 
Then we emphasized ( 4) the need to use multiple operations to index each construct 
when possible (e.g., multiple measures, manipulations, settings, and units) and 
when no single way is clearly best. We also indicated (5) the need to ensure that each 
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of the multiple operations reflects multiple methods so that single-method con­
founds (e.g., self-report biases) can be better assessed. 

After the data have been collected and provisionally anaiyzed, researchers 
may reconsider the extent to which the initially conceptualized construct has or 
has not been achieved (the domain of achieved application), perhaps because the 
planned operations were not implemented as intended or because evidence sug­
gests that constructs other than the intended ones may better represent what the 
study actually did. Some postexperimental respecification of constructs is almost 
inevitable, particularly in programs of research. Imagine ah experiment intended 
to compare more credible with less credible communicators in which a difference 
on the outcome measure is found. If a reliable II!easure of communicator credi­
bility suggests that a communicator was not perceived to be more credible in one 
experimental group than in another, the investigator is forced to use whatever 
means are available to specify what might have caused the observed effects if cred­
ibility did not. Or suppose that a manipulation affected twb reliably measured ex­
emplars of a particular construct but not three other reliable measures of the same 
construct. R. Feldman's (1968) experiment in Boston, Athens, and Paris used five 
measures of cooperation (the construct as conceived at the Start of the study) to 
test whether compatriots receive greater cooperation than foreigners. The meas­
ures were: giving street directions; doing a favor by mailing a lost letter; giviiig 
back money that one could easily, but falsely, claim as one's own; giving correct 
change when one did not have to; and charging the correct ambunt to passengers 
in taxis. The data suggested that giving street directions and mailing the lost let­
ter were differently related to the experimental manipulations than were forgoing 
chances to cheat in ways that would be to one's advantage. This forced Feldman 
to specify two kinds of cooperation (low-cost favors versus forgoing one's own fi­
nancial advantage). However, the process of hypothesizing constructs and testing 
how well operations fit these constructs is similar both before the research begins 
and after the data are received. 

Once a study has been completed, disagreements about how well a given 
study represents various constructs are common, with critits frequently leveling 
the charge that different constructs were sampled or oper~tionalized from those 
the researcher claims was the case. Because construct validity entails soci:illy cre­
ating and recreating the meanings of research operations, lasting resolutions are 
rare, and constructs are often revisited. Fortunately, these disagreements about the 
composition of constructs and about the best way to measur,e them make for bet­
ter inferences about constructs because they can be successfully testeH, riot only 
across overlapping operational representations of the same definition but also 
across different (but overlapping) definitions of the same construct. For example, 
various language communities disagree about whether to include intent to harm 
as part of the construct of aggression. It is only when we have ldtned that such 
intent makes little difference to actual study outcomes that we can safely omit it 
from our description of the concept of aggression. Disagreements about construct 
definitions are potentially of great utility, therefore. 
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EXTERNAL VALIDITY 

External validity concerns inferences about the extent to which a causal relation­
ship holds over variations in persons, settings, treatments, and outcomes. For ex­
ample, the Transitional Employment Training Demonstration experiment ran­
domly assigned 18- to 40-year-old adults with mental retardation to either a 
control condition receiving usual services or a treatment condition that received 
job training along with unsubsidized and potentially permanent jobs (Greenberg 
& Shroder, 1997). Results showed that the treatment improved both job place­
ment and earnings. Yet the researchers noted serious remaining questions about 
the external validity of these effects. For example, their own data suggested that 
results were larger for participants with higher IQs and that participants with IQs 
less than 40 showed little or no gain; and their between-site analyses showed that 
success rates depended greatly on the kind of job in which the site tried to place 
the participant. The researchers also raised other external validity questions that 
their data did not allow them to explore. For example, the program was imple­
mented in 12 sites in the United States, but no sites were in the South. In addition, 
only 5% of those who were sent invitation letters volunteered to participate; and 
of these, two thirds were screened out because they did not meet study eligibility 
criteria that included lack of severe emotional problems and likelihood of bene­
fiting from treatment. Whether results would also be found in more severely dis­
turbed, nonvolunteer retarded adults remains at issue. Further, the researchers 
noted that successful program participants were more adventuresome and willing 
to move from the well-established and comparatively safe confines of traditional 
sheltered employment into the real world of employment; they questioned 
whether less adventuresome retarded adults would show the same benefits. 

As this example shows, external validity questions can be about whether a 
causal relationship holds (1) over variations in persons, settings, treatments, and 
outcomes that were in the experiment and (2) for persons, settings, treatments, 
and outcomes that were not in the experiment. Targets of generalization can be 
quite diverse: 

• Narrow to Broad: For instance, from the persons, settings, treatments, and out­
comes in an experiment to a larger population, as when a policymaker asks if the 
findings from the income maintenance experiments in New Jersey, Seattle, and 
Denver would generalize to the U.S. population if adopted as national policy. 

• Broad to Narrow: From the experimental sample to a smaller group or even to a 
single person, as when an advanced breast cancer patient asks whether a newly­
developed treatment that improves survival in general would improve her survival 
in particular, given her pathology, her clinical stage, and her prior treatments. 

• At a Similar Level: From the experimental sample to another sample at about 
the same level of aggregation, as when a state governor considers adapting a 
new welfare reform based on experimental findings supporting that reform in 
a nearby state of similar size. 
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• To a Similar or Different Kind: In all three of the preceding cases, the targets of 
generalization might be similar to the experimental samples (e.g., from male job 
applicants in Seattle to male job applicants in the United States) or very differ­
ent (e.g., from African American males in New Jersey to Hispanic females in 
Houston). 

• Random Sample to Population Members: In those rare cases with random sam­
pling, a generalization can be made from the random sample to other members 
of the population from which the sample was drawn. 

Cronbach and his colleagues (Cronbach et al., 1980; Cronbach, 1982) argue 
that most external validity questions are about persons, settings, treatments, and 
outcomes that were not studied in the experiment-because they arise only after 
a study is done, too late to include the instances in question in the study. Some sci­
entists reject this version of the external validity question (except when random 
sampling is used). They argue that scientists should be held responsible only for 
answering the questions they pose and study, not questions that others might pose 
later about conditions of application that might be different from the original 
ones. They argue that inferences to as-yet-unstudied applications are no business 
of science until they can be answered by reanalyses of an existing study or by a 
new study. 

On this disagreement, we side with Cronbach. Inferences from completed 
studies to as-yet-unstudied applications are necessary to both science and society. 
During the last two decades of the 20th century, for example, researchers at the 
U.S. General Accounting Office's Program Evaluation and Methodology Division 
frequently advised Congress about policy based on reviews of past studies that 
overlap only partially with the exact application that Congress has in mind (e.g., 
Droitcour, 1997). In a very real sense, in fact, the essence of creative science is to 
move a program of research forward by incremental extensions of both theory 
and experiment into untested realms that the scientist believes are likely to have 
fruitful yields given past knowledge (e.g., McGuire, 1997). Usually, such extrap­
olations are justified because they are incremental variations in some rather than 
all study features, making these extrapolations to things not yet studied more 
plausible. For example, questions may arise about whether the effects of a work­
site smoking prevention program that was studied in the private sector would gen­
eralize to public sector settings. Even though the public sector setting may never 
have been studied before, it is still a work site, the treatment and observations are 
likely to remain substantially the same, and the people studied tend to share many 
key characteristics, such as being smokers. External validity questions about what 
would happen if all features of a study were different are possible but are so rare 
in practice that we cannot even construct a plausible example. 

On the other hand, it is also wrong to limit external validity to questions 
about as-yet-unstudied instances. Campbell and Stanley (1963) made no such dis­
tinction in their original formulation of external validity as asking the question, 
"to what populations, settings, treatment variables, and measurement variables 
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can this effect be generalized?" (p. 5). Indeed, one of the goals of their theory was 
to point out "numerous ways in which experiments can be made more valid ex­
ternally" (p. 17). For example, they said that external validity was enhanced in 
single studies "if in the initial experiment we have demonstrated the phenomenon 
over a wide variety of conditions" (p. 19) and also enhanced by inducing "maxi­
mum similarity of experiments to the conditions of application" (p. 18). This goal 
of designing experiments to yield inferences that are "more valid externally" is not 
a novel concept. To the contrary, most experiments already test whether treatment 
effects hold over several different outcomes. Many also report whether the effect 
holds over different kinds of persons, although power is reduced as a sample is 
subdivided. Tests of effect stability over variations in treatments are limited to 
studies having multiple treatments, but these do occur regularly in the scientific 
literature (e.g., Wampold et al., 1997). And tests of how well causal relationships 
hold over settings also occur regularly, for example, in education (Raudenbush & 
Willms, 1995) and in large multisite medical and public health trials (Joannidis et 
al., 1999). 

Yet there are clear limits to this strategy. Few investigators are omniscient 
enough to anticipate all the conditions that might affect a causal relationship. 
Even if they were that omniscient, a full solution requires the experiment to in­
clude a fully heterogeneous range of units, treatments, observations, and settings. 
Diversifying outcomes is usually feasible. But in using multiple sites or many op­
erationalizations of treatments or tests of causal relationships broken down by 
various participant characteristics, each becomes increasingly difficult; and doing 
all of them at once is impossibly expensive and logistically complex. Even if an ex­
periment had the requisite diversity, detecting such interactions is more difficult 
than detecting treatment main effects. Although power to detect interactions can 
be increased by using certain designs (e.g., West, Aiken, & Todd, 1993), these de­
signs must be implemented before the study starts, which makes their use irrele­
vant to the majority of questions about external validity that arise after a study is 
completed. Moreover, researchers often have an excellent reason not to diversify 
all these characteristics-after all, extraneous variation in settings and respon­
dents is a threat to statistical conclusion validity. So when heterogeneous sampling 
is done because interactions are expected, the total sample size must be. increased 
to obtain adequate power. This, too, costs money that could be used to improve 
other design characteristics. In a world of limited resources, designing studies to 
anticipate external validity questions will often conflict with other design priori­
ties that may require precedence. 

Sometimes, when the original study included the pertinent variable but did 
not analyze or report it, then the original investigator or others (in the latter case, 
called secondary analysis; Kiecolt & Nathan, 1990) can reanalyze data from the 
experiment to see what happens to the causal relationship as the variable in ques­
tion is varied. For example, a study on the effects of a weight-loss program may 
have found it to be effective in a sample composed of both men and women. Later, 
a question may arise about whether the results would have held separately for 
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both men and women. If the original data can be accessed, and if they were coded 
and stored in such a way that the analysis is possible, the question can be ad­
dressed by reanalyzing the data to test this interaction. 

Usually, however, the original data set is either no longer available or does not 
contain the required data. In such cases, reviews of published results from many 
studies on the same question are often excellent sources for answering external va­
lidity questions. As Campbell and Stanley (1963) noted, we usually "learn how 
far we can generalize an internally valid finding only piece by piece through trial 
and error" (p. 19), typically over multiple studies that contain different kinds of 
persons, settings, treatments, and outcomes. Scientists do this by conducting pro­
grams of research during their research careers, a time-consuming process that 
gives maximum control over the particular generalizations at issue. Scientists'also 
do this by combining their own work with that of other scientists, combining ba­
sic and applied research or laboratory and field studies, as Dwyer and Flesch­
Janys (1995) did in their review of the effects of Agent Orange in Vietnam. Finally, 
scientists do this by conducting quantitative reviews of many experiments that ad­
dressed a common question. Such meta-analysis is more feasible than secondary 
analv~is :..,ecause it does not require the original data. However, meta-analysis has 
problems of its own, such as poor quality of reporting or statistical analysis in 
some studies. Chapter 13 of this book discusses all these methods. 

Threats to External Validity 

Estimates of the extent to which a causal relationship holds over variations in per­
sons, settings, treatments, and outcomes are conceptually similar to tests of sta­
tistical interactions. If an interaction exists between, say, an educational treatment 
and the social class of children, then we cannot say that the same result holds 
across social classes. We know that it does not, for the significant interaction 
shows that the effect size is different in different social classes. Consequently, we 
have chosen to list threats to external validity in terms of interactions (Table 3.2) 
of the causal relationship (including mediators of that relationship) with (1) units, 
(2) treatments, (3) outcomes, and (4) settings. 

However, our use of the word interaction in naming these threats is not in­
tended to limit them to statistical interactions. Rather, it is the concept behind the 
interaction that is important-the search for ways in which a causal relationship 
might or might not change over persons, settings, treatments, and outcomes. If 
that question can be answered using an interaction that can be quantified and 
tested statistically, well and good. But the inability to do so should not stop the 
search for these threats. For example, in the case of generalizations to persons, set­
tings, treatments, and outcomes that were not studied, no statistical test of inter­
actions is possible. But this does not stop researchers from generating plausible hy­
potheses about likely interactions, sometimes based on professional experience 
and sometimes on related studies, with which to criticize the generalizability of 
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TABLE 3.2 Threats to External Validity: Reasons Why Inferences About How Study 
£{esults Would Hold Over Variations in Persons, Settings, Treatments, and Outcomes 
May Be Incorrect 

1. Interaction of the Causal Relationship with Units: An effect found with certain kinds of units 
might not hold if other kinds of units had been studied. 

2. Interaction of the Causal Relationship Over Treatment Variations: An effect found with one 
tteatment variation might not hold with other variations of that treatment, or when that 
treatment is combined with other treatments, or when only part of that treatment is used. 

3. Interaction of the Causal Relationship with Outcomes: An effect found on one kind of 
outcome observation may not hold if other outcome observations were used. 

4. Interactions of the Causal Relationship with Settings: An effect found in one kind of setting 
may not hold if other kinds of settings were to be used. 

5. Context-Dependent Mediation: An explanatory mediator of a causal relationship in one 
context may not mediate in another context. 

experimental results and around which to design new studies. Not should we be 
slaves to the statistical significance of interactions. Nonsignificant interactions 
may reflect low power, yet the result may still be of sufficient practical importance 
to be grounds for further research. Conversely, significant interactions may be 
demonstrably trivial for practice or theory. At issue, then, is not just the statistical 
significance of interactions but also their practical and theoretical significance; not 
just their demonstration in a data set but also their potential fruitfulness in gen­
erating compelling lines of research about the limits of causal relationships. 

Interaction of Causal Relationship with Units 

In which units does a cause-effect relationship hold? For example, common belief 
in the 1980s in the United States was that health research was disproportionately 
conducted on white males-to the point where the quip became, "Even the rats 
were white males," because the most commonly used rats were white in color and 
because to facilitate homogeneity only male rats were studied? Researchers be­
came concerned that effects observed with human white males might not hold 
equally well for females and for more diverse ethnic groups, so the U.S. National 

7. Regarding gender, this problem may not have been as prevalent as feared. Meinart, Gilpin, Unalp, and Dawson 
(2000) reviewed 724 clinical trials appearing between 1966 and 1998 in Annals of Internal Medicine, British 
Medical Journal, Journal of the American Medical Association, Lancet, and New England Journal of Medicine. 
They found in the U.S. journals that 55.2% of those trials contained both males and females, 12.2% contained 
males only, 11.2% females only, and 21.4% did not specify gender. Over all journals, 355,624 males and 550,743 
females were included in these trials. 
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Institutes of Health (National Institutes of Health, 1994) launched formal initia­
tives to ensure that such variability is systematically examined in the future 
(Hohmann & Parron, 1996). Even when participants in an experiment belong to 
the target class of interest (e.g., African American females), those who are suc­
cessfully recruited into an experiment may differ systematically from those who 
are not. They may be volunteers, exhibitionists, hypochondriacs, scientific do­
gooders, those who need the proffered cash, those who need course credit, those 
who are desperate for help, or those who have nothing else to do. In the Arkansas 
Work Program experiment, for example, the program intentionally selected the 
most job-ready applicants to treat, and such "creaming" may result in effect esti­
mates that are higher than those that would have been obtained for less job-ready 
applicants (Greenberg & Shroder, 1997). Similarly, when the unit is an aggregate 
such as a school, the volunteering organizations may be the most progressive, 
proud, or self-confident. For example, Campbell (1956), although working with 
the Office of Naval Research, could not get access to destroyer crews and had to 
use high-morale submarine crews. Can we generalize from such situations to those 
in which morale is lower? 

Interaction of Causal Relationship Over Treatment Variations 

Here, the size or direction of a causal relationship varies over different treatment 
variations. For example, reducing class size may work well when it is accompa­
nied by substantial new funding to build new classrooms and hire skilled teach­
ers, but it may work poorly if that funding is lacking, so that the new small classes 
are taught in temporary trailers by inexperienced teachers. Similarly, because of 
the limited duration of most experimental treatments, people may react differently 
than they would if the treatment were extended. Thus, in the New Jersey Income 
Maintenance Experiment, respondents reacted to an income that was guaranteed 
to them for 3 years only. Because of suspicion that the respondents would react 
differently if the treatment lasted longer, the later Seattle-Denver Income Mainte­
nance Experiment contained some families whose benefits were guaranteed for 20 
years, more like a permanent program (Orr, 1999). Similarly, the effects in a small­
scale experimental test might be quite different from those in a full-scale imple­
mentation of the same treatment (Garfinkel, Manski, & Michalopoulos, 1992; 
Manski & Garfinkel, 1992). For example, this could happen if a social interven­
tion is intended to cause changes in community attitudes and norms that could oc­
cur only when the intervention is widely implemented. In such cases, social ex­
periments that are implemented on a smaller scale than that of the intended policy 
implementation might not cause these community changes. Finally, this threat also 
includes interaction effects that occur when treatments are administered jointly. 
Drug interaction effects are a well-known example. A drug may have a very pos­
itive effect by itself, but when used in combination with other drugs may be either 
deadly (the interaction of Viagra with certain blood pressure medications) or to­
tally ineffective (the interaction of some antibiotics with dairy products). Con-
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versely, a combination of drugs to treat AIDS may dramatically reduce death, but 
each drug by itself might be ineffective. 

Interaction of Causal Relationship with dutcomes 

Can a cause-effect relationship be generalized over different outcomes? In cancer 
research, for example,, treatments vary in effectiveness depending on whether the 
outcome is quality of life, 5-year metastasis-free survival, or overall survival; yet 
only the latter is what laypersons understand as a "cure." Similarly, when social 
science results are presented to audiences, it is very common to hear comments 
such as: "Yes, I accept that the youth job-training program increases the likelihood 
of being employed immediately after graduation. But what does it do to adaptive 
job skills such as punctuality or the ability to follow orders?" Answers to such 
questions give a fuller picture of a treatment's total impact. Sometimes treatments 
will have a positive effect on one outcome, no effect on a second, and a negative 
effect on a third. In the New Jersey Income Maintenance Experiment, for exam­
ple, income maintenance payments reduced the number of hours worked by wives 
in experimental families, had no effect on home ownership or major appliance 
purchases, and increased the likelihood that teenagers in experimental families 
would complete high school (Kershaw & Fair, 1977; Watts & Rees, 1976). For­
tunately, this is the easiest study feature to vary. Consultation with stakeholders 
prior to study design is an excellent method for ensuring that likely questions 
about generalizability over outcomes are anticipated in the study design. 

Interaction of Causal Relationship with Settings 

In which settings does a cause-effect relationship hold? For example, Kazdin 
(1992) described a program for drug abusers that was effective in rural areas but 
did not work in urban areas, perhaps because drugs are more easily available in 
the latter settings. In principle, answers to such questions can be obtained by vary­
ing settings and analyzing for a causal relationship within each. But this is often 
costly, so that such options are rarely feasible. Sometimes, though, a single large 
site (e.g., a university) has some subsettings (e.g., different departments) that vary 
naturally along dimensions that might affect outcome, allowing some study of 
generalizability. Large multisite studies also have the capacity to address such is­
sues (Turpin & Sinacore, 1991), and they are doing an increasingly sophisticated 
job of exploring the reasons why sites differ (Raudenbush & Willms, 1991). 

Context-Dependent Mediation 

Causal explanation is one of the five principles of causal generalization in the 
grounded theory we outlined in Chapter 1. Though we discuss this principle in 
more detail in Chapter 12, one part of explanation is identification of mediating 
processes. The idea is that studies of causal mediation identify the essential 
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processes that must occur in order to transfer an effect. However, even if a correct 
mediator is identified in one context, that variable may not mediate the effect in 
another context; For example, a study of the eff~cts of a new health care insurance 
program in nonprofit hospitals might show that the program reduces costs 
through a reduction in the number of middle management positions. But this ex­
planation might not generalize to for-profit hospitals in which, even if the cost re­
duction does occur, it may occur through reduction in patient services instead. In 
this exampk, the contextual change is settings, but it could also be a change in the 
persons studied or in the nature of the treatment or the outcome variables used. 
Context dependencies in any of these are also interactions-in this case an inter­
action of the mediator in the causal relationship with whatever feature of the con­
text was varied. When such mediator variables can be identified and studied over 
multiple contexts, their consistency as mediators can be tested using multigroup 
structural equation models. 

Constancy of Effect Size Versus Constancy of 
Causal Direction 

We have phrased threats to external validity as interactions. How large must these 
interactions be to threaten generalization? Does just a tiny change in effect size 
count as a failure to generalize? These qu~stions are important statistically be­
cause a study with high power can detect even small variations in effect sizes over 
levels of a potential moderator. They are important philosophically because many 
theorists believe that the world is full of interactions by its very nature, so that sta­
tistical main effects will rarely describe the world with perfect accuracy (Mackie, 
1974). And they are important practically because some scientists claim that com­
plex statistical interactions are the norm, including Cronbach and Snow (1977) in 
education, Magnusson (2000) in developmental science, and McGuire (1984) in 
social psychology. It is entirely possible, then, that if robustness were specified as 
constancy of effect sizes, few causal relationships in the social world would be gen­
eralizable. 

However, we believe that geheralization often is appropriately conceptualized 
as constancy of causal direction, that the sign of the causal relationship is constant 
across levels of a moderator. Several factors argue for this. First, casual examina­
tion of many meta-analyses convinces us that, for at least some topics in which 
treatments are compared with control groups, causal signs often tend to be simi­
lar across individual studies even when the effect sizes vary considerably (e.g., 
Shadish, 1992a). Second, in the social policy world it is difficult to shape legisla­
tion or regulations to suit local contingencies. Instead, the same plan has to be 
promulgated across an entire nation or state to avoid focused inequities between 
individual places or groups. Policymakers hope for positive effects overall, despite 
the inevitable variability in effect sizes from site to site or person to person or over 
different kinds of outcomes or different ways of delivering the treatment. Their 
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fear is of different causal signs over these variations. Third, substantive theories 
are usually built around causal relationships whose occurrence is particularly de­
pendable, not just those that are obviously novel. The former reduces the risk of 
theorizing about unstable phenomena-an unfortunate commonplace in much of 
today's social science! Fourth, the very nature of scientific theory is that it reduces 
complex phenomena to simpler terms, and minor fluctuations in effect size are of­
ten irrelevant to basic theoretical points. Because defining robustness in terms of 
constant effect sizes loses all these advantages, we favor a looser criterion based 
on the stability of causal signs, especially when research that some might call ap­
plied is involved. 

Nonetheless, we would not abandon constancy of effect size entirely, for 
sometimes small differences in effect size have large practical or theoretical im­
portance. An example is the case in which the outcome of interest is a harm, such 
as death. For instance, if the addition of an angiogenesis inhibitor to chemother­
apy increases life expectancy in prostate cancer patients by only 6 months but the 
cost of the drug is low and it has no significant side effects, then many patients 
and their physicians would want that addition because of the value they place on 
having even just a little more time to live. Such judgments take into account indi­
vidual differences in the value placed on small differences in effects, estimates of 
the contextual costs and benefits of the intervention, and knowledge of possible 
side effects of treatment. Again, judgments about the external validity of a causal 
relationship cannot be reduced to statistical terms. 

Random Sampling and External Validity 

We have not put much emphasis on random sampling for external validity, prima­
rily because it is so rarely feasible in experiments. When it is feasible, however, we 
strongly recommend it, for just as random assignment simplifies internal validity in­
ferences, so random sampling simplifies external validity inferences (assuming little 
or no attrition, as with random assignment). For example, if an experimenter ran­
domly samples persons before randomly assigning them to conditions, then random 
sampling guarantees-within the limits of sampling error-that the average causal 
relationship observed in the sample will be the same as (1) the average causal rela­
tionship that would have been observed in any other random sample of persons of 
the same size from the same population and (2) the average causal relationship that 
would have been observed across all other persons in that population who were not 
in the original random sample. That is, random sampling eliminates possible inter­
actions between the causal relationship and the class of persons who are studied ver­
sus the class of persons who are not studied within the same population. We cite ex­
amples of such experiments in Chapter 11, though they are rare. Further, suppose 
the researcher also tests the interaction of treatment with a characteristic of persons 
(e.g., gender). Random sampling also guarantees that interaction will be the same 
in the groups defined in (1) and (2)-although power decreases as samples are sub-
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divided. So, although we argue in Chapters 1 and 11 that random sampling has 
major practical limitations when combined with experiments, its benefits for ex­
ternal validity are so great that it should be used on those rare occasions when it 
is feasible. 

These benefits hold for random samples of settings, too. For example, Puma, 
Burstein, Merrell, and Silverstein (1990) randomly sampled food stamp agencies 
in one randomized experiment about the Food Stamp Employment and Training 
Program. But random samples of settings are even more rare in experiments than 
are random samples of persons. Although defined populations of settings are 
fairly common-for example, Head Start Centers, mental health centers, or hos­
pitals-the rarity of random sampling from these populations is probably due to 
the logistical costs of successfully randomly sampling from them, costs that must 
be added to the already high costs of multisite experiments. 

Finally, these benefits also would hold for treatments and outcomes. But lists 
of treatments (e.g., Steiner & Gingrich, 2000) and outcomes (e.g., American Psy­
chiatric Association, 2000) are rare, and efforts to defend random sampling from 
them are probably nonexistent. In the former case, this rarity exists because the 
motivation to experiment in any given study stems from questions about the ef­
fects of a particular treatment, and in the latter case it exists because most re­
searchers probably believe diversity in outcome measures is better achieved by 
more deliberate methods such as the following. 

Purposive Sampling and External Validity 

Purposive sampling of heterogeneous instances is much more frequently used in 
single experiments than is random sampling; that is, persons, settings, treatments, 
or outcomes are deliberately chosen to be diverse on variables that are presumed 
to be important to the causal relationship. For instance, if there is reason to be 
concerned that gender might moderate an effect, then both males and females are 
deliberately included. Doing so has two benefits for external validity. Most obvi­
ously, it allows tests of the interaction between the causal relationship and gender 
in the study data. If an interaction is detected, this is prima facie evidence of lim­
ited external validity. However, sometimes sample sizes are so small that respon­
sible tests of interactions cannot be done, and in any case there will be many po­
tential moderators that the experimenter does not think to test. In these cases, 
heterogeneous sampling still has the benefit of demonstrating that a main effect 
for treatment occurs despite the heterogeneity in the sample. Of course, random 
sampling demonstrates this even more effectively, for it makes the sample hetero­
geneous on every possible moderator variable; but deliberately heterogeneous 
sampling makes up for its weakness by being practical. 

The same benefits ensue from purposive sampling of heterogeneous settings, 
so that it is common in multisite research to ensure some diversity in including, 
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say, both public and private schools or both nonprofit and proprietary hospitals. 
Purposive sampling of heterogeneous outcome measures is so common in most ar­
eas of field experimentation that its value for exploring the generalizability of the 
effect is taken for granted, though there is surprisingly little theory trying to ex­
plain or predict such variability (e.g., Shadish & Sweeney, 1991). Purposive sam­
pling of heterogeneous treatments in single experiments is again probably nonex­
istent, for the same reasons for which random sampling of treatments is not done. 
However, over a program of research or over a set of studies conducted by many 
different researchers, heterogeneity is frequently high for persons, settings, treat­
ments, and outcomes. This is one reason that our grounded theory of causal gen­
eralization relies so heavily on methods for multiple studies. 

MORE ON RELATIONSHIPS, TRADEOFFS, 
AND PRIORITIES 

At the end of Chapter 2, we discussed the relationship between internal and sta­
tistical conclusion validity. We now extend that discussion to other relationships 
between validity types and to priorities and tradeoffs among them. 

The Relationship Between Construct Validity 
and External Validity 

Construct validity and external validity are related to each other in two ways. 
First, both are generalizations. Consequently, the grounded theory of generaliza­
tion that we briefly described in Chapter 1 and that we extend significantly in 
Chapters 11 through 13 helps enhance both kinds of validities. Second, valid 
knowledge of the constructs that are involved in a study can shed light on exter­
nal validity questions, especially if a well-developed theory exists that describes 
how various constructs and instances are related to each other. Medicine, for ex­
ample, has well-developed theories for categorizing certain therapies (say, the class 
of drugs we call chemotherapies for cancer) and for knowing how these therapies 
affect patients (how they affect blood tests and survival and what their side effects 
are). Consequently, when a new drug meets the criteria for being called a 
chemotherapy, we can predict much of its likely performance before actually test­
ing it (e.g., we can say it is likely to cause hair loss and nausea and to increase sur­
vival in patients with low tumor burdens but not advanced cases). This knowledge 
makes the design of new experiments easier by narrowing the scope of pertinent 
patients and outcomes, and it makes extrapolations about treatment effects likely 
to be more accurate. But once we move from these cases to most topics of field ex­
perimentation in this book, such well-developed theories are mostly lacking. In 
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these common cases, knowledge of construct validity provides only weak evidence 
about external validity. We provide some examples of how this occurs in Chap­
ters 11 through 13. 

However, construct and external validity are different from each other in 
more ways than they are similar. First, they differ in the kinds of inferences being 
made. The inference of construct validity is, by definition, always a construct that 
is applied to study instances. For external validity generalizations, the inference 
concerns whether the size or direction of a causal relationship changes over per­
sons, treatments, settings, or outcomes. A challenge to construct validity might be 
that we have mischaracterized the settings in a health care study as private sector 
hospitals and that it would have been more accurate to call them private nonprofit 
hospitals to distinguish them from the for-profit hospitals that were not in the 
study. In raising this challenge, the size or direction of the causal relationship need 
never be mentioned. 

Second, external validity generalizations cannot be divorced from the causal 
relationship under study, but questions about construct validity can be. This point 
is most clear in the phrasing of threats to external validity, which are always in­
teractions of the causal relationship with some other real or potential persons, 
treatments, settings, or outcomes. There is no external validity threat about, say, 
the interaction of persons and settings without reference to the causal relationship. 
It is not that such interactions could not happen-it is well known, for example, 
that the number of persons with different psychiatric diagnoses that one finds in 
state mental hospitals is quite different from the number generally found in the 
outpatient offices of a private sector clinical psychologist. We can even raise con­
struct validity questions about all these labels (e.g., did we properly label the set­
ting as a state mental hospital? Or might it have been better characterized as a 
state psychiatric long-term-care facility to distinguish it from those state-run fa­
cilities that treat only short-term cases?). But because this particular interaction 
did not involve a causal relationship, it cannot be about external validity. 

Of course, in practice we use abstract labels when we raise external validity 
questions. In the real world of science, no one would say, "I think this causal rela­
tionship holds for units on List A but not for units on List B." Rather, they might 
say, "I think that gene therapies for cancer are likely to work for patients with low 
tumor burden rather than with high tumor burden." But the use of construct labels 
in this latter sentence does not make external validity the same as, or even de­
pendent on, construct validity. The parallel with internal validity is instructive here. 
No one in the real world of science ever talks about whether A caused B. Rather, 
they always talk about descriptive causal relationships in terms of constructs, say, 
that gene therapy increased 5-year survival rates. Yet we have phrased internal va­
lidity as concerning whether A caused B without construct labels in order to high­
light the fact that the logical issues involved in validating a descriptive causal in­
ference (i.e., whether cause precedes effect, whether alternative causes can be ruled 
out, and so forth) are orthogonal to the accuracy of those construct labels. The 
same point holds for external validity-the logical issues involved in knowing 
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whether a causal relationship holds over variations in persons, settings, treatments, 
and outcomes are orthogonal to those involveq in naming the constructs. 

Third, external and construct validity differ in that we may be wrong about 
one and right about the other. Imagine two sets of uriits for which we have well­
justified construct labels, say, males versus females or U.S. cities versus Canadian 
cities or self-report measures versus observer ratings. In these cases, the construct 
validity of those labels is not at issue. Imagine further that we have done an ex­
periment with one of the two sets, say, using only self"report fi1easures. The fact 
that we correctly know the label for the other set that we did not use (observer 
ratings) rarely makes it easier for us to answer the external validity question of 
whether the causal effect on self-reported outcomes would be the same as for 
observer-rated outcomes (the exception being those rare cases in which strong 
theory exists to help make the prediction). And the converse is also true: that I may 
have the labels for these two sets of units incorrect, but if I have done the same ex- . 
periment with both sets of units, I still can provide helpful answers to external va­
lidity questions about whether the effect holds over the two kinds of outcomes de­
spite using the wrong labels for them. 

Finally, external and construct validity differ in the methods emphasized to 
improve them. Construct validity relies more on clear construct explication and 
on good assessment of study particulars, so that the match between construct and 
particulars can be judged. External validity relies more on tests of changes in tHe 
size and direction of a causal relationship. Of course, those tests cannot be done 
without some assessments; but that is also true of statistical conclusion ahd inter­
nal validity, both of which depend in practice on having assessments to work with. 

The Relationship Between Internal 
Validity and Construct Validity 

Both internal and construct validity share in common the notion of confounds. 
The relationship between internal validity and construct validity is best illustrated 
by the four threats listed under internal validity in Cook and Campbell (1979) that 
are now listed under construct validity: resentful demoralization, compensatory 
equalization, compensatory rivalry, and treatment diffusion. The problem of 
whether these threats should count under internal or construct validity hinges on 
exactly what kinds of confounds they are. Internal validity confounds are forces 
that could have occurred in the absence of the treatment and could have caused 
some or all of the outcome observed. By contrast, these four threats wotild not 
have occurred had a treatment not been introduced; indeed, they occurred because 
the treatment was introduced, and so are part of the treatment condition (or per­
haps more exactly, part of the treatment contrast). They threaten construct valid­
ity to the extent that they are usually not part of the intended conceptual structure 
of the treatment, and so are often omitted from the description of the treatment 
construct. 
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Tradeoffs and Priorities 

In the last two chapters, we have presented a daunting list of threats to the validicy 
of generalized causal inferences. This might lead the reader to wonder .if any single 
experiment can successfully avoid all of them. The answer is no. We cannot rea­
sonably expect one study to deal with all of them simultaneously, primarily because 
of logistical and practical tradeoffs among them that we describe in this section. 
Rather, the threats to validity are heuristic devices that are intended to raise con­
sciousness about priorities and tradeoffs, not to be a source of skepticism or despair. 
Some are much more important than others in terms of both prevalence aod conse­
quences for qualicy of inference, and experience helps the researcher to identify 
those that are more prevalent and important for any given context. It is more real­
istic to expect a program of research to deal with most or all of these threats over 
time. Knowledge growth is more cumulative than episodic, both with experiments 
and with other types of research. However, we do not mean all this to say that sin­
gle experiments are useless or all equally full of uncertainty in the results. A good 
experiment does not have to deal with all threats but only with the subset of threats 
that a particular field considers most serious at the time. Nor is dealing with threats 
the only mark of a good experimertt; for example, the best experiments influence a 
field by testing truly novel ideas (Eysenck & Eysenck, 1983; Harre, 1981). 

In a world of limited resources, researchers always make tradeoffs among va­
lidity types ir1 any single study. Fbr example, if a researcher increases sample size 
in order to improve statistical conclusion validity, he or she is reducing resources 
that could be used to prevent treatment-correlated attrition and so improve inter­
nal validity. Similarly, random assignment can help greatly in improving internal 
validity, but the organizations willing to tolerate this are probably less represen­
tative than organizations willing to tolerate passive measurement, so external va­
lidity may be compromised. Also, increasing the construct validity of effects by 
operationalizing each of them in multiple ways is likely to increase the response 
burden and so cause attrition from the experiment; or, if the measurement budget 
is fixed, then increasing the number of measures may lower reliability for indi­
vidual measures that must then be shorter. 

Such countervailing relationships suggest how crucial it is in planning any ex­
periment to be explicit about the priority ordering among validity types. Unnec­
essary tradeofis between one kind of validity and another have to be avoided, and 
the loss entailed by necessary tradeoffs has to be estimated and minimized. Schol­
ars differ in their estimate of which tradeoffs are more desirable. Cronbach (1982) 
maintains that timely, representative, but less rigorous studies can lead to reason­
able causal inferences that have greater external validity, even if the studies are 
nonexperimental. Campbell and Boruch (1975), on the other hand, maintain that 
causal inference is problematic outside of experiments because many threats to in­
ternal validity remain unexamined or must be ruled out by fiat rather than 
through direct design or measurement. This is an example of the major and most 
discussed tradeoff-that between internal and external validity. 
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Internal Validity: A Sine Qua Non? 

Noting that internal validity and external validity often conflict in any given ex­
periment, Campbell and Stanley (1963) said that "internal validity is the sine qua 
non" (p. 5). 8 This one statement gave internal validity priority for a generation of 
field experimenters. Eventually, Cronbach took issue with this priority, claiming 
that internal validity is "trivial, past-tense, and local" (1982, p. 13 7), whereas ex­
ternal validity is more important because it is forward looking and asks general 
questions. Because Cronbach was not alone in his concerns about the original va­
lidity typology, we discuss here the priorities among internal validity and other va­
lidities, particularly external validity. 

Campbell and Stanley's (1963) assertion that internal validity is the sine qua 
non of experimentation is one of the most quoted lines in research methodology. 
It appeared in a book on experimental and quasi-experimental design, and the text 
makes clear that the remark was meant to apply only to experiments, not to other 
forms of research: 

Internal validity is the basic minimum without which any experiment is uninter­
pretab\e: Did in fact the experimental treatments make a difference in this specific ex­
perimental instance? External validity asks the question of generalizability: To what 
populations, settings, treatment variables, and measurement variables can this effect 
be generalized? Both types of criteria are obviously important, even though they are 
frequently at odds in that features increasing one may jeopardize the other. While in­
ternal validity is the sine qua non, and while the question of external validity, like the 
question of inductive inference, is never completely answerable, the selection of de­
signs strong in both types of validity is obviously our ideal. This is particularly the case 
for research on teaching, in which generalization to applied settings of known charac­
ter is the desideratum. (Campbell & Stanley, 1963, p. 5) 

Thus Campbell and Stanley claimed that internal validity was necessary for ex­
perimental and quasi-experimental designs probing causal hypotheses, not for re­
search generally. Moreover, the final sentence of this quote is almost always over­
looked. Yet it states that external validity is a desideratum (purpose, objective, 
requirement, aim, goal) in educational research. This is nearly as strong a claim as 
the sine qua non claim about internal validity. 

As Cook and Campbell (1979) further clarified, the sine qua non statement 
is, to a certain degree, a tautology: 

There is also a circular justification for the primacy of internal validity that pertains in 
any book dealing with experiments. The unique purpose of experiments is to provide 
stronger tests of causal hypotheses than is permitted by other forms of research, most 
of which were developed for other purposes. For instance, surveys were devel~peq to 
describe population attitudes and reported behaviors while participant observation 

8. Sine qua non is Latin for "without which not" and describes something that is essential or necessary. So this 
phrase describes internal validity as necessary. 
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methods were developed to describe and generate new hypotheses about ongoing be­
haviors in situ. Given that the unique original purpose of experiments is cause-related, 
internal validity has to assume a special importance in experimentation since it is con­
cerned with how confident one can be that an observed relationship between variables 
~~causal or that the absence of a relationship implies no cause. (p. 84) 

Despite all these disclaimers, many readers still misinterpret our position on 
internal validity. To discourage such misinterpretation,, let us be clear: Internal va­
lidity is not the sine qua non of all research. It does have a special (but not invio­
late) place in cause-probing research, and especially in experimental research, by 
encouraging critical thinking about descriptive cau~~l claims. Next we examine 
some issues that must be examined before knowing exa~tly how high a priority in­
ternal validity should be. 

Is Descriptive Causation a Priority? 

Internal validity can have high priority only if a researcher is self-consciously in­
terested in a descriptive causal question from among the many competing questions 
on a topic that might be asked. Such competing questions could be about how the 
problem is formulated, what needs the treatm,ent might address, how well a treat­
ment is implemented, how best to measure something, how mediating causal 
processes should be understood, how meanings should be attached to findings, and 
how costs and fiscal benefits should be measured: Experiments rarely provide help­
ful information about these questions, for which other methods are to be preferred. 
Even when descriptive causation is a high priority, these other questions might also 
need to be answered, all within the same resource constraints. Then a method such 
as a survey might be preferred because it pas a wider bandwidth9 that permits an­
swering a broader array of questions evep if the causal question is answered less 
well than it would be with an experiment (Cronbach, 1982). The decision to pri­
oritize on descriptive causal questions or some alternative goes far beyond the 
scope of this book (Shadish, Cook, & Leviton, 1991). Our presumption is that the 
researcher has already justified such a question before he or she begins work within 
the experimental framework beiqg elaborated in this boo¥:. 

Can Nonexperimental Methods Give a Satisfactory Answer? 

Even if a descriptive causal inference has been well justified as a high priority, ex­
perimental methods are still not the only choice. Descriptive causal questions can 
be studied nonexperimentally. This happens with correlational path analysis in so­
ciology (e.g., Wright, 1921, 1934), with case-control studies in epidemiology (e.g., 

9. Cronbach's analogy is to radios that can have high bandwidth or high fidelity, there being a tradeoff between 
the two. Bandwidth means a method can answer many questions but with less accuracy, and fidelity describes 
methocis that answer one or a few questions but with more accuracy. 
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Ahlborn & Norell, 1990), or with qualitative methods such as case studies (e.g., 
Campbell, 1975). The decision to investigate a descriptive causal question using 
such methods depends on many factors. Partly these reflect disciplinary traditions 
that developed for either good or poor reasons. Some phenomena are simply not 
amenable to the manipulation that experimental work requires, and at other times 
manipulation may be undesirable for ethical reasons or for fear of changing the 
phenomenon being studied in undesirable ways. Sometimes the cause of interest 
is not yet sufficiently clear, so that interest is more in exploring a range of possi­
ble causes than in zeroing in on one or two of them. Sometimes the investment of 
time and resources that experiments may require is premature, perhaps because 
insufficient pilot work has been done to develop a treatment in terms of its theo­
retical fidelity and practical implementability, because crucial aspects of experi­
mental procedures such as outcome measurement are underdeveloped, or because 
results are needed more quickly than an experiment can provide. Premature ex­
perimental work is a common research sin. 

However, the nature of nonexperimental methods can often prevent them 
from making internal validity the highest priority. The reason is that experimen­
tal methods match the requirements of causal reasoning more closely than do 
other methods, particularly in ensuring that cause precedes effect, that there is a 
credible source of counterfactual inference, and that the number of plausible al­
ternative explanations is reduced. In their favor, however, the data generally used 
with nonexperimental causal methods often entail more representative samples of 
constructs than in an experiment and a broader sampling scheme that facilitates 
external validity. So nonexperimental methods will usually be less able to facili­
tate internal validity but equally or more able to promote external or construct va­
lidity. But these tendencies are not universal. Nonexperimental methods can some­
times yield descriptive causal inferences that are fully as plausible as those yielded 
by experiments, as in some epidemiological studies. As we said at the start of 
Chapter 2, validity is an attribute of knowledge claims, not methods. Internal va­
lidity depends on meeting the demands of causal reasoning rather than on using a 
particular method. No method, including the experiment, guarantees an internally 
valid causal inference, even if the experiment is often superior. 

The Weak and Strong Senses of Sine Qua Non 

However, suppose the researcher has worked through all these matters and has de­
cided to use an experiment to study a descriptive causal inference. Then internal 
validity can be a sine qua non in two senses. The weak sense is the tautological 
one from Campbell and Stanley (1963): "internal validity is the basic minimum 
without which any experiment is uninterpretable" (p. 5). That is, to do an exper­
iment and have no interest in internal validity is an oxymoron. Doing an experi­
ment makes sense only if the researcher has an interest in a descriptive causal ques­
tion, and to have this interest without a concomitant interest in the validity of the 
causal answer seems hard to justify. 
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The strong sense in which internal validity can have priority occurs when 
the experimenter can exercise choice within an experiment about how much 
priority to give to each validity type. Unfortunately, any attempt to answer this 
question is complicated by the fact that we have no accepted measures of the 
amount of each kind of validity, and so it is difficult to tell how much of each 
validity is present. One option would be to use methodological indices, for ex­
ample, claiming that randomized studies with low attrition yield inferences that 
are likely to be higher in internal validity. But such an index fails to measure 
the internal validity of other cause-probing studies. Another option would be 
to use measures based on the number of identified threats to validity that still 
remain to be ruled out. But the conceptual obstacles to such measures are 
daunting; and even if it were possible to construct them for all the validity 
types, we can think of no way to put them on the common metric that would 
be needed for making comparative priorities. 

A feasible option is to use the amount of resources devoted to a particular va­
lidity type as an indirect index of its priority. After all, it is possible to reduce the 
resources given, say, to fostering internal validity and to redistribute them to fos­
tering some other validity type. For example, a researcher might take resources 
that would otherwise be devoted to random assignment, to measuring selection 
bias, or to reducing attrition and use them either (1) to study a larger number of 
units (in order to facilitate statistical conclusion validity), (2) to implement several 
quasi-experiments on existing treatments at a larger number of representatively 
sampled sites (in order to facilitate external validity), or (3) to increase the qual­
ity of outcome measurement (in order to facilitate construct validity). Such re­
source allocations effectively reduce the priority of internal validity. 

These allocation decisions vary as a function of many variables. One is the ba­
sic versus applied research distinction. Basic researchers have high interest in con­
struct validity because of the key role that constructs play in theory construction 
and testing. Applied researchers tend to have more interest in external validity be­
cause of the particular value that accrues to knowledge about the reach of a causal 
relationship in applied contexts. For example, Festinger's (e.g., 1953) basic social 
psychology experiments were justly famous for the care they put into ensuring 
that the variable being manipulated was indeed cognitive dissonance. Similarly, re­
garding units, Piagetian developmental psychologists often devote extra resources 
to assessing whether children are at preoperational or concrete operational stages 
of development. By contrast, the construct validity of settings tends to be of less 
concern in basic research because few theories specify crucial target settings. Fi­
nally, external validity is frequently of the lowest interest in basic research. Much 
basic psychological research is conducted using college sophomores for the greater 
statistical power that comes through having large numbers of homogeneous re­
spondent populations. The tradeoff is defended by the hope that the results 
achieved with such students will be general because they tap into general psycho­
logical processes-an assumption that needs frequent empirical testing. However, 
assuming (as we are) that these examples occurred in the context of an experi-
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ment, it is still unlikely that the basic researcher would let the resources given to 
internal validity fall below a minimally acceptable level. 

By contrast, much applied experimentation has different priorities. Applied 
experiments are often concerned with testing whether a particular problem is al­
leviated by an intervention, so many readers are concerned with the construct va­
lidity of effects. Consider, for example, debates about which cost-of-living adjust­
ment based on the Consumer Price Index ( CPI) most accurately reflects the actual 
rise in living costs-or indeed, whether the CPI should be considered a cost-of­
living measure at all. Similarly, psychotherapy researchers have debated whether 
traditional therapy outcome measures accurately reflect the notion of clinically 
significant improvement among therapy clients (Jacobson, Follette, & Revenstorf, 
1984). Applied research also has great stake in plausible generalization to the spe­
cific external validity targets in which the applied community is interested. Weisz, 
Weiss, and Donenberg (1992), for example, suggested that most psychotherapy 
experiments were done with units, treatments, observations, and settings that are 
so far removed from those used in clinical practice as to jeopardize external va­
lidity inferences about how well psychotherapy works in those contexts. 

It is clear from these examples that decisions about the relative priority of dif­
ferent validities in a given experiment cannot be made in a vacuum. They must 
take into account the status of knowledge in the relevant research literature gen­
erally. For example, in the "phase model" of cancer research at the National In­
stitutes of Health (Greenwald & Cullen, 1984), causal inferences about treatment 
effects are always an issue, but at different phases different validity types have pri­
ority. Early on, the search for possibly effective treatments tolerates weaker ex­
perimental designs and allows for many false positives so as not to overlook a po­
tentially effective treatment. As more knowledge accrues, internal validity gets 
higher priority to sort out those treatments that really do work under at least some 
ideal circumstances (efficacy studies). By the last phase of research, external va­
lidity is the priority, especially exploring how well the treatment works under con­
ditions of actual application (effectiveness studies). 

Relatively few programs of research are this systematic. However, one might 
view the four validity types as a loose guide to programmatic experimentation, in­
structing the researcher to iterate back and forth among them as comparative 
weaknesses in generalized causal knowledge of one kind or another become ap­
parent. For example, many researchers start a program of research by noticing an 
interesting relationship between two variables (e.g., McGuire, 1997). They may do 
further studies to confirm the size and dependability of the relationship (statistical 
conclusion validity), then study whether the relationship is causal (internal valid­
ity), then try to characterize it more precisely (construct validity) and to specify its 
boundaries (external validity). Sometimes, the phenomenon that piques an experi­
menter's curiosity already has considerable external validity; for instance, the co­
variation between smoking and lung cancer across different kinds of people in dif­
ferent settings and at different times led to a program of research designed to 
determine if the relationship was causal, to characterize its size and dependability, 
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and then to explain it. Other times, the construct validity of the variables has al­
ready been subject to much attention, but the question of a causal relationship be­
tween them suddenly attracts notice. For instance, the construct validity of both 
race and intelligence had already been extensively studied when a controversy 
arose in the 1990s over the possibility of a causal relationship between them (De­
vlin, 1997; Herrnstein & Murray, 1994). Programs of experimental research can 
start at many different points, with existing knowledge lending strength to differ­
ent kinds of inferences and with need to repair knowledge weaknesses of many dif­
ferent kinds. Across a program of research, all validity types are a high priority. By 
the end of a program of research, each validity type should have had its turn in the 
spotlight. 

SUMMARY 

In Chapters 2 and 3, we have explicated the theory of validity that drives the rest 
of this book. It is a heavily pragmatic theory, rooted as much or more in the needs 
and experiences of experimental practice as in any particular philosophy of sci­
ence. Chapter 2 presented a validity typology consisting of statistical conclusion 
validity, internal validity, construct validity, and external validity that retains the 
central ideas of Campbell and Stanley (1963) and Cook and Campbell (1979) but 
that does so in slightly expanded terms that extend the logic of generalizations to 
more parts of the experiment. With a few minor exceptions, the threats to valid­
ity outlined in previous volumes remain largely unchanged in this book. 

However, the presentation to this point has been abstract, as any such theory 
must partly be. If the theory is to retain the pragmatic utility that it achieved in 
the past, we have to show how this theory is used to design and criticize cause­
probing studies. We begin doing so in the next chapter, in which we start with the 
simplest quasi-experimental designs that have sometimes been used for investi­
gating causal relationships, showing how each can be analyzed in terms of threats 
to validity and how those threats can be better diagnosed or sometimes reduced 
in plausibility by improving those designs in various ways. Each subsequent chap­
ter in the book presents a new class of designs, each of which is in turn subject to 
a similar validity analysis-quasi-experimental designs with comparison groups 
and pretests, interrupted time series designs, regression discontinuity designs, and 
randomized designs. In all these chapters, the focus is primarily but not exclusively 
on internal validity. Finally, following the presentation of these designs, the em­
phasis is reversed as the book moves to a discussion of methods and designs for 
improving construct and external validity. 



Randomized Experiments: 

Rationale, Designs, and 

Conditions Conducive to 

Doing Them 

Ran·dom (ran' d~m): [From at random, by chance, at great speed, from Mid­
dle English randon, speed, violence, from Old French from randir, to 
run, of Germanic origin.] adj. 1. Having no specific pattern, purpose, 
or objective: random movements; a random choice. See Synonyms at 
chance. 2. Statistics. Of or relating to the same or equal chances or 
probability of occurrence for each member of a group. 

D 
OES EARLY preschool intervention with disadvantaged children improve their 
later life? The Perry Preschool Program experiment, begun in 1962, studied 
this question with 128low-income Mrican-American children who were ran­

domly assigned to receive either a structured preschool program or no treatment. 
Ninety-five percent of participants were followed to age 27, and it was found that 
treatment group participants did significantly better than controls in employment, 
high school graduation, arrest records, home ownership, welfare receipt, and 
earnings (Schweinhart, Barnes, & Weikart, 1993), although early IQ and aca­
demic aptitude gains were not maintained into early adulthood. Along with other 
experimental evidence on the effects of preschool interventions (e.g., Olds et al., 
1997; Olds et al., 1998), these results helped marshal continued political support 
and funding for programs such as Head Start in the United States. In this chapter, 
we present the basic logic and design of randomized experiments such as this one, 
and we analyze the conditions under which it is less difficult to implement them 

outside the laboratory. 
In the natural sciences, scientists introduce an intervention under circum-

stances in which no other variables are confounded with its introduction. They 
then look to see how things change-for instance, whether an increase in heat af· 
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fects the pressure of a gas. To study this, a scientist might place the gas in a fixed 
enclosure, measure the pressure, heat the gas, and then measure the pressure again 
to see if it has changed. The gas is placed in the enclosure to isolate it from any­
thing else that would affect the pressure inside. But even in this simple example, 
the in~~rvention is still a molar treatment package that is difficult to explicate 
fully. The enclosure is made of a certain material, the heat comes from a certain 
kind of burner, the humidity is at a certaih level, and so forth. Full control and full 
isolatioii ~f the "intended" treatment are difficult, even in the natural sciences. 

lh rhuch social research, mote formidable control problems make successful 
experimentation even more difficult. For example, it is impossible to isolate a per­
son from her family in order to "remove" the influences of family. Even in agri­
culthral tests of a new seed, the plot on which those seeds are planted cannot be 
isolated from its drainage or soil. So many scientists rely on an approach to ex­
perimental control that is different from physical isolation-random assignment. 
Th~ randomized experiment has its primary systematic roots in the agricultural 
wdtk of statistician R. A. Fisher (1925, 1926, 1935; see Cowles, 1989, for a his­
tory of Fisher's work). Randomization was sometimes used earlier (e.g., Dehue, 
2000; Gosnell, 1927; Hacking, 1988; Hrobjartsson, Gotzche, & Gluud, 1998; 
McCall, 1923; Peirce &Jastrow, 1884; Richet, 1884; Stigler, 1986). But Fisher ex­
plicated the statistical ratio.dale and analyses that tie causal inference to the phys­
ical randomization of units to conditions in an experiment (Fisher, 1999). 

THE THEORY OF RANDOM ASSIGNMENT 

Random assignment reduces the plausibility of alternative explanations for ob­
served effects. In this, it is like other design features such as pretests, cohorts, or 
nonequivalent dependent variables. But random assignment is distinguished from 
those features by one very special characteristic shared only with the regression 
discontinuity design: it can yield unbiased estimates of the average treatment ef­
fect (Roserlhaum, 1995a).1 Moreover, it does this with greater efficiency than the 

1. Three observations about the phrase "unbiased estimates of average treatment effects" are worth noting. First, 
some statisticians would prefer to describe the advantage of randomization as yielding a consistent estimator (one 
that converges on its population parameter as sample size increases), especially because we never have the infinite 
number of samples suggested by the theory of expectations discussed shortly in this chapter. We use the term 
unbiased in this book primarily because it will be more intuitively understood by nonstatistical readers and 
because it fits better with the qualitative logic of bias control that undergirds our validity typology. Second, in a 
random sampling model, sample means are always unbiased estimates of population means, so differences between 
sample means are always unbiased estimates of differences between population means. The latter estimates can be 
obtained without using random assignment. But such estimates are not the same as unbiased estimates of treatment 
effects. It is the latter that random assignment facilitates; hence its ability to facilitate the causal inference that we 
refer to with the shorthand phrase "unbiased estimates of treatment effects." Third, the phrase correctly refers to 
the average effect over units in the study, as distinguished from the effects on each unit in the study, which is not 
tested in a randomized experiment. 
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regression discontinuity design in a greater diversity of applications. Because un­
biased and efficient causal inference is a goal of experimental research, it is cru­
cial that researchers understand what random assignment is and how it works. 

What Is Random Assignment? 

Random assignment is achieved by any procedure that assigns units to conditions 
based only on chance, in which each unit has a nonzero probability of being as­
signed to a condition. A well-known random assignment procedure is a coin toss. 
On any given toss, a fair coin has a known (50%) chance of coming up heads. In 
an experiment with two conditions, if heads comes up for any unit, then that unit 
goes into the treatment condition; but if tails comes up, then it becomes a control 
unit. Another random assignment procedure is the roll of a fair die that has the 
numbers 1 through 6 on its sides. Any number from 1 to 6 has a known (1/6) 
chance of coming up, but exactly which number comes up on a roll is entirely up 
to chance. Later we recommend more formal randomization procedures, such as 
the use of tables of random numbers. But coin tosses and dice rolls are well-known 
and intuitively plausible introductions to randomization. 

Random assignment is not random sampling. We draw random samples of 
units from a population by chance in public opinion polls when we ask random 
samples of people about their opinions. Random sampling ensures that answers 
from the sample approximate what we would have gotten had we asked everyone 
in the population. Random assignment, by contrast, facilitates causal inference by 
making samples randomly similar to each other, whereas random sampling makes 
a sample similar to a population. The two procedures share the idea of "random­
ness," but the purposes of this randomness are quite different. 

Why Randomization Works 

The literature contains several complementary statistical and conceptual explana­
tions for why and how random assignment facilitates causal inference: 

• It ensures that alternative causes are not confounded with a unit's treatment 
condition. 

• It reduces the plausibility of threats to validity by distributing them randomly 
over conditions. 

• It equates groups on the expected value of all variables at pretest, measured or 
not. 

• It allows the researcher to know and model the selection process correctly. 
• It allows computation of a valid estimate of error variance that is also orthog­

onal to treatment. 
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These seemingly different explanations are actually closely related. None of 
them by itself completely captures what random assignment does, but each sheds 
light on part of the explanation. 

Random Assignment and Threats to Internal Validity 

If treatment groups could be equated before treatment, and if they were different 
after treatment, then pretest selection differences could not be a cause of observed 
posttest differences. Given equal groups at pretest, the control group posttest 
serves as a source of counterfactual inference for the treatment group posttest, 
within limits we elaborate later. Note that the logic of causal inference is at work 
here. The temporal structure of the experiment ensures that cause precedes effect. 
Whether cause covaries with effect is easily checked in the data within known 
probabilities. The remaining task is to show that most alternative explanations of 
the cause-effect relationship are implausible. The randomized experiment does so 
by distributing these threats randomly over conditions. So treatment units will 
tend to have the same average characteristics as those not receiving treatment. The 
only systematic difference between conditions is treatment. 

For example, consider a study of the effects of psychotherapy on stress. Stress 
has many alternative causes, such as illness, marital conflict, job loss, arguments 
with colleagues, and th\! death of a parent. Even positive events, such as getting a 
new job or getting married, cause stress. The experimenter must ensure that none 
of these alternative causes is confounded with receiving psychotherapy, because 
then one could not tell whether it was psychotherapy or ohe of the confounds that 
caused any differences at posttest. Random assignment ensures that every client 
who receives psychotherapy is equally likely as every client in the control group 
to have experienced, sa'y, a new job or a recent divorce. Random assignment does 
not prevent these alternative causes (e.g., divorce) froin occurring; nor does it iso­
late the units from the occurrence of such events. People in a randomized experi­
ment still get divorces andnew jobs. Random assignment simply ensures that such 
events are ho more likely to happen to treatment clients than to control clients. As 
a result, if psychotherapy clients report less stress than control clients at posttest, 
the cause of that difference is unlikely to be that one group had more new jobs or 
divorces, because such stressors are equally likely in both groups. The only sys­
tematic difference left to explain the result is the treatment. 

The only internal validity threat that randomization prevents from occurring 
is selection bias, which it rules out by definition, because selection bias implies that 
a systematically biased method was used for selecting units into groups but chance 
can have no such systematic bias. As for the other internal validity threats, ran­
domization does not prevent units from maturing or regressing; nor does it pre­
vent events other than treatment from occurring after the study begins (i.e., his­
tory). Pretests can still cause a testing effect, and changes in instrumentation can 
still occur. Random assignment simply reduces the likelihood that these threats are 
confounded with treatment. 
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Equating Groups on Expectation 

Iii statistics, the preceeding explanation is often summarized by saying that ran­
dom assignment equates groups on expectation at pretest. What does this mean? 
First, it does not mean that random assignment equates units on observed pretest 
scores. Howard, Krause, and Orlinsky (1986) remind ~s that when a deck of 52 
playing cards is well shuffled, some players will still be dealt a better set of cards 
than others. This isca,lled the luck of the draw by card players (and sampling er­
ror by statisticians). In card games, we do not expect every player to receive 
equally good cards for each hand, but we do expect the cards to be equal in the 
long run over many hands. All this is true of the randomized experiment. In any 
given experiment, observed pretest means will differ due to luck of the draw when 
some conditions are dealt a better set of participants than others. But we can ex­
pect that participants will be equal over conditions in the long run over many ran­
domized experiments. 

Technically, then, random assignment equates groups on the expectation of 
group means at pretest-that is, on the mean of the distribution of all possible 
sample means resulting from all possible random assignments of units to condi­
tions. Imagine that a researcher randomly assigned units to treatment and control 
conditions in one study and then computed a sample me,an on some variable for 
both conditions. These two means will almost certainly be different due to sam­
plingerror-the luck of the draw. But suppose the researcher repeated this process 
a second time, recorded the result, and continued to do this a very large number 
of times. At the end, the researcher would have a distribution of means for the 
treatment group over the samplings achieved and also one for the control group. 
Some of the treatment group means would be larger than others; the same would 
be true for the control group. But the average of all the means for the treatment 
group would be the same as the average of all the means for the control group. 
Thus the expectation to which the definition of random assignment is linked in­
volves the mean of all possible means, not the particular means achieved in a sin­
gle study. 

When random differences do exist in observed pretest means, those differ­
ences will influence the results of the study. For example, if clients assigned topsy­
chotherapy start off more depressed than those assigned to the control group de­
spite random assignment, and if psychotherapy reduces depression, posttest 
depression scores. might still be equal in both treatment and control groups be­
cause of the pretest group differences. Posttest differences between treatment and 
control groups then might suggest no treatment effect when treatment did, in fact, 
have an effect that was masked by sampling error in random assignment. More 
generally, the results of any individual randomized experiment will differ some­
what from the population effects by virtue of these chance pretest differences. 
Thus summaries of results from multiple randomized experiments on the same 
topic (as in psychotherapy meta-analysis) can yield more accurate estimates of 
treatment effects than any individual study. Even so, we still say that the estimate 
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from an individual study is unbiased. Unbiased simply means that any differences 
between the observed effects and the population effect are the result of chance; it 
does not mean that the results of the individual study are identical to the "true" 
population effect. 

The preceding explanation uses pretest means to illustrate how randomiza­
tion works. However, this is merely a teaching device, and the use of actual meas­
ured pretests is irrelevant to the logic. Randomization equates groups on expec­
tations of every variable before treatment, whether observed or not. In practice, 
of course, pretests are very useful because they allow better diagnosis of and ad­
justment for attrition, they facilitate the use of statistical techniques that increase 
statistical power, and they can be used to examine whether treatment is equally ef­
fective at different levels of the pretest. 

Additional Statistical Explanations of How Random 
Assignment Works 

Randomization ensures that confounding variables are unlikely to be correlated 
with the treatment condition a unit receives. That is, whether a coin toss comes 
up heads or tails is unrelated to whether you are divorced, nervous, old, male, or 
anything else. Consequently, we can predict that the pretest correlation between 
treatment assignment and potential confounding variables should not be signifi­
cantly different from zero. 

This zero correlation is very useful statistically. To understand this requires a 
digression into how to estimate treatment effects in linear models. Let us distin­
guish between the study and the analysis of the study. In a study of the effects of 
psychotherapy, stress is the dependent variable (Y;), psychotherapy is the inde­
pendent variable (Z;), and potential confounds are contained in an error term (e;). 
In the analysis of that study, the effects of treatment are estimated from the linear 
model: 

(8.1) 
/'. 

where f.1 is a constant, j3 is a regression coefficient, and the subscript i ranges from 
1 to n, where n is the number of units in the study. Thus Yi is the score of the ith 
unit on a measure of stress, Z; is scored as 1 if the unit is in psychotherapy and 0 
if not, and e; consists of all potential confounding variables. In the analysis, if~ is 
significantlY. different from zero, then psychotherapy had a significant effect on 

A 

stress, and j3 measures the magnitude and direction of that effect. 
For all this to work properly, however, the model that is specified in the analy­

sis must match the reality of the study. Failure to achieve this match is called spec­
ification error-an incorrect specification of the model presumed to give rise to 
the data. Specifically, the statistical techniques used to estimate models such as 
equation (8.1) choose values of~ so that correlations between the resulting errors 
and the predictor variables are zero (Reichardt & Gollob, 1986). The statistics do 
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this whether or not that correlation really was zero in the study. Fortunately, ran­
dom assignment assures that the correlation in the study will be zero for reasons 
outlined in the previous section; so the study matches the analysis. However, in 
nonrandomized studies, many confounds are probably correlated with receipt of 
treatment, but the computer program still chooses~ so that the error is minimally 
correlated with the predictors in the data analysis, yielding a mismatch between 
the study and the analysis. The result is an incorrect estimate of treatment effects.2 

A related way of thinking about the benefit of randomization is that it pro­
vides a valid estimate of error variance (e.g., Keppel, 1991; R. Kirk, 1982). Two 
possible causes of total variation in outcome (i.e., of how much people differ from 
each other in stress levels) exist-variation caused by treatment conditions (e.g., 
whether the person received psychotherapy) and variation caused by other factors 
(e.g., all the other causes of stress). Random assignment allows us to separate out 
these two sources of variability. Error variation is estimated as the amount of vari­
ation among units within each condition. For example, for those clients who were 
assigned to psychotherapy, variation in whether or not they received psychother­
apy cannot contribute to their different stress levels because there was no such 
variation-they all got psychotherapy. So any variance in outcome among people 
randomly assigned to psychotherapy must be caused only by confounds. The av­
erage of each of these computed error terms from within each condition serves as 
our best estimate of error. This error term is the baseline against which we see if 
differences between treatment conditions exceed the differences that normally oc­
cur among units as a function of all the other causes of the outcome. 

Summary 

Random assignment facilitates causal inference in many ways-by equating 
groups before treatment begins, by making alternative explanations implausible, 
by creating error terms that are uncorrelated with treatment variables, and by al­
lowing valid estimates of error terms. These are interrelated explanations. For ex­
ample, groups that are equated before treatment begins allow fewer alternative ex­
planations if differences later emerge, and uncorrelated errors are necessary to 
estimate the size of the error term. But randomization is not the only way to ac­
complish these things. Alternative explanations can sometimes be made implausi­
ble through logical means, as is typically the aim with quasi-experimentation; and 
uncorrelated errors can be created with other forms of controlled assignment to 
conditions, as with the regression discontinuity design. But randomization is the 
only design feature that accomplishes all of these goals at once, and it does so 
more reliably and with better known properties than any alternatives. 

2. One way to think about the selection bias models in Chapter 5 is that they try to make the error terms 
orthogonal to the predictors in a statistically acceptable way, but this is hard, so they often fail; and one way to 
think about the regression discontinuity design is that it is able to make this correlation zero for reasons outlined 
in the Appendix to Chapter 7. 
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Random Assignment and Units of Randomization 

We have frequently used the word "unit" to describe whatever or whoever is as­
signed to experimental conditions. A unit is simply "an opportunity to apply or 
withhold the treatment" (Rosenbaum, 1995a, p. 17). 

Kinds of Units 

In much field experimentation, the units being assigned to conditions are people­
clients in psychotherapy, patients in cancer trials, or students in educational stud­
ies. But units can be other kinds of entities (Boruch & Foley, 2000). R. A. Fisher 
(1925) assigned plots of land randomly to different levels of fertilizer or different 
strains of seed. In psychological and medical research, animals are often randomly 
assigned to conditions. Researchers in the New Jersey Negative Income Tax ex­
periment (Rees, 1974) randomly assigned families to conditions. Gosnell (1927) 
randomly assigned neighborhoods to conditions. Edgington (1987) discussed 
single-participant designs in which treatment times were randomly assigned. 
Schools have been randomly assigned (Cook et al., 1998; Cook, Hunt & Murphy, 
2000). Nor is randomization useful just in the social sciences. Wilson (1952) de­
scribes a study in which the steel plates used in gauges were randomized prior to 
testing different explosives, so that variations in the strength of the plates would not 
be systematically associated with any one explosive. The possibilities are endless. 

Higher Order Units 

Units such as families, work sites, classrooms, psychotherapy groups, hospital 
wards, neighborhoods, or communities are aggregates of individual units such as 
family members, employees, students, clients, patients, neighbors, or residents. 
Studies of the effects of treatments on such higher order units are common, and a 
literature has developed specific to experiments on higher order units (e.g., Don­
ner & Klar, 2000; Gail, Mark, Carroll, Green, & Pee, 1996; Moerbeek, van 
Breukelen, & Berger, 2000; Murray, 1998; Sorensen, Emmons, Hunt, & John­
ston, 1998). For example, the National Home Health Agency Prospective Pay­
ment Demonstration experiment assigned 142 home health agencies to different 
Medicare payment options to see how use of care was affected (Goldberg, 1997); 
the San Diego Nursing Home Incentive Reimbursement Experiment assigned 36 
nursing homes to different Medicare reimbursement options (Jones & Meiners, 
1986); the Tennessee Class Size Experiment randomly assigned 34 7 classes to 
large or small numbers of students (Finn & Achilles, 1990); and Kelly et al. (1997) 
randomly assigned eight cities to two conditions to study an HIV prevention in­
tervention. The higher order unit need not be a naturally occurring entity such as 
a work site or a neighborhood. The researcher can create the higher order unit 
solely for the research, as in the case of a stop-smoking program that is adminis­
tered in small groups so that participants can benefit from mutual support. Nor is 

~ 
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it necessary that the individual units know or interact with each other. For in­
stance, when physicians' practices are randomized to conditions, the physician's 
practice is a higher order unit even though the majority of the physician's patients 
will never meet. Fin~lly, sometimes a treatment cannot be restricted to particular 
individuals by its very nature. For example, when a radio-based driving safety 
campaign is broadcast over a listening area, the entire area receives treatment, 
even if only some individual drivers are formally included in the research (Reicken 
et al., 1974). 

There are often good practical and scientific reasons to use aggregate units. In 
a factory experiment, it may not be practical to isolate each worker and give him 
or her a unique treatment, for resentful demoralization or diffusion of treatment 
might result. Similarly, in the first evaluation of "Plaza Sesamo," Diaz-Guerro and 
Boltzmann (1974) randomly assigned some individual children in Mexican day 
care centers to watch "Plaza Sesamo" in small groups. They were in a special 
room with two adult monitors who focused attention on the show. At the same 
time, other children watched cartoons in larger groups in the regular room with 
no special monitors. Because treating classmates in these different ways may have 
led to a focused inequity, it would have been desirable if the experimenters' re­
sources had permitted them to assign entire classes to treatments. 

The research question also determines at which level of aggregation units 
should be randomized. If effects on individuals are at issue, the individual should 
be the unit, if possible. But if school or neighborhood phenomena are involved or 
if the intervention is necessarily performed on an aggregate, then the unit of ran­
domization should not be at a lower level of aggregation. 3 Thus, if one is investi­
gating whether frequent police car patrols deter crime in a neighborhood, differ­
ent amounts of patrolling should be assigned to neighborhoods and not, say, to 
blocks within neighborhoods. 

In aggregate units, the individual units within aggregates may no longer be in­
dependent of each other because they are exposed to common influences besides 
treatment. For example, students within classrooms talk to each other, have the 
same teacher, and may all receive treatment at the same time of day. These de­
pendencies lead to what used to be called the unit of analysis problem (Koepke & 
Flay, 1989} but what is more recently discussed as multilevel models or hierarchi­
callinear models. Because this book focuses on design rather than analysis, we do 
not treat the analytic issues in detail (Feldman, McKinlay, & Niknian, 1996; Gail 
et al., 1996; Green et al., 1995; Murray, 1998; Murray et al., 1994; Murray, 
Moskowitz, & Dent, 1996). But from a design perspective, using higher order 
units raises several issues. 

3. The nesting of participants in higher order units can still pose problems even when individuals are assigned to 
treatment. For example, if individual cancer patients who each have multiple tumors are randomly assigned to 
treatment but treatment is administered separately to each tumor and tumor response is observed separately for 
each tumor, those responses are not independent (Sargent, Sloan, & Cha, 1999). 
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Studies that use higher order units frequently have fewer such units available 
to randomize. Consider the limiting case in which students in one classroom are 
given the treatment and those iri a second classroom serve as controls. Treatment 
conditions are then totally confounded with classrooms, making it impossible to 
tell if performance differences at posttest are due to differences in treatment or in 
classroom characteristics, such as the charisma of the teacher, the mix of students, 
or the physical conditions of the class. When more than one, but still few, higher 
order units are assigned to conditions, randomization may result in very different 
means, variances, and sample sizes across conditions. Such cases are surprisingly 
common in the literature (e.g., Simpson, Klar, & Dohner, 1995); but they incur 
substantial problems for internal and statistical conclrlsion validity (Varnell, Mur­
ray, & Baker, in press). Such problem~ occur most often with studies of schools 
and communities, because it is expensive to add new sites. Random assignment of 
higher order units from within blocks or strata can reduce such problems. For ex: 
ample, McKay, Sinisterra, McKay, Gomez, and Lloreda (1978) studied the effects 
of five levels of a program of nutrition, health cate, and education on the cogni­
tive ability of chronically undernourished children· in Cali, Colombia. They di­
vided Cali into 20 relatively homogeneous neighBbrhood sectors. Then they rank­
ordered sectors on a standardized combination of pretreatment screening scores 
and randomly assigned tho~e sectors to the five conditions from blocks of five. The 
Kansas City Preventive Patrol experiment followed a similar procedure in its study 
of whether the visible presence of police patrbls det~l:red crime (Kelling, Pate, 
Dieckman, & Brown, 1976). The researchers placed 15 patrol districts into blocks 
of three that were homogenous on demographic charatterisdcs; they then ran­
domly assigned districts from these blocks into the three experimental conditions. 

Planning proper sample size and analysis of designs \Yith higher order 11nits is 
more complex than usual because individual units are not independent within ag­
gregate units (Bock, 1989; Bryk & Raudenbush, 1992; Bryk, Raude~bush, & 
Congdon, 1996; H. Goldstein, 1987; Raudenbush; 1997; Snijders & Bosker, 
1999). Given the same number of individualurtits, power is almost always lower 
in designs with higher order units than in those with individual units; and special 
power analyses must be used. 4 Moreover, power is improved more by increasing 
the number of aggregate units (e.g., adding more classrboms) than by increasing 
the number of individuals within units (e.g., adding more students within class­
rooms). Indeed, at a certain point the latter can rapidly beco±ne wasteful of re­
sources without improving power at all, depending on the size of the dependen­
cies within cluster (as measured by the intraclass correlation). 

4. See Donner (1992); Donner and Klar (1994); Feldma,n et al. (1996); Gail, Byar, Pechacek, and Corle (1992); 
Gail et al. (1996); Hannan and Murray (1996); Koepsell et al. (1991); Murray (1998); Murray and Hannan 
(1990); Murray, Hannan, and Baker (1996); Raudenbush (1997); and Raudenbush and Liu (2000). Both Orr 
(1999) and Raudenbush and Liu (2000) address tradeoffs between power and the cost of adding more participants 
within and between treatment sites. 

i i 
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Often resources will prevent the researcher from including the number of 
higher order units that the power analyses suggest is required to conduct a sensi­
tive statistical analysis. In such situations, it helps to treat the study as if it were a 
quasi-experiment, adding features such as switching replications or double 
pretests to facilitate causal inferences. Shadish, Cook, and Houts (1986) discuss 
this strategy and provide illustrations. For example, in the Cali study, McKay et 
al. (1978) staggered the introduction of treatment across the five treatment 
groups, so that some received treatment for the full length of the study but others 
received treatment progressively later. All had a common final posttest time. Their 
demonstration that effects started concurrent with implementation of treatment 
in each group helped to bolster the study's interpretability despite its use of only 
four higher order units per condition. Finally, measurement of the characteristics 
of higher order units helps diagnose the extent to which those characteristics are 
confounded with treatment. 

Researchers sometimes create an unnecessary unit of analysis problem when, 
in order to save the extra costs and logistical complexity of treating participants in­
dividually, they administer to a group a treatment that could have been adminis­
tered to individuals. By doing this, the researcher may thus create dependencies 
among participants within groups. For example, suppose a treatment for insomnia 
is administered to 50 participants in 10 groups of 5 people each; and suppose fur­
ther that the treatment could have been administered individually in the sense that 
it does not involve transindividual theoretical components such as mutual inter­
personal support. Nonetheless, group members are now exposed to many common 
influences. For example, some of them might become romantically involved, with 
possible consequences for their sleep patterns! These group influences may vary 
from group to group and so affect outcome differentially. So researchers should ad­
minister the treatment to individual units if the research question makes this pos­
sible; if not, then group membership should be taken into account in the analysis. 

The Limited Reach of Random Assignment 

Though random assignment is usually bettet than other design features for infer­
ring that an observed difference between treatment and control groups is due to 
some cause; Its ~pplicability is often limited. Random assignment is useful only if 
a researcher hils already decided that a local molar causal inference is of most in­
terest. Such inferences are a common goal in social research, but they are not the 
only goal. Yet random assignment is conceptually irrelevant to all other research 
goals. Further, random assignment is just one part of experimental design, and ex­
perimental design .is only part of an overall research design. Experimental design 
involves the scheduling of obse.t;vations, the choice of treatments and compar­
isons, the selection of observations and measures, the determination of who 
should be the respondents, and the manner of assigning units to treatments. Ran-
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dom assignment deals with only the last of these issues, so to assign at random 
does not guarantee a useful experimental or research design. 

Thus, if a randomized experiment is conducted with units that do not corre­
spond to the population of theoretical or policy interest, the usefulness of the re­
search is weakened even if the quality of the causal inference is high. Rossi and 
Lyall (1976) criticized the New Jersey Negative Income Tax Experiment because 
the respondents were working poor, but most guaranteed incomes in a national 
scheme would go to the jobless poor. Similarly, Cook et al. (1975) criticized Ball 
and Bogatz (1970) for manipulating levels of social encouragement to view 
"Sesame Street," thus confounding viewing with encouragement. Larson (1976) 
criticized the Kansas City Patrol Experiment because the amount of police pa­
trolling that was achieved in the high-patrolling condition was not even as high as 
the average in New York City and because the contrast between high- and low­
patrol areas in Kansas City was reduced due to police squad cars crossing atypi­
cally often over the low-patrol areas with their lights flashing and sirens scw'+m­
ing. These are all useful criticisms of details from social experiments, thop,-ph n~me 
is a criticism of random assignment itself. Such criticisms have implications for tlie 
desirability of random assignment only to the extent that implementing sgch as­
signment caused the problems to emerge. This is rarely the case. 

SOME DESIGNS USED WITH RANDOM ASSIGNMENT 

This section reviews many variants of randomized experimental designs (see Table 
8.1; for other variations, see Fleiss, 1986; Keppel, 1991; Kirk, 1982; Winer, 
Brown, & Michels, 1991). The designs we present are the most commonly used 
in field research, providing the basic building blocks from which more complex 
designs can be constructed. This section uses the same design notation as in ear­
lier chapters, except that the letter R indicates that the group on that line was 
formed by random assignment. We place R at the start of each line, although ran­
dom assignment could occur either before or after a pretest, and the placement of 
R would vary accordingly. 

The Basic Design 

The basic randomized experiment requires at least two conditions, random as­
signment of units to conditions, and posttest assessment of units. Strj.lcturally, it 
can be represented as: '' 

R 
R 

X 0 
0 



Tf\!JlE 8.1 Schematic Diagrams of Randomized Designs 

The Basic Randomized, Design Comparing Treatment to Control 

R 
R 

X 0 
0 

The Basic Randomized Design Comparing Two Treatments 

R XA 0 
R XB 0 
The Basic Randomized Design Comparing Two Treatments and a Control 

R XA 0 
R XB 0 
R 0 
The Pretest-Posttest Control Group Design 

R 
R 

0 
0 

X 0 
0 

The Alternative-Treatments Design with Pretest 

R 0 XA 0 
R 0 XB 0 
Multiple Treatments and Controls with Pretest 

R 0 XA 0 
R 0 XB 0 
R 0 0 
Factorial Design 

R XA1B1 0 

R XA1B2 0 

R XA2B1 0 
R XA2B2 0 

Longitudinal Design 

R 0 ... 0 X 0 
R 0 ... 0 0 

A Crossover Design 

R 0 XA 0 
R 0 XB 0 

0 ... 0 
0 ... 0 

XB 0 
XA 0 

Note: For simplicity, we plac~ the R (to indicate random assignment) at the front of the schematic diagram; 
however, assignment sometimes occurs before and sorn!'times after the pretest, so trat the placement of R could be 

varied !JCcordingly. 
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A good example of the use of this design with a single treatment and a control 
group is the test of the Salk polio vaccine in 1954. More than 400,000 children 
were randomly assigned to receive either the vaccine or a placebo (Meier, 1972). 

A key issue is the nature of the control condition. Selection of a particular 
kind of control group depends on what one wants to control. For example, a no­
treatment control condition tests the effects of a molar treatment package, in­
cluding all its active and passive, important and trivial components. However, 
when interest is in the effects of a part of that package, the control should include 
everything but that part. In drug studies, for example, the researcher often wants 
to separate out the effects of the pharmaceutically active ingredients in the drugs 
from the effects of the rest of the package-things such as swallowing a pill or hav­
ing contact with medical personnel. A placebo control does this, with medical per­
sonnel providing patients with, say, an inert pill in a manner that includes all the 
extraneous conditions except the active ingredients (Beecher, 1955). 

Many types of control groups exist, for example, no-treatment controls, dose­
response controls, wait-list controls, expectancy controls, or attention-only controls 
(Borkovec & Nau, 1972; Garber & Hollon, 1991; International Conference on Har­
monization, 1999; Jacobson & Baucom, 1977; Kazdin & Wilcoxon, 1976; O'Leary 
& Borkovec, 1978; Orne, 1962; Seligman, 1969; Shapiro & Shapiro, 1997). The vari­
ations are limited only by the researcher's imagination. But in all cases the question is 
always, "Control for what?" For instance, Rossi and Lyall (1976, 1978) criticized the 
New Jersey Negative Income Tax in part on this basis-that the control group differed 
not only in failure to receive the treatment of interest but also in receiving far fewer and 
less intrusive administrative experiences than the treatment group. 

Two Variants on the Basic Design 

One variation compares two treatments by substituting XA and XB for the X and 
blank space in the previous diagram: 

R 
R 

0 
0 

If XA is an innovative treatment, for example, XB is often a "gold-standard" 
treatment of known efficacy. The causal question is then, "What is the effect of 
the innovation compared with what would have happened if units had received 
the standard treatment?" This design works well if the standard treatment has a 
known track record against no-treatment controls. But if not, and if those receiv­
ing XA are not different from those receiving XB at posttest, the researcher cannot 
know if both treatments were equally effective or equally ineffective. In that case, 
a control group helps: 

R 
R 
R 

0 
0 
0 
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This design was used in Boston to study the effects of an experimental hous­
ing project designed to improve the kinds of neighborhoods in which poor fami­
lies lived (Katz, Kling, & Liebman, 1997; Orr, 1999). Poverty families in Treat­
ment A received housing vouchers good for use only in low-poverty areas so that 
if they moved, they would move to better neighborhoods; those in Treatment B re­
ceived vouchers for use anywhere, including in high-poverty areas; and those in 
the control group did not receive any vouchers at all. 

Risks to This Design Due to Lack of Pretest 

Omitting a pretest is a virtue whenever pretesting is expected to have an un­
wanted sensitization effect; and it is a necessity when a pretest cannot be gath­
ered (as in some studies of cognitive development in infants), is seriously im­
practical (as with expensive and time-consuming interviews of patients by 
physicians), or is known to be a constant (as in studies of mortality in which all 
patients are alive at the start). Otherwise, the absence of a pretest is usually risky 
if there is any likelihood of attrition from the study; in fact, some observers cite 
the need for a pretest as one of the most important lessons to emerge from the 
last 20 years of social experiments (Haveman, 1987). Attrition occurs often in 
field experiments, leaving the researcher with the need to examine whether 
(1) those who dropped out of the study were different from those who remained 
and, especially, (2) if those who dropped out of one condition were different from 
those who dropped out of the other condition(s). Pretreatment information, 
preferably on the same dependent variable used at posttest, helps enormously in 
answering such questions. 

Of course, attrition is not inevitable in field experiments. In medical trials 
of surgical procedures that have immediate outcomes, the treatments happen 
too quickly to allow much attrition; and patient follow-up care is often thor­
ough enough and medical records good enough that posttests and follow-up ob­
servations on patients are available. An example is Taylor et al.'s (1978) study 
of short-term mortality rates among 50 heart attack patients randomly assigned 
to receive either manual or mechanical chest compression during cardiopul­
monary resuscitation. The intervention was started and finished within the 
space of an hour; the heart attack patients could not very well get up and leave 
the hospital; and the dependent variable was quickly and easily gathered. A sec­
ond situation conducive to minimal attrition is one in which the outcome is a 
matter of mandatory public record. For instance, in both the LIFE (Living In­
surance for Ex-Offenders) experiment and the TARP (Transitional Aid for Re­
leased Prisoners) experiment (Rossi, Berk, & Lenihan, 1980), the main depend­
ent variabk was arrests, about which records were available for all participants 
from public sources. In general, however, attrition from conditions will occur in 
most field experiments, and pretests are vital to the methods we outline in Chap­
ter 10 for dealing with attrition. 
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The Pretest-Posttest Control Group Design 

Consequently, adding pretests to the basic randomized design is highly recommended: 

R 
R 

0 
0 

X 

Or, if random assignment occurred after pretest, 

0 
0 

R 
R 

X 

0 
0 

0 
0 

This is probably the most commonly used randomized field experiment. Its 
special advantage is its increased ability to cope with attrition as a threat to inter­
nal validity, in ways we outline in Chapter 10. A secondary advantage, however, 
is that it allows certain statistical analyses that increase power to reject the null 
hypothesis (Maxwell & Delaney, 1990). S. E. Maxwell (1994) says that allocat­
ing 75% of assessment to posttest and 25% to pretest is often a good choice to 
maximize power with this design. Maxwell, Cole, Arvey, and Salas (1991) discuss 
tradeoffs between ANCOVA using a pretest as a covariate and repeated-measures 
ANOVA with a longer posttest as a method for increasing power. 

Although the researcher should try to make the pretest be identical to the out­
come measures at posttest, this need not be the case. In research on child devel­
opment, for example, tests for 8-year-old children must often be substantially dif­
ferent in content than those for 3-year-old children. If the pretest and posttest 
assess the same unidimensional construct, logistic test theory can sometimes be 
used to calibrate tests if they contain some common content (Lord, 1980), as 
McKay et al. (1978) did in the Cali study of changes in cognitive ability in 300 
children between the ages of 30 and 84 months. 

Alternative-Treatments Design with Pretest 

The addition of pretests is also recommended when different substantive treat­
ments are compared: 

R 
R 

0 
0 

0 
0 

If posttests reveal no differences between groups, the researcher can examine pretest 
and posttest scores to learn whether both groups improved or if neither did.5 This de­
sign is particularly useful when ethical concerns mitigate against comparing treatment 

5. Here and elsewhere, we do not mean to imply that change scores would be desirable as measures of that 
improvement. AN CO VA will usually be much more powerful, and concerns about linearity and homogeneity of 
regression are at least as important for change scores as for ANCOVA. 
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with a control condition, for example, in medical research in which all patients must 
be treated. It is also useful when some treatment is the acknowledged gold standard 
against which all other treatments must measure up. Comparisons with this standard 
treatment have particularly practical implications for later decision-making. 

Multiple Treatments and Controls with Pretest 

The randomized experiment with pretests can involve a control group and multi­
ple treatment groups: 

R 
R 
R 

0 
0 
0 

0 
0 
0 

H. S. Bloom's (1990) study of reemployment services for displaced workers 
used this design. More than 2,000 eligible unemployed workers were assigned ran­
domly to job-search assistance, job-search assistance plus occupational training, or 
no treatment. Note that the first treatment included only one part of the treatment 
in the second condition, giving some insight into which parts contributed most to 
outcome. This is sometimes called a dismantling study, though the dismantling was 
only partial because the study lacked an occupational-training-only condition. 
Clearly, resources and often logistics prevent the researcher from examining too 
many parts, for each part requires a large number of participants in order to test it 
well. And not all parts will be worth examining, particularly if some of the indi­
vidual parts are unlikely to be implemented in policy or practice. 

This design can be extended to include more than two alternative treatments or 
more than one control condition. An example is the National Institute of Mental 
Health Treatment of Depression Collaborative Research Program (NIMH-TDCRP; 
Elkin, Parloff, Hadley, & Autry, 1985; Elkin et al., 1989; Imber et al., 1990). In this 
study, 250 depressed patients were randomly assigned to receive cognitive behavior 
therapy, interpersonal psychotherapy, antidepressant chemotherapy (imipramine) 
plus clinical management, or a placebo pill plus clinical management. 

This design is also used to vary the independent variable in a series of increas­
ing levels (sometimes called parametric or dose-response studies). For example, the 
Housing Allowance Demand Experiment randomly assigned families to receive 
housing subsidies equal to 0%, 20%, 30%, 40%, 50%, or 60% of their rent 
(Friedman & Weinberg, 1983). The Health Insurance Experiment randomly as­
signed families to insurance plans that required them to pay 0%, 25%, 50%, or 
95% of the first $1,000 of covered services (Newhouse, 1993). The more levels of 
treatment are administered, the finer the assessment can be of the functional form 
of dosage effects. A wide range of treatment levels also allows the study to detect 
effects that might otherwise be missed if only two levels of a treatment that are not 
powerful enough to have an effect are varied. The Cali, Colombia, study (McKay 
et al., 1978), for example, administered a combined educational, nutritional, and 
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medical treatment in four increasing dosage levels-990 hours, 2,070 hours, 3,130 
hours, and 4,170 hours. At the smallest dosage-which itself took nearly a full year 
to implement and which might well be the maximum dosage many authors might 
consider-the effects were nearly undetectable, but McKay et al. (1978) still found 
effects because they included this wide array of higher dosages. 

Factorial Designs 

These designs use two or more independent variables (call~d factors), each with 
at least two levels (Figure 8.1). For example, one might want to compare 1 hour 
of tutoring (Factor A, Level 1) with 4 hours of tutoring (Factor A, Level 2) per 
week and also compare tutoring done by a peer (Factor B, Levell) with that done 
by an adult (Factor B, Level 2). If the treatments are factorially combined, four 
groups or cells are created: 1 hour of tutoring from a peer (Cell A1B1), 1 hour 
from an adult (A1B2), 4 hours from a peer (A2B1), or 4 hours from an adult 
(A2B2). This is often described as a 2 X 2 ("two by two") factorial design writ­
ten in the notation used in this book as: 

R 
R 
R 
R 

XA1B1 

XA1B2 

XA2B1 

XA2B2 

0 
0 
0 
0 

This logic extends to designs with more than two factors. If we add a third 
factor in which rre tutor is or is not trained in effective tutoring methods (Factor 
C, Levels 1 and 1), we have a 2 X 2 X 2 design with 8 possible cellf>, The levels of 
the factors can include control conditions, for example, by adding, a no-tutoring 
condition to Factor A. This increases the number of levels of A so that we have a 
3 X 2 X 2 design with 12 cells. This notation generalizes to more factors and more 
levels in similar fashion. 

Factorial designs hav~ three major advantages: 

• They often require fewer units. 
• They allow testing combinations of treatments 1UOre easily. 
• They allow testing interactions. 

First, they often allow smaller sample sizes than would otherwise be needed. 6 An 
experiment to test for differences between peer versus adult tutoring might require 

6. Two exceptions to this rule are (1) detecting interactions of special substantive interest may require larger 
sample sizes because power to detect interactions is usually lower than power to detect main effects; and (2) if the 
outcome is a low base rate event (e.g., death from pneumonia during the course of a brief clinical trial) and if the 
treatments in both factors reduce death, their combined effect may reduce the number of outcome events to the 
point that more participants are needed in the factorial design than if just one treatwent were tested. 
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Factor 8 

Level1 Level2 

Row 
Level1 Cell A181 Cell A182 Mean 

for A1 

Factor A 

Row 
Level2 Cell A281 Cell A282 Mean 

for A2 

Column Column 
Mean Mean 
for 81 for 82 

FIGURE 8.1 Factorial Design Terms and Notation 

50 participants per condition, as might a second experiment to test for differences 
between 1 versus 4 hours of tutoring-a total of 200 participants. In a factorial 
design, fewer than 200 participants may be needed (the exact number would have 
to be determined by a power analysis) because each participant does double duty, 
being exposed to both treatments simultaneously. 

Second, factorial designs allow the investigator to test whether a combination 
of treatments is more effective than one treatment. Suppose that an investigator 
runs both an expeririwnt in which participants are assigned to either aspirin or 
placebo to see if aspirin reduces migraine headaches and a second experiment to 
test biofeedback versus placebo for the same outcome. These two experiments 
provide no information about the effects of aspirin and biofeedback applied 
jointly. The factorial design proviqes information about the effects of aspirin only, 
biofeedback only,aspirin plus biofeedback, or no treatment. 

Third, factorial experiments test interactions among factors (Abelson, 1996; 
D. Meyer, 1991; ,Petty, Fabrigar, Wegener, & PriesteJ;,' 1996; Rosnow & Rosenthal, 
1989, 1996). Treatments produc;e main effects; for example, the main effect of as­
pirin relative to a placebo pill is to reduce headaches. Main effects are average ef­
fects that may be misleading if, for example, some· kinds of headaches respond 
well to aspiriq but others do not. Interactions occur when treatment effects are not 
constant but rather vary over levels of other factors, for example, if aspirin reduces 
tension headaches a lot but migraine headaches very little. Here the treatment (as­
pirin) interacts with a moderator variable (type of headache), the word modera­
tor describing a second factor that interacts with (moderates the effect of) a treat­
ment. The same general logic extends to designs with three or more factors, 
though higher order interactions are more difficult to interpret. 

Interactions are often more difficult to detect than are main effects (Aiken & 
West, 1991; Chaplin, 1991, 1997; Cronbach & Snow, 1977; Fleiss, 1986), so 
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large sample sizes with appropriate power analyses are essential whenever inter­
actions are an irpportant focus? Indeed, some authors have argued that predicted 
interactions qre sufficiently important in advancing scientific theory to warrant 
testing them at a larger than usual Type I error rate (Meehl, 1978; Platt, 1964; 
Smith & Sechrest, 1991; Snow, 1991). If testing a predicted interaction is at issue, 
deliberate oversampling of observations that are extreme on the interacting vari­
ables provides a more powerful (and still unbiased) test of the interaction, al­
though it gives a poorer estimate of the total variance accounted for by the pre­
dictors. The test for the interaction could be done using an unweighted sample, 
and the test for total variance could be done using a sample that is weighted to re­
flect the population of interest (McClelland & Judd, 1993 ). This is a special case 
of optimal design theory (e.g., A. Atkinson, 1985) that can help select treatment 
levels and combinations that maximize the power of the design to detect parame­
ters that may be of particular policy or theoretical interest. 

When using a factorial design, the researcher need not actually assign units to 
all possible combinations of factors, though empty cells can reduce power. It 
might waste resources to test treatment combinations that are of no theoretical in­
terest or unlikely to be implemented in policy. The New Jersey Negative Income 
Tax (NJNIT) experiment, for example, studied proposals for dealing with poverty 
and welfare reform (Kershaw & Fair, 1976)-specifically, the joint effects of two 
independent variables: the guarantee level and the tax rate. Guarantee level was 
an amount of money paid to poor families or individuals if they had no other in­
come; it was defined as 50%, 7 5%, 100%, or 125% of the poverty level. The tax 
rate was the rate at which that guaranteed income was reduced as a family's other 
income rises: 30%, 50%, or 70%. So the design was a 4 X 3 factorial experiment 
that could assign participants to 12 different cells. However, the investigators as­
signed the 725 participants only to the eight cells that were not too costly and that 
were considered politically feasible for eventual policy implementation. The 
empty cells can complicate data analysis, but the flexibility of this option often 
outweighs the complications. This design is an example of a fractional factorial 
design that allows estimates of some higher order interaction terms even when the 
full factorial design is not implemented (Anderson & McLean, 1984; Box, Hunter, 
& Hunter, 1978; West, Aiken, & Todd, 1993). 

Nested and Crossed Designs 

In a crossed design, each level of each factor is exposed to (crossed with) all lev­
els of all other factors. For example, in an educational experiment, if some stu­
dents in each classroom are exposed to treatment and some to control, then the 

7. Interactions are ordinal (when you graph the cell means, the resulting lines do not cross) or disordinal (they do 
cross) (Maxwell & Delaney, 1990). Tests of ordinal interactions frequently have lower power than main effects, 
but tests of disordinal interactions are often more powerful than the test of either main effect. Rosnow and 
Rosenthal (1989) explain which lines should and should not cross when interactions are present. 

,'i 
I 
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treatment factor is crossed with classroom. In a nested design, some levels of one 
factor are not exposed to all levels of the other factors. For example, when some 
classrooms receive the treatment but not the control condition, classrooms are 
nested within treatment conditions. Crossed designs yield unconfounded statisti­
cal tests of all main effects and interactions, but nested designs may not. The dis­
tinction between nested and crossed designs is particularly relevant in the presence 
of higher order units (e.g., schools, hospitals, work sites). Often the researcher will 
nest treatments within these units to minimize the chances of diffusion and com­
munication of treatment within higher order units. The dilemma is that the 
crossed design yields separate statistical estimates of the effects of higher order 
units, treatment conditions, and their interaction; but crossing increases problems 
such as diffusion of treatment. Each researcher will have to review the specifics of 
this tradeoff as it applies to the experiment at hand before deciding whether nest­
ing or crossing is to be preferred. 

A Disadvantage of Factorial Designs 

Factorial designs are common in laboratory research and in highly cpntrolleq set­
tings, such as those of some medical research. They are more difficult to i~ple­
ment in many field settings. They require close control over the combination of 
treatments given to each unit, but such control is difficult as more factors or more 
levels are included-especially if each cell has different eligibility criteria, as in 
pharmaceutical studies in which rules for who can receive which drug c~mbina­
tions can be complex. In addition, much field research is conducted to assess the 
policy implications of a proposed innovation. Yet t~~ ability of policymakers to 
legislate or regulate interactions is low, given traditions of local control and pro­
fessional discretion in the delivery of services and given difficulties in ensuring that 
social interventions are implemented as intended (Pressman & Wildavsky, 1984; 
Rossi & Wright, 1984). Policymakers are often more interested in generalized in­
ferences about which treatments work than in the highly specific and localizeq in­
ferences about the effects of particular combinations of particular levels of par­
ticular factors in a particular setting that factorial designs sometimes provide. 

longitudinal Designs 

Longitudinal designs add multiple observations taken before, during, or after 
treatment, the number and timing of which are determined by the hypotheses un-
der study: ' 

R 
R 

0 ... 0 
0 ... 0 

X 0 
0 

0 ... 0 
0 ... 0 

These designs closely resemble the time-series studies in Chapter 6, but they have 
far fewer pre- and posttest observations. Longitudinal designs allow examination 
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of how effects change over time, allow use of growth curve models of individual 
differences in response to treatment, and are frequently more powerful than de­
signs with fewer observations over time, especially if five or more waves of meas­
urement are used (Maxwell, 1998). So especially when sample sizes are small, 
adding pretests and posttests can improve power. 

Longitudinal randomized experiments with multiple pretests are rare. Bloom 
(1990), for example, randomly assigned displaced workers to three treatment or 
control conditions designed to help them get jobs. He reported quarterly earnings 
at four pretests and four posttests. The pretests showed that participants experi­
enced an acute drop in earnings during the one or two quarters immediately pre­
ceding assignment to conditions, perhaps reflecting a short-term job loss by work­
ers who move rapidly into and out of the labor market. So regression effects might 
cause some improvement in all groups even if treatments did not work. Indeed, 
control participants did improve, though not as much as treatment participants. 

The use of multiple posttests is more common. For example, the Cambridge­
Somerville Youth Study began in 1939 when 650 adolescent boys were randomly 
assigned from blocked pairs either to a counseling program or to no treatment (W. 
McCord & McCord, 1959; Powers & Witmer, 1951), with a follow-up taken 37 
years later in 1976 (J. McCord, 1978). A current study in a health maintenance 
organization aims to follow patients for their entire lives (Hillis et al., 1998). Here 
the multiple posttests explore whether treatment gains are maintained or changed 
over time. This is especially important if the primary outcome can be measured 
only many years later-for example, children's eventual educational and occupa­
tional achievement after participating in Head Start, mortality rates from AIDS 
among gay men after exposure to a program teaching safe sex, or lifetime earned 
income among Job Corps trainees. Sometimes longitudinal studies follow differ­
ent outcomes simultaneously over time to explore the validity of a hypothesized 
causal chain of effects-for example, that a treatment to help children of lower so­
cioeconomic status to rise out of poverty will first improve their aspirations, 
which will affect expectations, which will affect achievements in grammar school, 
which will help them successfully complete high school and college, which will fi­
nally lead to a better paying or higher status job as an adult. Here the timing of 
the observations follows the hypothesized schedule of events to be observed in or­
der to explore if and at what point the chain breaks down. 

Practical problems plague longitudinal designs. First, attrition rises with 
longer follow-up periods as, for example, participants move to unknown loca­
tions or simply tire of the research. Still, we are impressed with what tireless 
follow-up procedures can achieve with most populations (Ribisl et al., 1996). Sec­
ond, some long-term outcomes, such as lifetime earned income, are nearly impos­
sible to assess given current technology and limited access to such relevant data 
sources as the Internal Revenue Service or the Social Security Administration 
(Boruch & Cecil, 1979). Third, it is not always ethical to withhold treatments 
from participants for long periods of time, and the use of longitudinal observa­
tions on no-treatment or wait-list control-group participants is rare because such 
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participants often simply obtain treatment elsewhere. An example of all these 
problems is provided by Snyder and Wills (1989; Snyder, Wills, & Grady-Fletcher, 
1991), who randomly assigned 79 distressed couples to receive behavioral mari­
tal therapy (N = 29), insight-oriented marital therapy (N = 30), or a wait-list con­
trol group (N = 20). At 6-month and 4-year follow-ups they assessed outcomes 
only on the two treatment group conditions because control participants had al­
ready begun dropping out of the study despite the agreed-upon 3-month waiting 
period between pretest and posttest. Despite participant death, medical problems, 
and relocation out of state, Snyder and Wills (1989) were able to gather 4-year 
follow-up data on 55 of the 59 treatment couples-a remarkably high retention 
rate, although still a loss of participants such as one nearly always experiences in 
longitudinal research. Finally, a 4-year follow-up is far longer than most psy­
chotherapy outcome studies use, but it is still far short of such long-term outcomes 
as distress levels over the life of the marriage or lifetime divorce rates. Even ex­
emplary longitudinal studies such as this experience such problems. 

Crossover Designs 

Imagine an experiment in which some participants are randomly assigned to re­
ceive either Treatment A or B, after which they receive a posttest. In a crossover 
design, after that posttest the participants cross over to receive the treatment they 
did not previously get, and they take another posttest after that second treatment 
is over. In our design notation this crossover design is written: 

R 
R 

0 
0 

0 
0 

0 
0 

Sometimes the interval between treatments is extended so that the effects of the 
first treatment can dissipate before the second treatment begins. 

This design is often used in medical research, as in cases in which several drugs 
are given to participants in a within-participants design and the crossover is used to 
counterbalance and assess order effects. 8 It is also used to gather even more causal 
information from a study that would otherwise stop after the first posttests were ad­
ministered. In either use, the crossover design is most practical when the treatments 
promise short-term relief (otherwise carryover effects will occur), when the treat­
ments work quickly (otherwise the experiment will take too long), and when par­
ticipants are willing and able to continue through both treatments even if the first 
treatment fixes the problem. If analysis finds an interaction between treatments and 

8. The crossover design is a variation of a more general class called Latin squares (Cochran & Cox, 1957; Fisher 
& Yates, 1953; Fleiss, 1986; R. Kirk, 1982; Pocock, 1983; Rosenthal & Rosnow, 1991; Winer eta!., 1991). Latin 
squares are widely used to counterbalance treatments in within-participants factors and to estimate effects in very 
large factorial designs in which all possible combinations of conditions cannot be administered. 
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TABLE 8.2 Ten Situations Conducive to Randomized Experiments 

1. When demand outstrips supply 
2. When an innovation cannot be delivered to all units at once 
3. When experimental units can be temporally isolated 
4. When experimental units are spatially separated or interunit communication is low 
5. When change is mandated and solutions are acknowledged to be unknown 
6. When a tie can be broken or ambiguity about need can be resolved 
7. When some persons express no preference among alternatives 
8. When you can create your own organization 
9. When you have control over experimental units 

1 0. When lotteries are expected 

order, then the effect of the second round of treatments cannot be interpreted with­
out taking order effects into account, although the first round of treatment is still 
just as interpretable as would have been the case without the crossover. 

CONDITIONS MOST CONDUCIVE TO 
RANDOM ASSIGNMENT 

This section (and Table 8.2) explicates the situations that increase the probability 
of successfully doing a randomized field experiment. 

When Demand Outstrips Supply 

When demand for service outstrips supply, randomization can be a credible ra­
tionale for distributing service fairly. For example, Dunford (1990) describes an ex­
periment on the effects of a summer youth employment program. Initially, program 
personnel objected to randomly assigning some youths to jobs and others not. 
However, they also recognized that far fewer jobs were available than there were 
applicants, and they eventually agreed that random allocation of those jobs was 
fair. They later reported that the obviously unbiased nature of randomization 
helped them to show a vocal group of critics that entry into the program discrimi­
nated neither for nor against minority youth. Similarly, the Omnibus Budget Rec­
onciliation Act of 1981 allowed states to experiment with novel approaches towel­
fare reform. Many states wanted to do so, but few states could afford to implement 
programs that could be given to all welfare recipients; random assignment was 
again accepted as a fair mechanism for distributing services in one experiment 
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(Gueron, 1985). Finally, the Milwaukee Parental Choice Program tested the use of 
school vouchers by random selection of participants when there were more appli­
cants to a particular school and grade than could be accommodated (Rouse, 1998). 

When demand exceeds supply, applicants originally assigned to the compari­
son condition sometimes reapply for the treatment. Experimenters need to be clear 
about whether they will have this right, and if they do, whether reapplicants will 
have priority over new applicants. Sometimes the right to reapply cannot be de­
nied on ethical or regulatory grounds, as in the case of a distressed psychotherapy 
client assigned to a wait-list who becomes severely symptomatic or that of welfare 
recipients who have a regulatory right to reapply to a job-training program. It is 
crucial to negotiate support from everyone in the experiment about dealing with 
reapplicants, for dissenters can thwart those arrangements (Conrad, 1994). For 
example, the Rockefeller Foundation's Minority Female Single Parent (MFSP) 
program could not afford to provide services to all eligible candidates right away, 
so randomization was proposed as an ethically appropriate way to distribute serv­
ices among the many eligible women (Boruch, 1997). However, some local pro­
gram managers disagreed and spread their resources more thinly over a large num­
ber of women rather than limit the number of women served. Ultimately, if a large 
proportion of rejected applicants is likely to reapply and be accepted into treat­
ment, the feasibility of a randomized experiment is questionable. If the proportion 
of successful reapplicants is likely to be small, methods that we discuss in Chap­
ter 10 for dealing with treatment implementation problems may be useful. 

When an Innovation Cannot Be Delivered to All Units at Once 

Often it is physically or financially impossible to introduce an innovation simulta­
neously to all units. Such situations arise in education as curricula are slowly 
changed, as new teaching devices filter down through the schools in a system, or 
as computers are introduced or new training schemes are implemented. In these sit­
uations, the experiment can deliberately introduce the innovation in stages, with 
some units receiving it before others on a random basis. This provides an experi­
mental and control comparison until the point at which the controls get their turn 
for treatment. It is even better if it can be done using the switching-replications de­
sign feature described for previous quasi-experimental designs, but with replica­
tions now randomly assigned. 

When Experimental Units Can Be Temporally Isolated: 
The Equivalent-Time-Samples Design 

Although we typically think of randomly assigning people, schools, communities, 
or cities to conditions, we can also randomly assign times to conditions (Hahn, 
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1984 ). Campbell and Stanley (1963) called this an "Equivalent Time Samples De­
sign" to highlight that randomization equates the time periods in which the treat­
ment was present to those in which it was absent. Edgington (1987) provides sev­
eral examples of single-participant designs in which treatments were presented 
and removed randomly over time-a comparison of three drugs for narcolepsy, of 
a medication with a placebo for an intestinal disorder, and of the effects of artifi­
cial food colorings with placebo on the behavior of hyperactive children. The ef­
fect must be of short duration so that it can decrease in magnitude when treatment 
is withdrawn; and the effect must continue to respond to repeated exposure to 
treatment so that it can increase when treatment is readministered. 

But the principle applies to more than ipst single-participant designs. It can be 
used when there are naturally occurring rotjltions of groups and each group is iso­
lated from the others in time. Thus, when 24 groups of persons came for sequen­
tial2-week stays at a pastoral counseling c~nter, Mase (1971) randomly assigned 
those groups to one of two kinds of sensitivity training, twelve groups receiving 
each kind. In this example, the creation of simultaneous treatment and control 
conditions might have led to diffusion pf treatment or other reactive threats to va­
lidity, but the equivalent-time-samples design avoided such problems. Note, how­
ever, that participants are now ne~ffd within time samples in the same way they 
could be nested within some aggregate such as a school or a neighborhood; the 
analysis should take this into account. 

V\fhen Experimental Units Are Spatially Separated or 
lnterunit Communication Is low 

When units are geographically sepftrated and have minimal contact with one an­
other, or when they can be made this way, those units can be randomly assigned. 
This often occurs in organizations that have many branches, for example, super­
markets, units in the armed forces, Jllliversity alumni, schools within school dis­
tricts, wards withfn hospitals, residential units of religious orders, branches of 

'\ 
health clubs in largp cities, and dealerships that sell automobiles, appliances, and 
the like. However, ·spatial isolation does not guarantee minimal contact, so care 
should be taken to check that this is indeed the case. 

For example, an experiment in Peru studied the effects of providing gynecol­
ogical and family planning services to clients of 42 geographically separated com­
munity clinics (Population Council, 1986). Clinics were assigned randomly tore­
ceive one, two, or four physician visits per month. The geographical separation of 
clini~s meant that women tended to visit the same clinic over time, so little diffu­
sion of treatment yvas likely. If some diffusion was possible (e.g., if women regu­
larly visiteq two clinics very close to each other), the researchers could have 
blocked clinics by geographic area and assigned areas rather than individual clin­
ics. Similarly, Perng (1985) randomly assigned people to six different methods that 
the Internal Revenue 'Service was considering for collecting delinquent income tax 

' ' 
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returns. Most people were separated geographically. But even if they had been in 
close physical proximity to each other, by law the very fact that their tax return 
was part of a study was confidential, and people are generally reluctant to discuss 
their income tax returns; so it was unlikely that communication between people 
in different conditions would occur. 

These experiments had an additional strength; both took advantage of the 
natural appearance of the interventions to randomize treatments unobtrusively. 
After all, patients expect that physicians will visit clinics and are not likely to no­
tice minor variations in the number of times those visits occur. Those receiving 
delinquent tax letters from the IRS are rarely familiar enough with specific IRS 
procedures to know that any variation on normal routine was occurring. Unob­
trusiveness is a worthy goal to strive for, except when treatment is deliberately de­
signed to stand out from what respondents expect. 

When Change Is Mandated and Solutions Are 
Acknowledged to Be Unknown 

Sometimes, all concerned parties agree that an undesirable situation needs chang­
ing, but it is not clear which changes we should make despite passionate advocacy 
of certain alternatives by interested parties. If administrative, political, and eco­
nomic conditions allow, trying out several alternative changes in a formal experi­
ment is more likely to win acceptance. An example is the Minneapolis Spouse Abuse 
Experiment (Berk, Smyth, & Sherman, 1988). Spouse abuse is a serious felony that 
can lead to the murder of the spouse, and so police officers who are called to such 
a crime must take some action. But concerned parties disagreed about whether that 
action should be to do on-the-spot counseling between the two spouses, to require 
the offender to leave the premises for 8 hours, or to arrest the offender. An admin­
istrator who had an attitude favoring experimentation in finding a solution allowed 
the implementation of a randomized experiment to test which of these three options 
worked best. Similarly, a randomized experiment to treat severely mentally ill pa­
tients with either standard care or a radically different form of community care 
could be done in part because all parties acknowledged that they were unsure which 
treatment worked best for these patients (Test & Burke, 1985). 

Though such planned variation studies promise important results, each vari­
ation may not define its goals exclusively in terms of the same target problem. In 
the Minneapolis Spouse Abuse Experiment, this potential disagreement was not a 
problem because most parties agreed that the end point of interest was a decrease 
in postintervention repeat violence. However, disagreement may be more likely if 
participants are assigned to projects with different management, staff, and funders 
than to projects in which all variations are implemented by the same people. Nor 
will the directors of the various projects always agree which measures should be 
used to measure those things they are trying in common to change. 
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When a Tie Can Be Broken or Ambiguity About Need Can 
Be Resolved 

Assignment of people to conditions on the basis of need or merit is often a more 
compelling rule to ptogram managers, staff, and recipients than is randomization. 
Such considerations are one justification for the regression discontinuity design. 
However, the need or merit of some people is often ambiguous. In those cases, the 
ambiguity can sometimes be resolved by randomly assigning people of ambiguous 
need to conditions, perhaps in combination with the regression discontinuity de­
sign. Similarly, Lipsey, Cordray, and Berger ( 19 81) used random assignment to re­
solve ambiguity in their evaluation of a juvenile delinquency diversion program. 
In a quasi-experimental design, police officers used their best judgment as to 
whether an arrested juvenile needed to be counseled and released, referred to pro­
bation, or diverted to a more intensive social service project that provided coun­
seling, remedial education, recreation, and substance abuse services. However, 
when the officer was unsure which assignment was most needed and also judged 
that either counseling and release or diversion would be appropriate, the officer 
randomized juveniles to one of these two conditions. 

In such tie-breaking experiments, generalization is restricted to persons scor­
ing in the area of ambiguous need, the group about which we know least as far as 
effective treatment. However, if an organization specializes in treating the best, the 
worst, or the full range of participants, its officials may well object that evaluat­
ing their performance with "ambiguous" participants is insensitive to what they 
really do. Fortunately, it may be possible to link a tie-breaking experiment with 
some form of interpretable quasi-experiment, as Lipsey et al. (1981) did, to sat­
isfy these objections. 

When Some Persons Express No Preference 
Among Alternatives 

Even if ethics or public relations require that people be allowed to choose which 
option they will receive, persons who express no preference from among the op­
tions can be assigned by chance. For example, Valins and Baum (1973) wanted to 
study some effects of physical environment on university freshmen who entered 
one of two kinds of living quarters that differed in the number of persons a resi­
dent was likely to meet each day. The authors restricted the study to the 30% of 
freshmen who expressed no preference for either kind of living quarters. College 
authorities assigned this 30% to living units on a haphazard basis; but it would pre­
sumably have been easy to do the assignment randomly. Of course, limiting the ex­
periment to persons who have no preference does make generalization beyond such 
persons more problematic. If the full range of decisive and no-preference respon­
dents is of interest, the randomized experiment with the no-preference respondents 
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could be conducted along with the best possible quasi-experiment with the decisive 
respondents. Then the results of the studies can be compared, with the weakness 
of one study being the strength of the other. Where the results coincide, a global 
overall inference is easier. 

When You Can Create Your Own Organization 

Random assignment is an accepted part of the organizational culture of labora­
tory experimentation, but most field experiments are conducted in organiza­
tional cultures in which randomization is mostly foreign. Yet sometimes re­
searchers can create their own organizations ih which they can make the practice 
of randomization a more usual norm. Fdr example, university psychology de­
partments often set up a psychological services center to facilitate the training of 
graduate students in clinical psychology and to allow department faculty mem­
bers to exert more experimental control than would typically be possible in most 
clinics (Beutler & Crago, 1991). In such centers, researchers can better control 
not just randomization but also such features as treatment standardization, 
measurement, and case selection. Freestanding research institutes ;:tnd centers fo­
cused on particular problems frequently allow similar levels of broad control. 
The California Smokers' Helpline, for example, provides free smoking cessation 
help to smokers in that state who call the helpline (Zhu, 1999). Randomizing 
callers to treatment and control was not feasible. All callers received a treatment 
mailing with instructions to call back when they were ready to start treatment. 
Those who did not call back were then randomized into two groups: no further 
action or proactive callback from the treatment staff to begin treatment. In prin­
ciple, this procedure could be used to randomly subdivide the nonresponders in 
any quasi-experimental treatment group into treatment and control-for exarh­
ple, those who request psychotherapy but fail to show for appointments, those 
who are given prescriptions but fail to fill them, those who are accepted to a job 
training program but fail to attend, and so forth. Finally, researchers can some­
times set up organizations just to control randomization, as is often done in mul­
tisite medical trials in which a central clearinghouse controlled by the researcher 
is created to do randomization. The National Institute of Mental Health (NIMH) 
Collaborative Depression Project (Collins & Elkin, 1985) used this clearinghouse 
method to control randomization. 

When You Have Control over Experimental Units 

Being able to establish one's own organization or randomization clearinghouse is 
rare. Most field researchers are guests in someone else's organization, and they de­
rive many of their possibilities for control from their powerful hosts. An example 
comes from an evaluation of solutions to the "peak load" problem by utility com-
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parries (Aigner & Hausman, 1980). Electricity usage varies by time of day, and the 
utility company must have enough capacity to meet peak demand even if that ca­
pacity is largely unused at other times. Building that capacity is expensive. So util­
ity companies wanted to know whether charging more for electricity during peak 
demand periods would reduce demand and so reduce the need to build more ca­
pacity. Experimenters were able to randomly assign households to higher peak 
demand rates versus standard rates because their hosts completely controlled elec­
tricity supply to the affected households and were interested in getting an answer 
to this question with experimental methods. 

Randomization is also more likely whenever major funders insist on it. For ex­
ample, both the National Institute on Drug Abuse and the National Institute on Al­
cohol and Alcohol Abuse have offered funding for innovative service provision con­
tingent upon evaluation of those services by rigorous experimental designs, both 
paid for by the grant (Coyle, Boruch & Turner, 1991). The NIMH Collaborative 
Depression project used the same approach (Boruch & Wothke, 1985). However, 
especially when funder and fundee have a long-term relationship, the use of the 
purse strings for control can lead to tension. Lam, Hartwell, and Jekel (1994), for 
example, noted the "contentious codependence" (p. 56) that developed between 
Yale University and the city of New Haven, in which Yale is located, due to the fact 
that Yale researchers frequently offer social services to the city that it might not oth­
erwise be able to afford but with a research string attached. There is a thin line be­
tween contentious codependence and oblique coercion, and it is even self-defeating 
to conduct a randomized experiment in a way that directly or indirectly demeans 
hosts or respondents. Mter all, the motivation for hosts and participants to volun­
teer tomorrow may well be related to how we treat them in experiments today. 

When Lotteries Are Expected 

Lotteries are sometimes used as a socially accepted means of distributing re­
sources. Examples include a lottery used to assign female students to dormitories 
at Stanford (Siegel & Siegel, 1957), a lottery to choose among applicants to a 
newly developed "magnet" school (Zigulich, 1977), and the 1970 draft lottery in 
the United States (Notz, Staw, & Cook, 1971). In the latter case, Hearst, New­
man, and Hulley (1986) asked whether being randomly assigned an eligible draft 
number elevated mortality and found that it did do so. Angrist et al. (1996a) con­
firmed this finding, with the average causal effect on mortality of being randomly 
assigned an eligible draft number equal to less than one tenth of one percent. In 
these cases, the motivation for randomization was not to do research but rather 
to capitalize on the perception that randomization is an unbiased way of distrib­
uting a resource. These social uses of randomization create a natural randomized 
experiment that the investigator can exploit. Unfortunately, formal social lotter­
ies do not occur frequently, so they cannot be relied upon as a means of creating 
probabilistically equivalent groups very often. 
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WHEN RANDOM ASSIGNMENT IS NOT FEASIBLE 
OR DESIRABLE 

Even when interest exists in whether a treatment is effective, some circumstances 
mitigate against using a randomized experiment to answer the question. First, ran­
domized experiments may not be desirable when quick answers are needed. Typ­
ically, several years pass between the conception of a major field experiment and 
the availability of results-particularly if the treatment requires time (as with 
long-term psychotherapy) and if medium- to long-term outcomes are of interest 
(as with lifetime earnings). In the New Jersey Negative Income Tax Experiment, 
for example, "the four years of the operating phase were sandwiched between 44 
months of planning and design and 16 months of data analysis" (Haveman, 1987, 
p. 180)-8 years total. So, if information is needed rapidly, alternatives to ran­
domized experiments may be better. For example, the Program Evaluation and 
Methodology Division (PEMD) of the U.S. General Accounting Office (GAO) fre­
quently fielded questions from legislators who wanted answers quickly about 
pending decisions. Some of those questions involved the effects of programs or 
policies. A delay of a few years might delay the decision too long-indeed, the 
question may no longer be of policy interest, and the legislator who asked the 
question may no longer be serving. Consequently, PEMD rarely used randomized 
experiments, relying instead on combinations of quasi-experiments, surveys, and 
reviews of existing literature about the effects of related policies (Chan & Tumin, 
1997; Datta, 1997; Droitcour, 1997). Such procedures may be weaker for infer­
ring cause than a new randomized experiment, because even when the literature 
contains randomized experiments, they are rarely on the exact question of leg­
islative interest. But GAO's methods are almost always more timely than those of 
a new randomized experiment and often of reasonable accuracy. 

Second, randomized experiments provide a precise answer about whether a 
treatment worked (Cronbach et al., 1980). But the need for great precision may 
be low in many cases. For example, when much high-quality prior information ex­
ists about the treatment, a review of existing literature may be a better use of re­
sources than would be a new randomized trial. When a causal question is of sec­
ondary interest to a noncausal question, such as whether services are being 
provided as intended, program monitoring procedures may be better. When an ef­
fect is so large and dramatic that no one doubts it resulted from the treatment, as 
with the dramatic effects of screening for PKU on PKU-based retardation among 
children, investing in an additional randomized experiment may be superfluous. 

Third, randomized experiments can rarely be designed to answer certain 
kinds of questions. It is not possible to assign persons at random to variables that 
cannot be manipulated, such as age or race, or to manipulate events that occurred 
in the past, such as the effects of the death of President John F. Kennedy or of the 
Great Depression in the 1930s. It is unethical to assign persons at random to many 
manipulable events that cause significant harm, such as to cigarette smoking or to 
having a spinal cord injury. 
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Fourth, before conducting an experiment, a good deal of preliminary concep­
tual or empirical work must be done. The Federal Judicial Center (1981) recom­
mends that, before an experiment is conducted, it should be demonstrated that the 
present conditions need improvement, that the proposed improvement is of unclear 
value, that only an experiment could provide the necessary data to clarify the ques­
tion, that the results of the experiment would be used to change the practice or pol­
icy, and that the rights of individuals would be protected in the experiment. Simi­
larly, the National Cancer Institute's five-phase model of testing a potential cancer 
control method suggests that, before a randomized experiment is conducted, the ex­
isting scientific literature should be identified and synthesized to see if an empirically 
supportable and testable hypothesis can be generated; pilot tests should be done to 
investigate the feasibility or acceptability of an intervention; studies assessing par­
ticipation and adherence in the population should be conducted; data collection 
forms should be developed and validated; and quasi-experimentally controlled stud­
ies should be used to provide preliminary evidence about treatment effects (Green­
wald & Cullen, 1984). Premature experimentation can be a great waste of re­
sources-indeed, it can undermine potentially promising interventions for which 
there has not yet been time to develop recruitment procedures, identify and fix im­
plementation problems, and serve the clientele long enough to make a difference. 

DISCUSSION 

The randomized experiment is often the preferred method for obtaining a precise 
and statistically unbiased estimate of the effects of an intervention. It involves 
fewer assumptions than other methods, the validity of those assumptions is usu­
ally easier to check against the data and the procedures used, and it requires less 
prior knowledge about such matters as selection processes and unit characteristics 
than do quasi-experiments, causal modeling, and selection bias models. Given all 
these strengths, it is easy to forget the many practical problems that can arise in 
implementing randomized experiments. 

One practical problem concerns the feasibility and desirability of experi­
menting in particular cases. Some experimental manipulations are not ethical, as 
in the case of a physician deciding that a certain class of patients must be given a 
certain treatment and so cannot be randomized, or of an experimental treatment 
producing positive or negative effects that are so large that it would be unethical 
to continue to study them. Other times, it is not acceptable to wait the years that 
a well-designed and implemented experiment can take. Still other times, legal 
problems arise, not only because ethical violations can become legal problems but 
also because the law is often involved in certain experimental situations, for in­
stance, when it mandates experimental evaluations of a program; when partici­
pants are directly under legal scrutiny, as with prisoners; or when legal systems are 
themselves the target of study. 
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A second practical problem is that a sufficiently large number of people (units) 
may not exist who are both eligible and willing to receive the treatment if assigned 
to it at random. Many is the experiment that has failed on this count. Frequently, 
especially with researchers who have never run a large field experiment before, the 
number of eligible people is vastly overestimated, as is the ease with which they 
can be located. When they are located, they often refuse to participate. In the 
worst case, the result is the death of the experiment for lack of participants. 

A third practical problem is that the randomization procedure is not always prop­
erly designed and implemented. Sometimes this problem occurs because the researcher 
does not understand what random assignment is and so substitutes a seemingly hap­
hazard assignment procedure. Or the researcher may introduce ad hoc adjustments to 
a random assignment procedure that seems to be yielding groups that are unequal be­
fore treatment, all the while thinking that these procedures are random when they are 
not. Other times the researcher correctly designs random assignment procedures but 
fails to create or supervise the procedures for implementing random assignment, so 
the assignment is implemented improperly. Whenever randomization is incorrectly or 
incompletely implemented, its benefits may be thwarted. 

A fcurth practical problem is that the treatment assigned is not always the treat­
ment received. Participants may fail to fully receive the treatment to which they are 
assigned or may not receive it at all, as in the case of patients assigned to drug ther­
apy who fail to take the drug or take only part of it. They may cross over to another 
condition (in a design that does not call for a crossover), as in the case of partici­
pants in a control condition who reapply for treatment and are accepted. Diffusion 
of treatment may occur through such means as treatment-related communication 
between participants in different conditions. Here, too, the participant is now re­
ceiving some part of both conditions. In all these cases, the intended treatment con­
trast is thwarted. If so, although the inference that assignment to condition caused 
outcome is still clear, the construct validity of the treatment is not clear. Hence it can 
be useful to prevent these failures of treatment implementation or measure their oc­
currence in many experiments in which pure treatment contrasts are desired. 

A fifth problem is attrition. The randomized experiment does not just aim to 
make groups equivalent before treatment begins; it also aims to make groups 
equivalent at posttest in all respects except for differences in treatment conditions. 
Differential attrition from conditions after initial random assignment can vitiate 
this latter aim. Such attrition occurs often in field experiments. So preventing at­
trition, coping with attrition, measuring attrition, and analyzing data with attri­
tion all become crucial adjunct topics to the study of the randomized experiment. 

This chapter, being mostly about the design and logic of randomized experi­
ments, has skirted all these problems in the interests of presenting the simplest case 
and its variants. But the researcher needs to know about these problems because 
they bear on the decision whether to use the randomized experiment at all, and if 
the decision is to do so, then they bear on how well the experiment is implemented 
and subsequently interpreted. So we turn to these problems in more detail in the 
next two chapters. 



Glossary 

Alternative Hypothesis: Whatever alternative to the null hypothesis is being con­
sidered. (See also Null Hypothesis. Null Hypothesis Significance Testing) 

Analogue Experiment: An experiment that manipulates a cause that is similar to 
another cause of interest in order to learn about the latter cause. 

Assignment Variable: A variable or variables used to assign units to conditions. 
Attrition: Loss of units; in randomized experiments, refers to loss that occurs af­

ter random assignment has taken place (also called Mortality). 
Autocorrelation: The correlation of consecutive observations over time. 
Balanced Sample: A p\lrposive sample whose mean on a characteristic matches 

the population me:in for that characteristic. 
Bandwidth: The capacity of a method to provide data about many different kinds 

of questions, often at,the cost of reduced precision in the answers. 
Batch Randomization: Many or all units are available to be assigned to condi­

tions at one time. _ 
Between-Participants Design: Different units are studied in different conditions. 

(See also Within-Participants Design) 
Bias: Systematic error in, ait estimate or an inference. 
Blocking: The process of dividing units into groups with similar scores on a 

blocking variable, each group having the same number of units as the num­
ber of conditions. (See also Matching, Stratifying) 

Carryover Effects: The effects of one treatment do not end prior to the adminis­
tration of a setond treatment, so, that the effects observed in the second treat­
ment include residual effects from the first. 

Case-Control Study: A study that contrasts units with an outcome of interest to 
those without the outcome to identify retrospectively the predictors or causes 
of the outcome (also called Case-Referent Study). 

Case-Referent Study: See Case-Control Study 
Causal Description: Identifying that a causal relationship exists between A and B. 
Causal Explanation: Explaining how A causes B. 
Causal Generalization: Inferences that describe how well a causal relationship ex­

tends across or beyond the conditions that were studied. 
Causal Model: A model of causal relationships, usually with mediators; sometimes 

refers to efforts to identify causes and effects in nonexperimental studies. 
Cause: A variable that produces an effect or result. 

505 



506 I GLOSSARY 

Ceiling Effect: Respohses on a variable closely approach rhe maximnm possible re­
sponse so that further increases are difficult to o!ltain. (See also Floor Effect) 

Coherence Theory of ,Tturh: An epistemological theory that says a claim is true if 
it belongs to a coherent set of claims. 

Comparison Group: In an experiment, a group that is compared with a treatment 
group and that may receive either an alternate intervention or no intervention. 
(See also Control Group, Placebo, Treatment Group) 

Compound Path: A path consisting of two or more direct paths connected 
together. 

Confirmation: the strategy of showing rhat a hypothesis is correct or is sup-
ported by evidence. 

Confound! Art extraneous variable that covaries with the variable of interest. 
Construct: A concept, model, or schematic idea. 
Construct Validity: The degree to which inferences are warranted from the ob­

served perstihs, settings, and cause-and-effect operations sampled within a 
study to the constructs that these samples represent. 

Control Group: In an experiment, rhis term typically tefers to a comparison 
group that does not receive a treatment but that may be assigned to a no­
treatment condition, to a wait list for treatment, or sometimes to a placebo 
intervehtion group. (See also Comparison Group, Placebo, Treatment Group) 

Convergent Validity: The idea that two measures of the Same rhing should corre­
late with each orher. (See also Discriminant Validity) 

Correiation: A measure of rhe strength of relationship between two variables. 
Correlational Study: A study rhat observes relationships between variables. (See 

also Nonexperimental Study, Obs~i-vational Study, Quasi-Experiment) 
Correspondence Theory of Truth: An epistemological theory that says a knowl­

edge claim is true if it corresponds to the world. 
Counterbalancing: In within-participants designs, arranging rhe order of condi­

tions to vary over units so that some units are given Treatment A first but oth­
ers are given Treatment B first. 

Counterfactual: The state of affairs that would have happened in rhe absence of 
the cause. 

Critical Multiplism: The claim that no single method is bias free, so that the strat­
egy should be to use multiple merhods, each of which has a different bias. 

Cross-Lagged Panel Design: A design in which a cause and an effect are borh 
measured at Times 1 and 2 and the researcher looks to see if the relationship · 
between the cause at Time 1 and the effect at time 2 is stronger rhan the re­
lationship between the effect at Time 1 and the cause at Time 2. 

Crossed Designs: Designs in which all units are exposed to all conditions. 
Debriefing: The process of informing research participants about a study after it 

1s over. 
Deflationism: An epistemological rheory rhat says trurh is a trivial linguistic de­

vice for assenting to propositions expressed by sentences too numerous, 
lengthy, or cumbersome to utter. 
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Dependent Variable: Often synonymous with effect or outcome, a variable with 
a value that varies in response to the independent variable. 

Design Element: Something an experimenter can manipulate or control in an ex­
periment to help address a threat to validity. 

Direct Path: A causal path that directly connects two variables. 
Discriminant Validity: The notion that a measure of A can be discriminated from 

a measure of B, when B is thought to be different from A; discriminant valid­
ity correlations should be lower than convergent validity correlations. (See 
also Convergent Validity) 

Dismantling Study: A study that breaks down a treatment into its component 
parts to test the effectiveness of the parts. 

Double-Blind Study: An experiment in which both the treatment provider and 
treatment recipient are unaware of which treatment or control condition is be­
ing administered, primarily used in medical clinical trials. 

Effect Size: A measure of the magnitude of a relationship, specific instances of 
which include the standardized mean difference statistic, the odds ratio, the 
correlation coefficient, the rate difference, and the rate ratio. 

Effectiveness: How well an intervention works when it is implemented under 
conditions of actual application. (See also Efficacy) 

Efficacy: How well an intervention works when implemented under ideal condi­
tions. (See also Effectiveness) 

Endogenous Variable: A variable that is caused by other variables within the 
model. 

Epistemology: Philosophy of the justifications for knowledge claims. 
Ethnography: Unstructured exploratory investigation, usually of a small number 

of cases, of the meaning and_ functions of human action, reported primarily in 
narrative form. 

Exogenous Variable: A variable that is not caused by other variables in the model. 
Expectation: The mean of a statistic based on repeated samplings. (See also Sam­

. piing Error) 
Experiment: To explore the effects of manipulating a variable. 
External Validity: The validity of inferences about whether the causal relationship 

holds over variations in persons, settings, treatment variables, and measure­
ment variables. 

Falsification: To show that data are inconsistent with a theory or hypothesis. 
Fatigue Effects: Participants tire over time, causing performance to deteriorate in 

later conditions or later assessments. (See also Practice Effects, Testing 
Effects) 

Fidelity: The capacity of a method to provide precise answers about a narrow 
question, often at the cost of high bandwidth. 

File Drawer Problem: The hypothesis that studies that were rejected because of 
reviewer prejudice against null findings are never published and so remain un­
available to future literature reviews, resulting in a systematic bias in the re­
sults of the review. (See also Publication Bias) 
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Floor Effect: Responses on a variable approach the minimum possible score so 
that further decreases are difficult to obtain. (See also Ceiling Effect) 

Functional Form: The characteristics of the true relationship among variables, 
represented graphically by the shape of the relationship (e.g., is it a curve?) 
and represented statistically by a model that may include nonlinear terms 
(e.g., powers and interactions) or other transformations. 

Heterogeneity of Irrelevancies: Identifying things that are irrelevant to the infer­
ence at issue and then making those irrelevancies heterogeneous so inferences 
are not confounded with the same irrelevancy or with different irrelevancies 
whose direction of bias is presumptively in the same direction. 

Hidden Bias: Unobserved variables that may cause bias in treatment effect esti­
mates. (See also Omitted Variables) 

Implementation: The activities, both intended and unintended, that did and· did 
not occur as part of the treatment conditions. (See also Process Model) 

Independent Variable: Often synonymous with cause or treatment, a variable that 
purports to be independent of other influences. Some authors advocate a 
more limited usage whereby a variable is independent only if the methodol­
ogy isolates the variable from other influences. (See also Dependent Variable) 

Indirect Path: A path between two variables that requires going through a third 
variable to make the connection. 

Informed Consent: The process of giving research participants the information 
they need to make an informed choice about whether to participate in a study 
given its risks and benefits. 

Instrumental Variable: A variable or set of variables (or more generally, an esti­
mation technique) that is correlated with outcome only through an effect on 
other variables. 

Intent-to-Treat Analysis: An analysis of a randomized experiment in which units 
are analyzed in the condition to which they were assigned, regardless of 
whether they actually received the treatment in that condition. 

Interaction: In experiments, when the effects of treatment vary over levels of an­
other variable. (See also Moderator) 

Internal Validity: The validity of inferences about whether the relationship be­
tween two variables is causal. 

Interrupted Time-Series Design: A design in which a string of consecutive obser­
vations is interrupted by the imposition of a treatment to see if the slope or 
intercept of the series changes as a result of the intervention. 

Inus Condition: From philosopher J. L. Mackie (1984), the idea that a cause is an 
insufficient but non-redundant part of an unnecessary but sufficient condition 
for bringing about an effect. 

Latent Variable: A variable that is not directly observed but is inferred or esti­
mated from observed variables. (See also Observed Variable) 

Local Molar Causal Validity: Alternative phrase for internal validity suggested by 
Donald Campbell (1986) as more clearly indicating the nature of internal 
validity. 
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Logic of Causation: To infer a causal relationship, the requirements that cause 
precedes effect, that cause covaries with effect, that alternative explanations 
can be ruled out, and that knowledge is available of what would have hap­
pened in the absence of the cause. (See also Counterfactual) 

Lowess Smoother: A locally weighted scatterplot smoother in which the result is 
a regression-fitted value for a local regression on a sample of observations in 
the vicinity of a selected horizontal axis point, done for many such points. 

Matching: Sometimes synonymous with blocking, sometimes more specific to 
imply blocks in which units are exacdy equal (rather than just similar) on a 
matching variable. (See also Blocking, Stratifying) 

Measurement Attrition: Failure to obtain measures on units (whether or not they 
are treated). 

Mediator: A third variable that comes between a cause and effect and that trans­
mits the causal influence from the cause to the effect. (See also Molecular 
Causation) 

Meta-Analysis: A set of quantitative methods for synthesizing research studies on 
the same topic (also called Research Synthesis). 

Moderator: In an experiment, a variable that influences the effects of treatment. 
(See also Interaction) 

Modus Operandi (M.O.): A method for inferring the cause of an observed effect 
by matching the pattern of observed effects to the patterns usually left by 
known causes (analogous to detective work investigating whether clues left at 
a crime match the modus operandi of known criminals). 

Molar Causation: An interest in the overall causal relationship between a treat­
ment package and its effects, in which both may consist of multiple parts. 

Molecular Causation: An interest in knowing which parts of a treatment package 
are more or less responsible for which parts of the effects through which me­
diational processes. (See also Mediator) 

Mortality: See Attrition 
Multiple Operationalism: The notion that all the operations used to index a con­

struct are relevant to the construct of interest but that, across the set of oper­
ations, there will be heterogeneity in conceptually irrelevant features. 

Natural Experiment: Investigates the effects of a naturally occurring event, some­
times limited to events that are not manipulable, such as earthquakes, and 
sometimes used more generally. 

Nested Designs: Designs in which units are exposed to some but not all condi­
tions. (See also Nesting, Unit of Analysis Problem) 

Nesting: When some units (e.g., students) are grouped together into aggregate 
units (e.g., classrooms), units are said to be nested within aggregates. (See also 
Nested Designs, Unit of Analysis Problem) 

Nonequivalent Dependent Variable: A dependent variable that is predicted not to 
change because of the treatment but is expected to respond to some or all of 
the contextually important internal validity threats in the same way as the tar­
get outcome. 
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Nonexperimental Study: Any study that is not an experiment. (See also Correla­
tional Study, Observational Study) 

Nonrecursive Model: In the structural equation modeling literature, a model that 
allows reciprocal causation, although some literatures use the term differ­
ently. (See also Reciprocal Causation, Recursive Model) 

Null Hypothesis: The hypothesis being tested, traditionally that there is no rela­
tionship between variables. (See also Alternative Hypothesis, Null Hypothe­
sis Significance Testing) 

Null Hypothesis Significance Testing: The practice of testing the hypothesis that 
there is no effect [the nil hypothesis] at a= .05 and then declaring that an ef­
fect exists only if p < .05. (See also Alternative Hypothesis, Null Hypothesis) 

Observational Study: A study in which variables are observed rather than ma­
nipulated; used in some literatures to include quasi-experiments (see also Cor­
relational Study, Nonexperimental Study, Quasi-Experiment) 

Observed Variable: A variable that is directly measured in a study. 
Odds Ratio: An effect size measure for the difference between groups on a di­

chotomous outcome. 
Omitted Variables: Variables that are not in a model or an analysis that influence 

both the cause and the effect and so may cause bias. (See also Hidden Bias) 
Ontology: Philosophy of the nature of reality. 
Operationalization: Usually -synonymous with operations but sometimes used in 

a restricted sense to imply the methods used to represent a construct. (See also 
Operations) 

Operations: The actions actually done in a study to represent units, treatments, 
observations, settings, and _times. (See also Operationalization) 

Order Effects: The outcome of a study is affected by the order in which the treat­
ments were presented. 

Participant Observation: A form of observation in which the researcher takes on 
an established participant role in the context being studied. 

Path Coefficient: A measure of the strength of relationship between two variables 
connected by a direct path. 

Pattern Matching: The general concept of matching a pattern of evidence to the 
pattern predicted by theory or past research. 

Placebo: An intervention that does not include the presumed active ingredients of 
treatment. (See also Control Group, Treatment Group) 

Power: The probability of correctly rejecting a false null hypothesis; in an exper­
iment, usually interpreted as the probability of finding an effect when an ef­
fect exists. (See also Type II error) 

Practice Effects: Participants become better at something the more often they do 
it, a potential problem in within-participants designs in which repeated tests 
are given to the same participants. (See also Fatigue Effects, Testing Effects) 

Pragmatic Theory of Truth: An epistemological theory that says a claim is true if 
it is useful to believe that claim. 
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Process Model: A model that portrays the sequence of events that occur in an in­
tervention. (See also Implementation) 

Propensity Score: A predicted probability of group membership based on ob­
served predictors, usually obtained from a logistic regression. 

Publication Bias: A prejudice on the part of manuscript reviewers against pub­
lishing studies that fail to reject the null hypothesis. (See also File Drawer 
Problem) 

Purposive Sample: A method by which units are selected to be in a sample by a 
deliberate method that is not random. (See also Balanced Sample) 

Purposive Sampling of Heterogeneous Instances: Selecting features of a study 
(units, treatments, observations, settings, times) that are heterogeneous on 
characteristics that might make a difference to the inference. 

Purposive Sampling of Typical Instances: Selecting features of a study (units, 
treatments, observ<itions, settings, times) that are similar to typical units in the 
population of interest, where typical may be defined as the mean, median, or 
mode of that population, determined either impressionistically or based on 
data about the population. 

Quasi-Experiment: An experiment in which units are not randomly assigned to 
conditions. (See also Correlational Study, Nonexperimental Study, Observa­
tional Study) 

Random Assignment: In an experiment, any procedure for assigning units to con­
ditions based on chance, with every unit having a nonzero probability of be­
ing assigned to each condition. (See also Randomized Experiment) 

Random Measurement Error: Chance factors that influence observed scores so 
that those scores do not measure the true variable of interest. 

Random Sampling: Any procedure for selecting a sample of units from a larger 
group based on chance, frequently used in survey research to facilitate gener­
alization from sample to population. 

Random Selection: More general term that is sometimes used synonymously with 
either random sampling or random assignment in different contexts. 

Randomized Experiment: An experiment in which units are randomly assigned to 
conditions. (See also Random Assignment) 

Reciprocal Causation: When two variables cause each other. (See also Nonrecut­
sive Model, Recursive Model) 

Recursive Model: In the structural equation modeling literature, a model that 
does not allow reciprocal causation, although some literatures use the term 
differently. (See also Nonrecursive Model, Reciprocal Causation) 

Regression Discontinuity: The regression line for a treatment group is.discontin­
uous from the regression line for the control group. 

Regression Discontinuity Design: An experiment in which units are assigned to 
conditions based on exceeding a cutoff on an assignment variable. 

Reliability: Consistency. 
Research Synthesis: See "\1eta-Analysis 
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Response Burden: The costs of adding additional measurement to a study in 
terms of respondent time, energy, and goodwill. 

Risk Analysis: An analysis of the likely risks and benefits from a study, including 
the size of the risks, the likelihood of the risks, and who will suffer them. 

Sampling Error: That part of the difference between a population parameter and 
its sample estimate that is due to the fact that only a sample of observations 
from the population are observed. (See also Expectation) 

Secondary Analysis: Reanalysis of primary study data after the study is com­
pleted, usually done by someone other than the original authors. 

Selection: (1) The process by which units are assigned to conditions. (2) A threat 
to internal validity in which..systematic differences over conditions in respon­
dent characteristics could also cause the observed effect. 

Selection Bias: When selection results- in differences in unit characteristics be­
tween conditions that may be related to outcome differences. 

Selection Bias Model: A statistical model that attempts to adjust effect estimates 
for selection Bias. 

Self"Selection: When units decide the condition they will enter. 
Simple Random Assignment: Random assignment with equal probability of as­

signment to each condition, without use of ancillary methods such as block­
ing, matchillg, or stratification. 

Single-Case Designs: A time series done on one person, common in clinical 
research. 

Specification Error: An incorrect specification of the model presumed to have 
given rise to the data. 

Stakeholder: Persons or groups with a stake in a treatment or the study of that 
treatm~nt. 

Standardized Mean Difference Statistic: An effect size measure for continuous 
variables, d:\mputed as the difference between two means divided by the vari-
ability of that difference. · 

Statistical Conclusion Validity: The validity of inferences about covariation be­
tween two variables. 

Stratifying: The process of creati'!g homogeneous groups of units in which each 
group hes more units than thete are experimental conditions. (See also Block­
ing, Matching) 

Step Functi.,n: A functional relationship between two variables in which the 
value of one variable suddenly and completely moves from one level to 
another. 

Testing Effects: Effects due to repeated testing of participants over time. (See also 
Fatigue Effects, Practice Effects) 

Threats to Validity: Reasons why an inference might be incorrect. 
Treatment Adherence: Whether the participant uses the treatment as instructed. 
Treatment Attrition: Failure of units to receive treatment (whether or not they are 

measured). 
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Treatment Delivery: Whether the treatment is provided by the experimenter to 
the participant. 

Treatment Group: In an experiment, the group that receives the intervention of 
interest. (See also Comparison Group, Control Group, Placebo) 

Treatment Receipt: Whether the participant actually receives the treatment that 
was provided. ' 

Trickle Process Assignment: Units to be assigned are available slowly over time. 
Type I Error: Incorrectly rejecting a true null hypothesis; in an experiment, this 

usually implies concluding that there is an effect when there really is no effect. 
Type II Error: Failing to reject a false null hypothesis; in an experiment, this usu­

ally implies concluding that there is no effect when there really is an effect. 
(See also Power) 

Unit: An opportunity to apply or withhold the treatment. 
Unit of Analysis Problem: Units are nested within aggregates in a way that may 

violate the independence assumption of many statistics. (See also Nested De­
signs, Nesting) 

Unreliability: See Reliability 
utos: An acronym to indicate the study operations that were actually done, where 

u = units, t = treatment, o = observations, s = setting (from Cronbach, 
1982). 

UTOS (Pronounced "capital utos"): An acronym to indicate generalizing to the 
"domain about which [the] question is asked" (Cronbach, 1982, p. 79). 

*UTOS (Pronounced "star utos"}: An acronym to indicate generalizing to "uqits, 
treatments, variables, and settings not directly observed" (Cronba~h, i'';l82, 
p. 83). " .... 

Validity: The truth of, correctness of, or degree of suppott for an inference. 
Within-Participants Designs: The same units are studied in different conditiqns. 

(See also Between-Participants Design) " 
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Chance, capitalizing on, in Construct inferences, 66-68 treatment diffusion as, 81 

meta-analyses, 448 Construct irrelevancies, 361 treatment-sensitive 
Classification tree algorithms, Constructs, 16, 19 factorial structure as, 

162n inadequate explication of, as 76-77 
Clever Hans, 33 threat to construct Contentious codependence, 
Cluster sample, 343 validity, 74-75 275 
Code of Federal Regulations Construct validity, 20-21, 37, Context-dependent mediation, 

(Protection of Human 38,64-82,101,506 89-90 
Subjects), 283 applying principles of Continuous effect, 173 

Cognitive science, general generalized causal Control group, 3, 506 
propositions in, 350 inferences to, 356-71 defined, 103n 

Coherence theory of trut~, 35, causal explanation and, Controls. See also Cohort 
36,506 368-69 controls 

Coherent pattern matching, interpolation-extrapolation defined, 135 
105 and,367-68 sibling, 149-50 

Cohort controls, 159 making discriminations and, statistical, 503-4 
improving, by adding 364-65 Convergent validity, 350, 361, 

pretests, 151-52 objections concerning 506 
matching through, 148-58 discrimination between Correlation, 7, 506 

Cohort designs, improving, external validity and, zero, 251 
with nonequivalent 466-73 Correlational study, 12, 18, 
dependent variable, preexperimental tailoring, 506 
152-53 and postexperimental Correspondence theory of 

Comparison groups, 14, 506 specification and, truth, 35, 36, 506 
in quasi-experimental 81-82 Counterbalancing, l09n, 506 

design, 159-60 randomization and, 341 Counterfactual model, 5, 506 
Compensatory equalization as relationship between Counterfactual reasoning, 6 

threat to construct external validity and, Covariance estimates, 51 
validity, 79-80 93-95 Covariation, 37 

Compensatory rivalry as threat relationship between statistical tests of, 42-45 
to construct validity, 80 internal validity and, 9 5 Critical multiplism, 460, 506 

Compound paths, 396, 506 threats to, 72-81 Crossed designs, 265-66, 506 
Compromise designs, 13n compensatory Cross-lagged panel correlation 
Computer, random assignment equalization as, 79-80 design, 412, 506 

by, 311-13 compensatory rivalry as, Crossover designs, 268-69 
Confirmation, 15, 506 80 Crossovers, 228-29 
Confound, 7, 506 confounding constructs Cross-sectional panels, 117n 
Confounding constructs as, 75, 76 Cutoff, overrides of, 227-28 

with levels of constructs, disruption effects as, 79 Cutoff point, selection of, 
453 experimenter expectancies 217-18 

with other study as, 78-79 Cutoff score, 208, 212 
characteristics, 453-54 inadequate explication of, Cutoff variable, 166 

as threat to construct 74-75 Cyclical maturation, as threat 
validity, 75, 76 monomethod bias as, 7 6 to internal validity, 113 
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D objections concerning, Enhancement models, 415 
Data between construct Epistemological.criticisms of 

analyzing, from designs with validity and external experiments, 459-61 
nonequivalent groups, validity, 466-73 Epistemological relativism, 
161-70 Dismantling study, 262, 507 28 

imputing values for missing, Disordinal interactions, 265n Epistemology, 456, 507 
337 Disruption effects as threat to implications for, 29-31 

Debriefing, 325, 506 constrJJct validity, 79 Equivalent-time-samples 
Deep similarity, 368 Disturbances, 399 design, 2 70-71 
Definitional operationalism, Domain of intended Error rate problem, fishing 

68 application, 81 and,48-49 
Deflationism, 35n, 506 Dose-response designs, 285 Errors 
Delayed causation, 197-98 Dose-response relationship, measurement, 401-2,412 
Delayed effects, 173, 178 285,352 random, 58 
Demand outstripping supply, Double-blind study, 190, 441, sampling, 34 

269-70 507 specification, 251, 402-2, 
Dependent variables, 13, 507 Double pretest, 145-46 412 

nonequivalent, 184-88 improving one-group Type1,42,43,48, 108 
Description, causal, 9-12 pretest-posttest design rates of, 45-46, 49 
Descriptive causation, 10,98 with, 110 Type II, 42, 48 

objections to, 465-66 untreated control group rates of, 46 
Desideratum, 97 with, and independent ES~TE,336,337 

Design elements, 18, 507 and dependent samples, Ethics 
Designs without control 154-56 codes and principles in, 

groups, 106-15 Dropouts, replacing, 334 281-82 
improving, by constructing defined, 279 

contrasts other than E discontinuing experiments 
with independent Ecological validity, 37n for reasons of, 289-90 
control groups, Effect(s), 5-6 of experimentation, 
125-28 defined, 4 281-83 

Directed programs of delayed, 178 of random assignment, 
experiments, 420-21 describing types of, 172-73 286-89 

Direct measurement, 150-51 formal sampling of, 344-46 of withholding potentially 
of threats to validity, 148 weak, 178 effective treatment, 

Direct paths, 396, 507 Effectiveness, 319, 507 283-86 
Disaggregated groups, lack of Effectiveness studies, treatment Ethnography, 390, 507 

statistical power for implementation in, $19 Evaluative theories of truth, 36 
studying, 455 Effect sizes, 507 Even Start Literacy Program, 

DiscontinuitY, defined, 207 bias in computing, 449 104 
Discontinuous effect, 173 failure to test for Excel,296,313 
Discrimip.ant validity, 350, heterogeneity in, 455 Exogenous variable, 394, 504, 

364,507 failure to weight study level, 507 
Discrimination proportional to their Expectation, 164,507 

making, 25, 353-54 precision, 449-50 equating groups on, 
construct validity and, lack of statistical 250-51 

364-65 independence among, Experiment(s), 2, 507. See also 
external validity and, 449 Quasi-experiment(s); 

365-66 Efficacy studies, 507 Randomized 
meta-analysis and, treatment implementation experiment(s) 

440-42 in, 319 analogue, 8 
purposive sampling and, EndOgenous variables, 394, causation and, 3-12, 

382-83 507 457-62 
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defined, 1, 12 interpolatioil~extrapolation Fidelity, 98n, 507 
directed programs of, and,366-67 File drawer problem, 

420-21 making discriminations and, 427,507 
discontinuing for ethical 365-66 Fishing, error rate problem 

reasons, 289-90 objections concerning and,48-49 
epistemological criticisms of, discrimination between Fixed effects models, 433 

459-61 construct validity and, underjustified use of, 450 
ethics of, 281-83 466-73 Floor effects, 50, 508 
general aspirations for, purposive sampling and, Food Stamp Employment and 

18-20 92-93 Training Program, 92 
informed consent and, 282 randomization and, 341 Formal sampling, 342-48 
legal problems in, 290-91 random sampling and, of causes and effects, 
rnetascience and, 26-31 91-92 344--46 
narrative reviews of, 422 relationship between of persons and settings, 
natural, 8, 12, 17 construct validity and, 346-47 
quasi-, 13-17 93-95 Functional form, 122, 508 
randomized, 13 ruling out of irrelevancies Fuzzy regression discontinuity, 
recruiting participants to be and,362--<;3 229 

in, 292-99 surface similarity and, 
regression discontinuity and, 359-61 G 

242-43 threats to, 86-90 Generalizable studies, phased 
social psychological threats to inferences about, models of increasingly, 

critiques, 28 in meta-analysis, 419-20 
true, 13 454-55 Generalizations, 341 
vocabulary of, 12 Extraneous variance in making scientific, 349-53 

Experimental mortality, 59 experimental setting, as Generalized causal inference, 
Experimental research, threat to statistical 341-73 

narrative reviews conclusion validity, 51 application to all studies, 
combining Extrapolation, 25, 354 371-73 
nonexperimental causal generalization as, applying principles to 
research and, 423 21-22 construct and external 

Experimental setting, meta-analysis and, 442-43 validity, 356-71 
extraneous variance in, purposive sampling and, generalizing from single 
as threat to statistical 383-85 versus multiple studies, 
conclusion validity, regression, 159 418 
51 grounded theory of, 

Experimenter expectancies, as F 348-73 
threat to construct Factorial designs, 263-66 multistudy programs of 
validity, 78-79 disadvantage of, 266 research, 418-19 

Explanations Falsification, 15-16, 507 directed programs of 
causal, 9-12 Falsificationism, 41 experiments, 420-21 
experiments that Family Support Act, 291 phased models of 

manipulate, 414-15 Family therapy research, on increasingly 
Explanatory causation, 11 behavior modification generalizable studies, 
External validity, 21-22, 37, procedures, 414 419-20 

38, 83-93, 101, 181, Fast Track Accelerated narrative reviews, 421-25 
507 Approval process, 284 combining experimental 

applying principles of Fatigue effects, 109n, 507 and nonexperimental 
generalized causal Federal Judicial Center research, 423 
infererices to, 356-71 Advisory Committee on of experiments, 422 

causal explanation and, Experimentation in the problems with, 423-24 
369-71 Law, 291 principles of, 353-54 
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prospective and 
retrospective uses of 
these principles, 372-73 

quantitative reviews of 
existing research, 
425-46 

meta-analysis, 426-55 
received view of, 342-48 
single studies, 374-416 

experiments that 
manipulate 
explanations, 414-15 

interpolation and 
extrapolation, 383-85 

making discriminations, 
382-83 

purposive sampling of 
heterogeneous 
instances, 376-77 

purposive sampling of 
typiCal instances, 
375-76 

qualitative methods for 
studying causal 
explanation, 389-92 

ruling out irrelevancies, 
380-82 

statistical methods for 
generalizing from 
purposive samples, 
386-89 

statistical models of causal 
explanation, 392-414 

surface similarity, 
378-80 

Granger causality, 205 
Grounded, 341 
Grounded theory of causal 

generalization, 24-26 
Growth curve models, 

avoiding endogeneity of 
time points in, 384n 

H 
Haphazard assignment, 302-3 
Hawthorne effect, 79n 
Heterogeneity 

achieving, 376-77 
failure to test for, in effect 

sizes, 455 
of irrelevancies, 362, 508 
restricted 

in classes of populations, 
treatments, outcomes, 
settings, and times, 
45+-55 

of irrelevancies, 455 
of units, as threat to 

statistical conclusion 
validity, 51 

Heterogeneous instances, 
purposive sampling of, 
23-24,92-93,376-77 

Hidden bias, 122, 508 
propensity scores and, 

161-65 
Higher order units, 253-56 
History, internal validity and, 

56,179,237 
' Homemaker-Home Health 

Aide Demonstration 
Program, 135-36 

Homogeneity tests, inaccurate, 
450 

Housing Allowance Demand 
Experiment, 262 

Human Genome Project, 11 
Human psychopathology, 

animal models of, 
350-51 

Human side of random 
assignment, 307-11 

I 
Illinois On-Line Cross-Match 

Demonstration, 302 
Immediate effects, 173 
Implementation, 109, 508. See 

also Treatment 
implementation 

Implementation assessments, 
overlooked targets for, 
317-18 

Inaccurate effect size 
estimation, 3 9 

as threat to statistical 
conclusion validity, 
51-52 

Independent pretest sample in 
improving posttest-only 
design, 117 

Independent variable, 13, 508 
Indirect paths, 396, 508 
Inference, 34 

causal, 105 
Informed consent, 508 

experiments and, 282, 291 
instrumental variable 

analyses and, 321n 
treatment attrition and, 333 

In-our-hands phenomenon, 
4-5 

Institutional review boards, 
283 

Instrumental variable, 321-22, 
508 

approaches to 
mediational models, 
413-14 

Instrumentation, as threat to' 
validity, 60-61, 
179-80,237 

Intensive qualitative case 
studies, 500-501 

Intent-to-treat analysis, 320, 
508 

Interaction, 51, 86-87, 
231-33,508 

of causal relationship 
with outcomes, 89 
over treatment variations, 

88-89 
with settings, 89 
with units, 87-88 

disordinal, 265n 
orQinal, 265n 

Interactive effects, 61n 
Intercept, change in, 175-76 
Internal controls in improving 

posttest-only design, 
122-23 

Internal validity, 37, 38,53-63, 
101,237-38,508 

estimating 
in quasi-experiments, 

61-63 
in randomized 

experiments, 61-63 
objections to, 462-66 
relationship between 

construct validity and, 
95 

relationship between 
st3.tistical conclusion 
validity and, 63 

as sine qua non, 97-98 
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threats to, 54-59, 105 
additive and interactive 

effects of, 61 
ambiguous temporal 

precedence as, 55 
attrition as, 59 
cyclical maturation as, 

113 
maturation as, 57 
random assignment and, 

249 
regression artifacts as, 

57-59 
selection as, 56 

Interpolation, 25, 354 
meta-analysis and, 

442-43 
purposive sampling and, 

383-85 
Interpolation-extfapolation, 

366--67 
construct validity and, 

367-68 
external validity and, 

366-67 
Interrupted time-series design, 

102, 171-206, 
508 

adding other design features 
to, 181-95 

problems with, 195-204 
regression discontinuity and, 

229-30 
simple, 17 5-81 

In~erventions, gradual rather 
than abrupt, 196-97 

Intradass correlation,-
255 

!nus con<Jition, 4, 5, 508 
Irish School Leavers 

Examination, 228 
Irrelevancies 

restricted heterogeneity of, 
455 

ruling out, 25, 353, 
361-63 

external validity and, 
362--63 

meta-analysis and, 
438-40 

purposive sampling and, 
382-83 

J 
Job Opportunities and Basic 

Skills Training Program, 
291 

Job Search and Work 
Experience 
Deinonstration 
experiment, 301 

Job Training Partnership Act 
(JfPA), 168 

effect of, on subsequent 
earnings, 382 

Justice, 281 

K 
Kansas City Patrol 

Experiment, 257 
Knowledge claim, 34n 
Kuhnian critique, 27-28 

L 
Laboratory-field distinction, 

37n 
Latent varia~les, 49, 399--401, 

508 
Latent variable structural 

equation modeling, 
169-70 

Latin squares, 268n 
Legal problems in experiments, 

290-91 
Living Insurance for Ex­

Offenders experiment, 
260 

Local molar causal validity, 
54,508 

Logical-positivism, 29n 
Logic of causation, 7, 509 
Logistic regression, 162n 
Longitudinal designs, 266-68 
Longitudlnal surveys, 23 
Lowess smoother, 216, 509 
Low statistical power as threat 

to statistical conclw;ion 
validity, 45-48 

Lung cancer, secondhand 
smoke and, 351 

M 
Madison and Racine Quality 

Employment 
experiment, 280, 292 
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Manipulable causes, 7-9 
Marital Adjustment Scale 

(MAS), 126, 376 
Masking, 78n, 158 
Matching, 118-19,509. See 

also Pattern matching 
~?-alysis of covariance and, 
. 306-7 

<U~tinguishing between 
' blocking and, 118n 

methods of, 119-20 
oPtimal, 162-63 
principles to guide better, 

121-22 
problems with, 120 
stratifying and, 157, 304-6 

Maturation 
internal validity and, 23 7 
as threat to internal validity, 

57 
Measured variables, path 

diagrams with, ~93-97 
Measurement 

in quasi-experimental 
design, 158-59 

unreliability of, as threat to 
statistical conclusion 
vali4ity, 49 

Measurement attrition, 509 
preventing, 333-34 
versus preventing treatment 

attrition, 330-31 
Measurement error, 412 

in causal explanation, 
4Ql-2 

Measurement theory, 349-50 
Mediation, context-dependent, 

89-90 
Mediational models, 

instrumental varia9le 
approachesto,413-14 

Mediator variables, 11, 509 
Meta-analysis, 86, 509 

analyzing data, 431-34 
basis of, 426-35 
capitalizing on chance in, 

448 
causal explanation and, 

443-45 
co<Jing of studies, 428-29 
codings, unreliability of, in 

meta-analyses, 448 
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computing effect sizes, 
429-31 

discussion of, 445-46 
identifying problem and 

doing the literature 
review, 426-28 

interpolation and 
extrapolation, 442-43 

interpreting and presenting 
results, 434-35 

making discriminations, 
440--42 

principles of generalized 
causal inference and, 
435-45 

ruling out irrelevancies and, 
438-40 

sampling biases associated 
with the persons, 
setting, treatments, 
Outcomes, and times 
entering, 454 

surface similarity and, 
436-37 

threats to validity of, 
446-55 

unreliability of codings in, 
448 

Metascience, experiments and, 
26-31 

Method, 374 
Milwaukee Parental Choice 

Program, 2 70 
Minimalist theory of truth, 

35n 
Minneapolis Spouse Abuse 

Experiment, 272, 310, 
315 

Minnesota Multiphasic 
Personality Inventory 
(MMPI), 70, 205 

Depn;ltsion scale, 4 25 
Missin~ ~t random (MAR) 

data, 337n 
Missing ¢ompletely at random 

(j'y!CAR) data, 337n 
Missing effect sizes iQ primary 

studies, 448 
Moderator, 11,509 
Moderator variable 

confounding, 159, 
451-52 

Modus operandi (m.o.}, 9, 509 
Molar causation, 10, 509 
Molecular causation, 10, 509 
Monomethod bias, 452-53 

as threat to construct 
validity, 76 

Mono-operation bias, 452 
as threat tO" construct 

validity, 75-76 
Mortality. See also Attrition 

experimental, 59 
internal validity and, 237 

Moving to Opportunity 
Experiment, 413 

Multidimensional scaling 
procedures, for 
generalizing from 
purposive samples, 388 

Multiple control groups, in 
improving posttest-only 
design, 123-24 

Multiple nonequivalent 
comparison groups, 
159 

Multiple operationalism, 
361-62,509 

Multiple pretests and posttests, 
usefulness of, 198-200 

Multiple replications, 
190-92 

Multiple substantive posttests, 
158 

in improving one-group 
posttest-only design, 
107-8 

Multiple treatment and 
controls with pretest, 
262-63 

Multistudy programs of 
research, 418-21 

directed programs of 
experiments, 42()...21 

phased models of 
increasingly 
generalizable studies, 
419-20 

Multitrait-multimethod 
matrix, 350 

N 
Naive realism, 28 
Narrative reviews, 421-25 

combining experimental and 
nonexperimental 
research, 423 

of experiments, 422 
problems with, 423-25 

National Commission for the 
Protection of Human 
Subjects of Biomedical 
and Behavioral 
Research, 283, 287 

National Council on 
Measurement in 
Education, concerns 
over test validity, 475, 
476n 

National Institute of Mental 
Health (NIMH) 

Collaborative Depression 
Project, 262,274, 275, 
287-88,301,304,306, 
316,367 

Consensus Development 
Conference, 16-17 

funding programs to 
generate more clinically 
representative research, 
437 

National Institute on Alcohol 
and Alcohol Abuse, 275 

National Institute on Drug 
Abuse, 275 

National Institutes of Health 
(NIH), 101 

National Institutes of Health 
{Nll-I} Research Career 
Development Award 
(RCDA), 138 

National Job Training 
Partnership Act (JTPA) 
study, 301 

Natural experiment, 8, 17,509 
defined, 12 

Natural philosophy, use of 
observation in, 2 

Negl~cted ancillary questions, 
461-62 

Nested design, 266, 509 
Nesting, 259n, 266,428-29, 

509 
New Jersey Negative Income 

Tax Experiment, 88, 
253, 257, 259, 265, 
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290, 332, 333, 336, Nuremberg Code, 281 threats to inferences about 
378 the existence of a 

Nomological net, 68n 0 relationship between 
Noneq'ijiva~ent comparison Observational study, 13n, 510 treannentand,447-50 

group design,, 136, 159 Observation of behavior, 391 Oversimplifications, primary 
Noneqb.ivalent control group Observed pattern of outcomes, justification for, 457-58 

~~sign, combining plausibility of threats 
&witching replications and, 139-44 p 
with, 154 Observed variable, 122, 224, Panel Study of Income 

NoneqUivalent dependent 377n,399,510 Dynamics, 23 
·variables, 105, 158, Odds ratio, 52, 510 Parametric or dose-response 
184-88, 509 Offic~ of Educational Research studies, 262 

improv:ing cohort designs and Improvement Participant Observation, 390, 
with, 152-53 (OERI),487 510 

improving one-group Omitted variables, 244, 510 Participants 
pretest-posttest design One-group posttest-only debriefing, 325 
with, 110-11 design, 106-8 offering intervention prior to 

Nonequivalent groups multiple substantive randomization, 285-86 
analyzing data from designs posttests in improving, recruitment of, for 

with, 161-70 107-8 experiment, 292-99 
posttest-only design with, One-group pretest-posttest Passive observational design, 

115-25 design, 108-11 18 
Nonequivah::nt no-treatment improving with double Path coefficient, 394, 510 

control group time pretest, 110 Path diagrams with measured 
series, 182.--84 improving with variables, 393-97 

Nonexperimental data, causal nonequivalent Path equations, causal 
riiodeling with, 410-13 dependent variable, explanations and, 

Nonexperimental research, 110--11 397-99 
510 Ontological doubts, 457 Pattern matching, 510 

assumptions regarding Ontology, 457,510 coherent, 105 
alternatives, 499-504 Open-ended interviews, 390 logic in, 67, 486 

designs in, 18 Operational definitions, models in, 415 
methods in, 98-99 203-4 as problematic criterion, 
narrative reviews cQ.mbining Operationalization, 73, 510 485-86 

experimental research Operations, 19, 510 Perry Preschool Program 
and,423 Optimal matching, 162-63 experiment, 246, 280, 

Nonlinearity, 231 Order effects, 109n, 510 302 
Nonmanipulable causes, 7-9 Ordinal interactions, 265n Persons, sampling biases 
Nonmanipulable events, 7 Ordinary least squares (OLS) associated with, 
Nonrecursive causation, 395, regression, 22 7 entering a meta-

510 Outcome(s) analysis, 454 
Normed achievem'~t test interaction of causal Phased models of increasingly 

scores, t38 relationship with, 89 generalizable studies, 
Normed comp3rison contrasts, restricted heterogeneity in 419-20 

126--27 classes of, 454-55 Physicians' Aspirin Study, 289 
Novelty, as threat to construct sampling biases associated Placebo effect, 79, 285,510 

validity, 79 with, entering a meta- Placebo-generating procedures, 
Null hypothesis, 42, 510 analysis, 454 10--11 

problem of accepting, 52-53 threats to inferences about Planned variation, strategy of, 
Null hypothesis significance the causal relationship in evaluation of 

testing (NHST), 42-45, between treatment and, educational programs, 
510 450--52 284-85 



618 I SUBJECT INDEX 

Plausibility, centrality of fuzzy, 
484-85 

Poptdations, restricted 
heterogeneity in classes 
of, 454-55 

Positivism, 459 
Post-assignment attrition, 

323-40 
Postexperimental specification, 

construct validity, 
preexperimental 
tailoring and, 81-82 

Posttest{s) 
multiple substantive, 158 
usefulness of multiple, 

198-200 
Posttest-only design 

improving 
independent pretest 

sample in, 117 
internal controls in, 

122-23 
matching or stratifying in, 

118-22 
multiple control groups 

in, 123-24 
predicted interactions in, 

124-25 
proxy pretests in, 118 

with nonequivalent groups, 
115-25 

Posttreatment time series, 172 
Power, 34, 510 

in regression discontinuity 
designs, 243 

methods to increase, 
46-47 

statistical power, lack of, 
450 

for studying disaggregated 
groups, 455 

Practice effects, 109n, 510 
Pragmatic theory of truth, 510 
Pragmatism, 29n, 35-36 

in the selection of animal 
models, 351n 

Predicted interaction, in 
improving posttest-only 
design, 124-25 

Preexperimental tailoring, 
construct validity, and 
postexperimental 

specification and, 
81-82 

Pretest(s), 158 
defined, 135 
differences in, 303-4 
improving cohort controls 

by adding, 151-52 
proxy, 158 

in improving posttest-only 
design, 118 

repeated, 158 
retrospective, 158 
usefulness of multiple, 

198-200 
Pretreatment series, 172 
Pretzels, causal arrows and, 

457-59 
Primacy of control by design, 

10~ 
Primary studies 

attrition, 451 
missing effect sizes in, 448 
restriction of range in, 

447-48 
unreliability in, 44 7 

Primary treatments, failure to 
assign at random, 
451 

Principles of Generalized 
Causal Inference, 
24-25,353-54 

Process model, 319, 511 
Program models, assessing, 

318-19 
Project MATCH Research 

Group, 305-6 
Propensity Matched Pairs 

Design (PMPD ), 306 
PropenSity scores, 121 

hidden bias and, 161-65, 
511 

Protection of Human Subjects, 
282 

Prototypical attributes, 
underrepresentation of, 
452 

Proximal similarity, principle 
of, 360 

Proxy pretests, 158 
in improving posttest-only 

design, 118 
Psychotherapy effects, 353 

Publication bias, 434,449, 
511 

Purposive sampling, 511 
causal explanation and, 378 
external validity and, 92-93 
of heterogeneous instances, 

92-93 
interpolation and 

extrapolation, 383-85 
making discriminations, 

382-83 
ruling out irrelevancies, 

380-82 
statistical methods for 

generalizing from, 
386-89 

response surface 
modeling, 387-88 

sampl~ reweighting, 
386-87 

surface similarity and, 
378-80 

Purposive sampling of 
heterogeneous instances 
(PSI-Het), 23-24, 
376-77,511 

Purposive sampling of typical 
instances (PSI-Typ), 
23-24, 356, 375-76, 
511 

Pygmalion effect, 78-79 

Q 
Qu<"!olitative case studies, 

intensive, 500-501 
Qualitative traditions, validity 

in, 478-84 
Quantitative reviews of 

existing research, 
425-46 

meta-an;dysis 
basis of, 426-35 
causal explanation, 

443-45 
discussion of, 445-46 
interpolation and 
~apolation, 442-43 

making discriminations, 
- 440-42 
ruling out irrelevancies, 

438-40 
surface similarity, 43?-37 
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threats to validity of, untreated control group adaptive methods of, 301-2 
446-55 with double pretest and arguments for, 248-49,288 

Quasi, 103 both independent and arguments against, 287-88 
Quasi-experiment(s), 13-17, dependent samples, batch, 300 

511. See also Interrupted 154-56 benefit of, 252 
time-series design untreated matched methods of, 294-303 

centrality of fuzzy controls with multiple minimizing time and 
plausibility, 484-85 pretests and posttests, obstacles between 

combining regression nonequivalent treatment and, 331-32 
discontinuity and, dependent variables, random assignment and 
241-42 and removed and units of, 253-56 

criteria for ruling out repeated treatments, trickle process, 300 
threats, 484-85 153 Randomized experiment(s), 

defined, 12 Quine-Duhem thesis, 27 13,246-78, 511 
elements of assumptions regarding, 

assignment, 156, 158 R 488-97 
comparison groups, Random assignment, 3, 331, causal modeling within, 

159-60 511 404-10 
measurement, 158-59 alternative-treatments design combining regression 
treatment, 160-61 with pretest, 261-62 discontinuity and, 

estimating internal validity basic design, 257-61 238-41 
in,61-63 by computer, 311-13 defined, 12 

excuses for not doing conditions most conducive estimating internal validity 
randomized experiment, to, 269-75 in, 61-63 
486-87 defined, 248 excuses for not doing, 

interrupted time-series ethics of, 286-89 486-87 
designs, 171-206 factorial designs, 263-66 problems with causal models 

logic of, 104-5 human side of, 307-11 built into, 408-10 
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problematic criterion, 294-311 treatment effects in, 
485-86 as infeasible or undesirable, 221-24 

regression discontinuity and, 276-77 strength of, 341 
242-43 limited reach of, 256-57 Random measurement error, 

weaker, 502-3 longitudinal designs, 266-68 58, 511 
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Seattle-Denver Income 

Maintenance 
Experiment, 88 



Secondary analysis, 85-86, 
512 

Secondary data comparison, 
160 

Secondary source contrasts, 
127-28 

Secondhand smoke, lung 
cancer and, 351 

Selection, 512 
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purposive sampling and, statistical methods for to construct validity, 81 
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