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Introduction

Introduction
We have defined a discrete random variable as a random variable
X : Ω→ R whose range X (Ω) is discrete.

Now we introduce the notion of a continuous random variable,
which is a random variable whose range is an interval of R (the
exact definition is given above).

This means that a continuous random variable can take any value
within some interval.

Examples:

I In the experiment of the falling meteor, the distance between the
impact point and our town is a random variable with range the
interval [0, πRE ], where RE is the Earth’s radius.

I In the experiment given by the life of a person, the lifespan and the
height of the person (in adulthood) are random variables with range
a finite interval of non-negative real numbers.
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Before to present the formal exact definition of a continuous
random variable, we need to introduce the notion of a distribution
function.

Definition
Let X : Ω→ R be a random variable. The function FX : R→ [0,1]
given by

FX (x) = P (X ≤ x) , x ∈ R,

is called the distribution function or the cumulative distribution
function of X .

The distribution function FX has the following three properties:

i) FX is increasing;

ii) limx→−∞ FX (x) = 0;

iii) limx→+∞ FX (x) = 1.
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Graph of a distribution function
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In fact:

i) for x , y ∈ R such that x ≤ y , we have

X ≤ x ⇒ X ≤ y , i.e. X ≤ x ⊆ X ≤ y ,

and so
FX (x) = P (X ≤ x) ≤ P (X ≤ y) = FX (y) .

ii) Since FX is an increasing function, limx→−∞ FX (x) exists. Consider
a decreasing sequence {xn} in R such that xn → −∞, n→∞.
Consider the events

X ≤ x1 ⊇ X ≤ x2 ⊇ X ≤ x3 ⊇ · · ·

By the lower monotone convergence property, we have

lim
x→−∞

FX (x) = lim
n→∞

FX (xn) = lim
n→∞

P (X ≤ xn)

= P

(
∞⋂

n=1

X ≤ xn

)
= P (∅) = 0.
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iii) Since FX is an increasing function, limx→+∞ FX (x) exists. Consider
an increasing sequence {xn} in R such that xn → +∞, n→∞.
Consider the events

X ≤ x1 ⊆ X ≤ x2 ⊆ X ≤ x3 ⊆ · · ·

By the upper monotone convergence property, we have

lim
x→+∞

FX (x) = lim
n→∞

FX (xn) = lim
n→∞

P (X ≤ xn)

= P

(
∞⋃

n=1

X ≤ xn

)
= P (Ω) = 1.



Introduction

As a very simple example of a distribution function, consider the
following discrete random variable X related to a single trial in a
Bernoulli process with outcomes α with probability p and β with
probability q:

X =

{
1 if the outcome is α
0 if the outcome is β.

We have

FX (x) = P (X ≤ x) =


0 if x < 0
q if 0 ≤ x < 1
1 if x ≥ 1

, x ∈ R.

A random variable X, as the previous one, with range
X (Ω) = {0,1} and pmf fX (0) = q = 1− p and fX (1) = p, where
p ∈ [0,1], is said to have the Bernoulli distribution Bernoulli(p).
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In general, for a discrete random variable X whose values are yi ,
i ∈ I, where I = {1,2, . . . ,n} for some positive integer n or
I = {1,2,3, . . .}, and y1 < y2 < y3 < · · · , we have

FX (x) = P (X ≤ x) = P(
⋃
i∈I

yi≤x

X = yi ) =
∑
i∈I

yi≤x

P (X = yi )

=
∑
i∈I

yi≤x

fX (yi ) =


0 if x < y1
fX (y1) if y1 ≤ x < y2
fX (y1) + fX (y2) if y2 ≤ x < y3
fX (y1) + fX (y2) + fX (y3) if y3 ≤ x < y4
. . .

, x ∈ R.

So, FX is piecewise constant with jumps at the points yi , i ∈ I.

Moreover, the previous expression of FX explains why the name
"cumulative distribution function" is used.
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Exercise. Prove that the distribution function FX of a random
variable X is right-continuous, i.e.

lim
y↓x

FX (y) = FX (x) for any x ∈ R.

To this aim, observe that limy↓x FX (y) exists since FX is
increasing. Then consider a decreasing sequence {yn} in R such
that yn → x , n→∞, and the events

X ≤ x1 ⊇ X ≤ x2 ⊇ X ≤ x3 ⊇ · · ·
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Continuous Random Variables and Probability Density
Functions

Definition
A random variable X is called continuous if FX has a derivative.
The derivative of FX is denoted by fX and it is called the probability
density function (pdf) of X .

The pdf of X is also called the distribution of X .

Observe that fX is a non-negative function since FX is increasing.
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Local meaning of the pdf: for any x ∈ R, we have
fX (x)dx = FX (x + dx)− FX (x) = P(X ≤ x + dx)− P(X ≤ x)

= P(x < X ≤ x + dx)

where the last equality holds since the event X ≤ x is included in
the event X ≤ x + dx and the event x < X ≤ x + dx is their
difference.

We can write
fX (x) =

P(x < X ≤ x + dx)

dx
and this explain the name "probability density function" for fx : the

values of the probability are distributed along the real line and
fX (x) is the probability for length unit at the point x , i.e. the linear
density of probability at x .

On the other hand, for a discrete random variable X , the values
fX (x) = P(X = x), x ∈ X (Ω),

of the "probability mass function" are values of probability
concentrated at the points of X (Ω) and so such points have a
mass of probability.
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Global meaning of the pdf: for any a,b ∈ R with a < b, we have
b∫

a

fX (x) dx = FX (b)− FX (a) = P (X ≤ b)− P (X ≤ a)

= P (a < X ≤ b) .

By letting a→ −∞, we obtain
b∫

−∞

fX (x) dx = lim
a→−∞

b∫
a

fX (x) dx = lim
a→−∞

(FX (b)− FX (a))

= FX (b)− lim
a→−∞

FX (a) = FX (b)− 0 = FX (b).

Thus,

FX (x) =

x∫
−∞

fX (y)dy , x ∈ R.
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For a continuous random variable X , FX is a continuous function
since FX is an integral function.

Observe that a discrete random variable X cannot be a
continuous random variable, since FX is not a continuous function
(it is piecewise constant with jumps).
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Let X be a random variable such that FX is continuous. Then, we
have

P(X = x) = 0 for any x ∈ R.

In fact, consider an increasing sequence {xn} in R such that
xn → x , n→∞. Consider the events

x1 < X ≤ x ⊇ x2 < X ≤ x ⊇ x3 < X ≤ x ⊇ · · ·
By the lower monotone convergence property, we have

lim
n→∞

P (xn < X ≤ x) = P(
∞⋂

n=1

xn < X ≤ x ) = P (X = x) .

and

lim
n→∞

P (xn < X ≤ x) = lim
n→∞

(P (X ≤ x)− P (X ≤ xn))

= lim
n→∞

(FX (x)− FX (xn))

= F (x)− lim
n→∞

FX (xn)

= FX (x)− FX (x) since FX is continuous
= 0.
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Now, let X be a continuous random variable, so that FX is
continuous. For a,b ∈ R with a < b, we have

b∫
a

fX (x) dx = P (a < X ≤ b) = P (a ≤ X ≤ b)

= P (a ≤ X < b) = P (a < X < b) ,

since P(X = a) = P(X = b) = 0 and all these probabilities are the
area under the graph di fX between a and b
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Once we know the probabilities of the events

X ∈ closed box of R,

i.e the probabilities

P(X ∈ [a,b]) =

b∫
a

fX (x) dx , a,b ∈ R with a ≤ b,

we also know the probabilities of the events

X ∈ Borel subset of R.

These probabilities are obtained by the same way with which the
Borel subsets of R are constructed from the closed boxes of R, by
applying the properties of a measure of probability.

We obtain, for any Borel subset A of R,

P (X ∈ A) =

∫
x∈A

fX (x) dx .
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In particular, we have∫
x∈R

fX (x) dx = P(X ∈ R) = 1,

i.e. the area under the whole graph of fX is 1. On the other hand,
this can be seen by observing that∫

x∈R

fX (x) dx = lim
b→+∞

b∫
−∞

fX (x) dx = lim
b→+∞

FX (b) = 1.

Finally, observe that, since

P (X = x) = 0 for any x ∈ R,

for a discrete subset A = {ai : i ∈ I} of R, we have

P(X ∈ A) = P

(⋃
i∈I

X = ai

)
=
∑
i∈I

P(X = ai)︸ ︷︷ ︸
=0

= 0.
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Here is an interesting interpretation of the pdf of a continuous
random variable.

Consider an experiment with sample space Ω and a continuous
random variable X : Ω→ R.

Suppose to consider as the new outcome for the experiment
X (ω), rather than ω. So, the new sample space is the continuous
set Ωnew = R, rather than Ω.

The non-negative integrable function p : Ωnew = R→ R giving the
probabilities of the closed boxes of the new sample space
Ωnew = R is the pdf of X :

P([a,b]) = P(X ∈ [a,b]) =

b∫
a

fX (x) dx

for a closed box [a,b] of Ωnew = R.



Continuous Random Variables and Probability Density Functions

Now, we see a first example of a continuous random variable.

A continuous random variable X is said have the uniform
distribution U(a,b), where a,b ∈ R with a < b, if

fX (x) =


0 if x < a

1
b−a if a ≤ x ≤ b

0 if x > b

, x ∈ R.

So, if X has the uniform distribution U(a,b), then

FX (x) =

x∫
−∞

fX (y)dy =



x∫
−∞

0 = 0 if x < a

x∫
a

1
b−a dx = x−a

b−a if a ≤ x ≤ b

b∫
a

1
b−a dx = 1 if x > b

, x ∈ R,
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and, for any Borel subset A of [a,b],

P (X ∈ A) =

∫
y∈A

fX (y) dy =

∫
y∈A

1
b − a

dy =

∫
y∈A

dy

b − a
=

length (A)

b − a
.

Here are two examples of random variables with uniform
distribution:

I The number obtained by a random number generator in a computer
is a random variable with uniform distribution U(0,1).

I Consider a railway connecting the city A (at the position 0 in the
railway) to the city B (at the position D in the railway). The position
in the railway where the next train with a malfunction will stop is a
random variable with uniform distribution U(0,D).
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Exercise. Consider the next time that there will be here an
earthquake. Is the time during the day (from 0 h to 24 h) at which
the earthquake will strike an uniform random variable? Is the
length of time interval from now to the moment when the
earthquake will strike a uniform random variable?

Exercise. Suppose it is known the final result 1-0 of a football
match, but the time at which the goal is scored is not known. Is
this time a uniform random variable?
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fX as derivative of FX

We have defined a continuous random variable as a random
variable whose distribution function has a derivative, called the
pdf, but a better definition is the following one.

A random variable X is called continuous if there exists a function
fX , called a pdf of X , such that

FX (x) =

x∫
−∞

fX (y) dy , x ∈ R.

So fX is meant as a derivative in a weaker sense than the usual
one: we only require that FX is the integral function of fX .
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By recalling Analysis courses, we can say the distribution function
FX of a continuous random variable X , as any integral function, is
continuous at any point of R and differentiable at any point of R
except for a set a points of measure (length) zero.

The derivative F ′X , which is defined at any point of R except for a
set a points of measure zero, is only a particular pdf of X , i.e. it is
only a particular function whose integral function is FX .

We have that each pdf of X , i.e. each function whose integral
function is FX , coincides with F ′X except for a set of points of
measure zero.

So the pdf fX of X is unique except for a set of points of measure
zero: observe that by changing the values of fX in a set of points
of measure zero does not modify the integrals

FX (x) =

x∫
−∞

fX (y)dy , x ∈ R.
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Example. if X has the uniform distribution U(a,b), then

FX (x) =


0 if x < a

x−a
b−a if a ≤ x ≤ b

1 if x > b

, x ∈ R,

is continuous at any point and differentiable at any point except a
and b: we have

F ′X (x) =


0 if x < a

1
b−a if a < x < b
0 if x > b

, x ∈ R \ {a,b},

Thus fX is any function coinciding con F ′X except for a set of points
of measure zero.
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Rule of transformation for pdfs
We have the following rule of transformation for pdfs.

Let X be a continuous random variable and let Y be a random
variable implicitly defined by

X = ψ(Y )

where ψ : I → R, I interval of R, is differentiable and strictly
increasing. Observe that Y (Ω) ⊆ I. Then Y is a continuous
random variable with pdf

fY (y) = fX (ψ(y)) · ψ′(y), y ∈ I.

In fact, since ψ is strictly increasing we have
FY (y) = P(Y ≤ y) = P(ψ(Y ) ≤ ψ(y)) = P(X ≤ ψ(y)) = FX (ψ(y)), y ∈ I,

and so, since ψ is differentiable, we have
fY (y) = F ′Y (y) = F ′X (ψ(y))ψ′(y) = fX (ψ(y))ψ′(y), y ∈ I.

Exercise. Suppose that I 6= R. How is it defined the pdf of Y
outside I?
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Example. Consider a random variable X with X (Ω) = I = [0,1]
and distribution U (0,1). We determine the distribution of Y = Xα,
where α > 0. We have X = ψ (Y ), where ψ : I → I is given by

ψ (y) = y
1
α , y ∈ I.

Thus

fY (y) = fX (ψ (y))ψ′ (y) = 1 · 1
α

y
1
α−1 =

1
α

y
1
α−1, y ∈ I.
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Exercise. Prove this other rule of transformation for pdfs. Let X be
a continuous random variable and let Y be a random variable
implicitly defined by X = ψ(Y ), where ψ : I → R, I interval of R, is
differentiable and strictly decreasing. Then Y is a continuous
random variable with pdf

fY (y) = −fX (ψ(y))ψ′(y), y ∈ I.

Exercise. Let X be a continuous random variable. Find the pdf of
Y = aX + b, where a,b ∈ R with a 6= 0, in terms of the pdf fX .
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Normal Random Variables

The most important type of random variable is the normal random
variable, or gaussian random variable.

Definition
A random variable X is said to have the normal distribution N(µ, σ2),
where µ ∈ R and σ > 0, if it is a continuous random variable with pdf

fX (x) =
1

σ
√

2π
e−

(x−µ)2

2σ2 , x ∈ R.

X is said a normal random variable if it has some normal distribution
N(µ, σ2).
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The pdf fX of a normal random variable X is a bell-shaped curve.

The curve is symmetric about µ.

In fact, for any c > 0, we have

fX (µ+ c) =
1

σ
√

2π
e−

(µ+c−µ)2

2σ2 =
1

σ
√

2π
e−

c2

2σ2

=
1

σ
√

2π
e−

(−c)2

2σ2 =
1

σ
√

2π
e−

(µ−c−µ)2

2σ2 = fX (µ− c) .
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The variability of the curve is measured by σ: the curve flattens
out as σ increases and the peak at µ is smaller as σ increases.

In fact, we have

f ′X (x) =
d
dx

(
1

σ
√

2π
e−

(x−µ)2

2σ2

)
= − 1

σ3
√

2π
e−

(x−µ)2

2σ2 (x − µ) , x ∈ R,

and
|f ′X (x) | =

1
σ3
√

2π
e−

(x−µ)2

2σ2 |x − µ|, x ∈ R,

with

d
dσ

(
1
σ3 e−

(x−µ)2

2σ2

)
= − 3

σ4 e−
(x−µ)2

2σ2 +
1
σ6 e−

(x−µ)2

2σ2 (x − µ)2

=
e−

(x−µ)2

2σ2

σ6

(
−3σ2 + (x − µ)2

)
< 0, σ2 >

(x − µ)2

3
,

and so at the same x ∈ R, for σ ≥ |x−µ|√
3

, |f ′X (x)| decreases as σ
increases and tends to zero, as σ → +∞.
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Moreover, since f ′X (x) is positive for x < µ and negative for x > µ,
fX at µ has the maximum value

fX (µ) =
1

σ
√

2π

that decreases as σ increases.
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We also observe that the presence of the factor 1
σ
√

2π
in front of

the exponential e−
(x−µ)2

2σ2 is due to the need of the normalization∫
x∈R

fX (x) dx = 1.

In fact, we have ∫
x∈R

e−
(x−µ)2

2σ2 dx = σ
√

2π.

Exercise. Prove this starting from the fact that∫
y∈R

e−y2
dy =

√
π.
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Exercise. Find the inflection points of the pdf fX .
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Finally, we observe that the symmetry of the pdf fX around µ
implies: for any a,b ∈ [0,+∞] with a < b, we have

P (µ+ a ≤ X ≤ µ+ b) = P (µ− b ≤ X ≤ µ− a) .
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In fact

P (µ+ a ≤ X ≤ µ+ b) =

µ+b∫
µ+a

fX (x) dx =

b∫
a

fX (µ+ y) dy , y = x − µ,

=

b∫
a

fX (µ− y) dy = −
µ−b∫

µ−a

fX (x) dx , x = µ− y ,

=

µ−a∫
µ−b

fX (x) dx = P (µ− b ≤ X ≤ µ− a) .
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In Figure, we see the probabilities of some intervals [µ+ a, µ+ b]
with a and b multiples of σ. From the figure we can deduce that

P (µ− σ ≤ X ≤ µ+ σ) = 68%

P (µ− 2σ ≤ X ≤ µ+ 2σ) = 95%

P (µ− 3σ ≤ X ≤ µ+ 3σ) = 99.7%.
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The standard normal distribution
The distribution N(0,1) is said the standard normal distribution.
A random variable with the standard normal distribution is said a
standard normal random variable.

If Z has the standard normal distribution, then

fZ (z) =
1√
2π

e−
z2
2 , z ∈ R.
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Let X be a random variable with normal distribution N(µ, σ2). Then

Z =
X − µ
σ

,

called the standardized form of X , is a standard normal random
variable.

In fact,
X = µ+ σZ = ψ(Z )

where
ψ(z) = µ+ σz, z ∈ R,

and so

fZ (z) = fX (ψ(z))ψ′(z) = fX (µ+ σz) · σ

=
1

σ
√

2π
e−

(µ+σz−µ)2

2σ2 · σ =
1√
2π

e−
z2
2 , z ∈ R.
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Importance of normal random variables
The great importance of the normal random variables is due to the
following fact:

I in a process that produces a final result, which is programmed in
some measure but it is also influenced by many random factors,
numerical quantities related to this final result are normally
distributed.

Examples:

I Consider the formation process of an individual: when the process
has produced the adult individual, its height, blood pressure, length
of the feet, cholesterol level, etc., are normally distributed;

I Consider the race of an athlete, for example a marathon or a
cycling race: the time to complete the race is normally distributed.

I Consider the weather in a given place and in a given month:
quantities as the average of the temperatures and the quantity of
rainfall during the month are normally distributed.
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Exercise. Which of the following random variables are normally
distributed?

I The life time of a notebook battery.

I The time to travel by car from city A to city B.

I The distance from here to the impact point of the next meteor falling
on the Earth.

I The birth weight of a newborn.

I The length of time interval from now to the moment when an
earthquake will strike here in this place.

I The length of a piece produced by a machine in an industrial
process.
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Once we know that many interesting quantities have a normal
distribution, the big problem is to estimate the parameters µ and σ
of a normal distribution. This is one of the main task of the
Inferential Statistics.

Another reason for which the normal distribution is important is
the Central Limit Theorem that will be presented later.
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Consider an industrial process producing pieces.

Let X be a numerical quantity related to a produced piece. For
example, if the piece is a disk, X can be the diameter of the piece.

We can assume that, in the experiment of the production of a
piece, X is a random variable with normal distribution N(µ, σ2),
where µ is some reference value for the quantity X .

We consider the produced piece as defective if |X − µ| > TOL,
where TOL is a given tolerance.

Suppose that σ is such that kσ ≤ TOL.

As a consequence, the probability that the produced piece will be
defective is

p = P(|X − µ| > TOL) ≤ P(|X − µ| > kσ) = 1− P(|X − µ| ≤ kσ).
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So, for k = 3 (Three-Sigma rule), i.e. σ is such that 3σ ≤ TOL, we
have

p ≤ 1− 99.7% = 0.3%

and, for k = 6, i.e. σ is such that 6σ ≤ TOL, we have

p ≤ 2 · 10−9.

Indeed, this value of p is unattainable.

What is known as Six-Sigma methodology is not the case k = 6
but a methodology with a probability of having a defective piece
not larger than 3.4 · 10−6. This is explained later on.
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Independence of Continuous Random Variables

Consider a finite or infinite sequence Xi , i ∈ I, of continuous
random variables for the same experiment of sample space Ω.

Definition
The random variables of the sequence Xi , i ∈ I, are called
independent if, for any sequence [ai ,bi ], i ∈ I, of closed boxes of R,
the events

Xi ∈ [ai ,bi ], i ∈ I,

are independent.
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As a consequence of the definition of independence we have the
following property.

Theorem
Given a sequence Xi , i ∈ I, of independent continuous random
variables, for any positive integer k such that 2 ≤ k ≤ |I|, for any
i1, i2, . . . , ik ∈ I distinct and for any Borel subset U of Rk , we have

P ((Xi1 , . . . ,Xik ) ∈ U) =

∫
(xi1

,...,xik )∈U

fXi1
(xi1 ) · · · fXik

(xik ) dxi1 . . . dxik .
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Proof.
For any closed box [ai1 ,bi1 ]× · · · × [aik ,bik ] of Rk , we have

P ((Xi1 , . . . ,Xik ) ∈ [ai1 , bi1 ]× · · · × [aik , bik ])

= P (Xi1 ∈ [ai1 , bi1 ] ∩ · · · ∩ Xik ∈ [aik , bik ])

= P (Xi1 ∈ [ai1 , bi1 ]) · · ·P (Xik ∈ [aik , bik ])

= (

∫
xi1
∈[ai1

,bi1
]

fXi1
(xi1 )dxi1 ) · · · (

∫
xik
∈[aik

,bik
]

fXik
(xik )dxik )

=

∫
(xi1

,...,xik )∈[ai1
,bi1

]×···×[aik
,bik

]

fXi1
(xi1 ) · · · fXik

(xik ) dxi1 . . . dxik .
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Proof.
Now, by starting from the formula

P ((Xi1 , . . . ,Xik ) ∈ [ai1 , bi1 ]× · · · × [aik , bik ])

=

∫
(xi1

,...,xik )∈[ai1
,bi1

]×···×[aik
,bik

]

fXi1
(xi1 ) · · · fXik

(xik ) dxi1 . . . dxik .

for closed boxes, the formula

P ((Xi1 , . . . ,Xik ) ∈ U)

=

∫
(xi1

,...,xik )∈U

fXi1
(xi1 ) · · · fXik

(xik ) dxi1 . . . dxik .

for a general Borel subset U is then obtained by the same way with
which Borel subsets are constructed from the closed boxes of Rk ,
simply by applying the properties of a measure of probability.
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Then we have the following other property.

Theorem
Given a sequence Xi , i ∈ I, of independent continuous random
variables, for any positive integer k such that 2 ≤ k ≤ |I|, for any
i1, i2, . . . , ik ∈ I distinct and for any Borel subsets Ui1 , . . . ,Uik of R, we
have

P (Xi1 ∈ Ui1 ∩ · · · ∩ Xik ∈ Uik ) = P (Xi1 ∈ Ui1 ) · · ·P (Xik ∈ Uik ) .

Exercise. Prove this by taking U = Ui1 × · · · × Uik in the previous
formula.
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This property can be rewritten as follows.

Theorem
Given a sequence Xi , i ∈ I, of independent continuous random
variables, for any sequence Ui , i ∈ I, of Borel subsets of R, the events
of the sequence

Xi ∈ Ui , i ∈ I,

are independent.
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Operations preserving independence

Similarly to the discrete case, the following operations on a
sequence Xi , i ∈ I, of continuous independent random variables
preserve the independence relationship.

First operation. Given a sequence Xi , i ∈ I, of independent
continuous random variables, the random variables

Yi = fi (Xi ), i ∈ I,

are independent, where fi : R→ R.

The proof is the same as in the discrete case.
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Second operation. Given the finite or infinite sequence
X1, . . . ,Xn,Xn+1,Xn+2, . . . of independent continuous random
variables, the random variables

Y = f (X1, . . . ,Xn),Xn+1,Xn+2, . . .

are independent, where f : Rn → R.

The proof is an adaption to integrals of the proof involving sums
given in the discrete case.
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The functions fi : R→ R and the function f : Rn → R in the previous
operations preserving independence needs to be Borel functions:
a function h : Rk → R is said a Borel function if, for any Borel
subset U of R, the counter-image

f−1(U) = {x ∈ Rk : f (x) ∈ U}

is a Borel subset of Rk .

Any piecewise continuous function is a Borel function. Indeed, any
function encountered in theory and applications is a Borel
function.
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Finally, we have the following two facts, whose proofs are exactly
the same as in the discrete case.

Third operation. Independent continuous random variables
X1,X2,X3, . . . remain independent if they are presented in any other
order.

Fourth operation. A subsequence Xi , i ∈ J ⊆ I, of a sequence
Xi , i ∈ I, of independent continuous random variables is a
sequence of independent continuous random variables.
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Mean of a Continuous Random Variable

Here is the definition of mean for a continuous random variable.
With respect to the case of a discrete random variable, we simply
replace the sum with an integral.

Definition
Let X be a continuous random variable. The mean of X is the quantity

E (X ) :=

∫
x∈R

xfX (x) dx =

∫
x∈R

x · P (x < X ≤ x + dx) .
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If X has distribution U (a,b), then

E (X ) =

∫
x∈R

xfX (x) dx =

b∫
a

x
1

b − a
dx

=
1

b − a

b∫
a

xdx

=
1

b − a
· 1

2

(
b2 − a2

)
=

a + b
2

middle point of [a,b] .
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Similarly to the case of a discrete random variable, the mean of a
continuous random variable X can be interpreted as center of
mass of a distributed mass along a rod with linear density fX (x) at
the point of abscissa x on the rod.

So, it is not a surprise that the mean of a random variable with
uniform distribution U(a,b) is just in the middle of the interval
[a,b].
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If X has distribution N
(
µ, σ2), then

E (X ) =

∫
x∈R

xfX (x) dx =

∫
x∈R

(µ+ x − µ)fX (x) dx

= µ

∫
x∈R

fX (x) dx

︸ ︷︷ ︸
=1

+

∫
x∈R

(x − µ)fX (x) dx

︸ ︷︷ ︸
=0 since fX is symmetric around µ

= µ.

Due to the symmetry of fX around µ, the last integral∫
x∈R

(x − µ)fX (x) dx =

∫
y∈R

yfX (µ+ y) dy , y = x − µ,

is zero, since it is the integral sum of positive infinitesimal terms

yfX (µ+ y)dy , y > 0,

as well as opposite negative infinitesimal terms

yfX (µ+ y)dy = −(−y)fX (µ+ (−y)), y < 0.
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If Ω is continuous, the mean can be also expressed by

E (X ) =

∫
x∈R

xfX (x) dx =

∫
ω∈Ω

X (ω) p (ω) dω,

where p : Ω→ R is the non-negative integrable function giving
the probabilities of the closed boxes of Ω.

This form of the mean is a continuous analog of the form seen for
discrete random variables in case of a discrete sample space. Its
proof is an adaption to integrals of the proof involving sums given
in the discrete case.
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By using this form of the mean, we can prove, in case of Ω
continuous, the linearity and the monotonicity of the mean.

Linearity of the mean: for X ,Y : Ω→ R continuous random
variables,

E (X + Y ) = E (X ) + E (Y )

and
E (cX ) = cE (X ) for any c ∈ R.

As a consequence, we have

E (X1 + X2 + · · ·+ Xn) = E (X1) + · · ·+ E (Xn)

for an arbitrary number of continuous random variable
X1,X2, . . . ,Xn : Ω→ R.

Monotonicity of the mean: for X ,Y : Ω→ R continuous random
variables,

X ≤ Y ⇒ E (X ) ≤ E (Y ) .
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We have the rule of multiplication of the means in case of
independence: for X1,X2, . . . ,Xn : Ω→ R independent
continuous random variables,

E (X1X2 · · ·Xn) = E (X1)E (X2) · · ·E (Xn) .

The proof of this property for n = 2 is an adaption to integrals of
the proof involving sums of the analogous result in the discrete
case.

Another useful formula is

E (h (X )) =

∫
x∈R

h (x) fX (x) dx

for a continuous random variable X and h : R→ R Borel function.

The proof of this formula is once again an adaption to integrals of
the proof of the discrete analog.
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Exercise. Let X be a continuous random variable such that
X (Ω) ⊆ I, I interval of R. By using the rule of transformation for
pdfs, prove the formula

E (h (X )) =

∫
x∈I

h (x) fX (x) dx

in case of a function h : I → R differentiable and strictly increasing.

Exercise. Prove that

E(X + c) = E(X ) + c for any c ∈ R,

for a continuous random variable X .
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Variance
Variance and standard deviation for continuous random variables
are defined exactly as in case of discrete random variables.

The variance of X is

Var (X ) := E
(

(X − µ)2
)
, µ := E(X ),

and the standard deviation of X is

SD (X ) :=
√

Var (X ).

As in the discrete case, we have

Var (X ) = E
(

X 2
)
− µ2.

and we have that Var (X ) can intepreted as momentum of inertia
of a rod with distributed mass of linear density fX around the axis
passing through the center of mass.



Variance

Moreover, we have the Chebyshev’s inequality, that is proved
exactly as in the discrete case : for a continuous random variable
X with mean µ, we have

P (|X − µ| ≥ c) ≤ Var (X )

c2 , c > 0,

or the equivalent form

P (|X − µ| < kSD (X )) ≥ 1− 1
k2 , k > 0.



Variance

Finally, with proofs exactly as in the discrete case, we have the
properties of the variance : for X ,Y : Ω→ R continuous random
variables,

Var (cX ) = c2Var (X ) for any c ∈ R

and
Var (X + c) = Var (X ) for any c ∈ R.

Moreover, we have the rule of addition of the variances in case
of independence: for X1,X2, . . . ,Xn : Ω→ R independent
continuous random variables,

Var (X1 + X2 + · · ·+ Xn) = Var (X1) + Var (X2) + · · ·+ Var (Xn) .



Variance

Now, we determine the variance of a normal random variable.

If Z has distribution N (0,1), then

E
(
Z 2) =

∫
z∈R

z2fZ (z) dz =

∫
z∈R

z2 1√
2π

e−
z2
2 dz

= −
∫

z∈R

1√
2π

zD
(

e−
z2
2

)
dz

= −


[

1√
2π

ze−
z2
2

]+∞

−∞︸ ︷︷ ︸
=0−0=0

−
∫

z∈R

1√
2π

e−
z2
2 dz

︸ ︷︷ ︸
=1


= 1

and so
Var (Z ) = E

(
Z 2)− E (Z )2 = 1− 02 = 1.



Variance

If X has distribution N
(
µ, σ2), then

X = µ+ σZ ,

where Z has distribution N(0,1), and then

Var (X ) = Var (µ+ σZ ) = Var (σZ ) = σ2Var (Z ) = σ2

SD (X ) =
√

Var (X ) =
√
σ2 = σ.

So, the parameters µ and σ of the normal distribution N(µ, σ2) are,
respectively, mean and standard deviation of a random variable
with that distribution.



Variance

Note that, whereas Chebyshev’s inequality says that

P (|X − µ| < 2σ) ≥ 3
4

= 75% and P (|X − µ| < 3σ) ≥ 8
9

= 88.9%,

we actually have

P (|X − µ| < 2σ) = 95% and P (|X − µ| < 3σ) = 99.7%.



Variance

Exercise. Find the variance and the standard deviation of a
continuous random variable U with distribution U(0,1). Then,
compute the probabilities

P (|U − µ| < 2SD(U)) and P (|U − µ| < 3SD(U)) ,

where µ = E(U), and compare them with the lower bounds given
by the Chebyshev’s inequality.

Exercise. Let X be a continuous random variable with distribution
U(a,b). Show that

U =
X − a
b − a

has distribution U(0,1). Find the variance and the standard
deviation of X .
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Finding probabilities for Standard Normal Random
Variables

Let Z be a standard normal random variable. We denote by Φ its
distribution function:

Φ (x) := FZ (x) = P (Z ≤ x) = P (Z < x) =

x∫
−∞

1√
2π

e−
z2
2 dz, x ∈ R.

In the next table, we see the values Φ (x) for x ≥ 0.
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How to use this table?

For example, suppose that we want to compute Φ (x) for x = 1.22.

We split x as
x = 1.22 = 1.2︸︷︷︸

row

+ 0.02︸︷︷︸
column

and we use the entry of the table with row 1.2 and column 0.02.

We obtain Φ (1.22) = 0.8888.
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Now observe that, for x ≥ 0,

P (Z ≥ x) = P (Z > x) = 1− P (Z ≤ x) = 1− Φ (x) .

So, for example,

P (Z > 1.52) = 1− Φ (1.52) = 1− 0.9357 = 0.0643.
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Moreover,
Φ (x) = 1− Φ (−x) , x < 0.

In fact, due to the symmetry of the pdf fZ of Z , we have, for x < 0,

Φ (x) = P (Z ≤ x) = P (Z ≥ −x) = 1− Φ (−x) .

So, for example,

Φ(−0.14) = 1− Φ(0.14) = 1− 0.5557 = 0.4443.
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Finally, for a,b ∈ R with a < b, we can compute the probability

P (a ≤ Z ≤ b) = P (a < Z ≤ b) = P (a ≤ Z < b) = P (a < Z < b)

as
P(a < Z ≤ b) = P(Z ≤ b)− P(Z ≤ a) = Φ (b)− Φ (a) .

Examples:

P (0.5 ≤ Z ≤ 1.48) = Φ (1.48)− Φ (0.5) = 0.9306− 0.6915 = 0.2391.

P (−1.12 ≤ Z ≤ 0.73) = Φ (0.73)− Φ (−1.12) = Φ (0.73)− (1− Φ (1.12))

= Φ (0.73) + Φ (1.12)− 1 = 0.7673 + 0.8686− 1 = 0.6359.

P (−2.38 ≤ Z ≤ −1.94) = Φ (−1.94)− Φ (−2.38)

= 1− Φ (1.94)− (1− Φ (2.38)) = Φ (2.38)− Φ (1.94) = 0.9913− 0.9738

= 0.0175.
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Exercise. Prove that, for c > 0, we have

P (−c ≤ Z ≤ c) = 2Φ (c)− 1

and
P (|Z | ≥ c) = 2 (1− Φ (c)) .
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Finding probabilities for general Normal Random
Variables

Now, let X be a normal random variable with distribution N
(
µ, σ2).

For a,b ∈ R with a < b, the probabilities

P (X ≤ a) = P (X < a)

P (X ≥ b) = P (X > b)

P (a ≤ X ≤ b) = P (a < X ≤ b) = P (a ≤ X < b) = P (a < X < b)

can be determined by reducing them to probabilities relevant to
the standardized form

Z =
X − µ
σ

of X , which is a standard normal variable.
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We have

P (X ≤ a) = P
(

Z =
X − µ
σ

≤ a− µ
σ

)
= Φ

(
a− µ
σ

)
and

P (X ≥ b) = P
(

Z =
X − µ
σ

≥ b − µ
σ

)
= 1− Φ

(
b − µ
σ

)
and

P (a ≤ X ≤ b) = P
(

a− µ
σ
≤ Z =

X − µ
σ

≤ b − µ
σ

)
= Φ

(
b − µ
σ

)
− Φ

(
a− µ
σ

)
.



Finding probabilities for Normal Random Variables Finding probabilities for general Normal Random Variables

Example. The IQ score for a sixth-grader (a student after six years
of school) is normally distributed with mean µ = 100 and standard
deviation σ = 14.2.

I What is the probability that a sixth-grader has a score greater than
130?

I What is the probability that a sixth-grader has a score between 90
and 110?

Indeed, the IQ score is a discrete random variable, since the
possible scores are finite. But here, we approximate it by a
continuous normal random variable by imagining that the possible
scores are all the real numbers in an interval.

The experiment relevant to this situation is the formation process
of a given child from her/his birth to the sixth year of school.
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Let X be the random variable IQ score for a sixth grader. X has
distribution N

(
100,14.22).

We have

P (X ≥ 130) = P
(

Z ≥ 130− 100
14.2

= 2.11
)

= 1− Φ (2.11)

= 1− 0.9826 = 1.74%

and

P (90 ≤ X ≤ 110) = P
(

90− 100
14.2

≤ Z ≤ 110− 100
14.2

)
= P (−0.70 ≤ Z ≤ 0.70)

= 2Φ (0.70)− 1 = 2 · 0.7580− 1 = 51.6%.
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Let X be a normal random variable with distribution N
(
µ, σ2).

For k > 0, we have

P (|X − µ| ≤ kσ) = P (µ− kσ ≤ X ≤ µ+ kσ)

= P
(
−k ≤ Z =

X − µ
σ
≤ k

)
= 2Φ (k)− 1.

In particular:

P (|X − µ| ≤ σ) = 2Φ (1)− 1 = 2 · 0.8413− 1 = 68.26%

P (|X − µ| ≤ 2σ) = 2Φ (2)− 1 = 2 · 0.9772− 1 = 95.44%

P (|X − µ| ≤ 3σ) = 2Φ (3)− 1 = 2 · 0.9987− 1 = 99.74%

as we have already seen.
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In MATLAB, the values of the (cumulative) distribution function of a
normal random variable are computed by the function normcdf:

normcdf(x)

computes Φ(x) = FZ (x), where Z is a standard normal variable,
and

normcdf(x, µ, σ)

computes FX (x), where X has distribution N(µ, σ2).

Exercise. The previous table of values Φ(x) is up to 3.49. By
using MATLAB compute Φ(x) for x = 4,5,6, . . . ,10.
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Exercise. The time that a given runner will run the 100m men race
at the Olympic Games is normally distributed with mean 9.70 s
and standard deviation 0.06 s. What is the probability that he will
obtain the world record for this race?

Exercise. The height of a male individual of the italian population
is a random normal variable with mean 176 cm and standard
deviation 7 cm. Estimate the number of italian males whose
height is more than 2 m.

Exercise. Assume that a given shot put male athlete throws the
shot at a distance normally distributed with mean 19.9 m and
standard deviation 45 cm. What is the probability that he will
overcome 21 m in at least one of three independent throws.
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Exercise. A worker has two possible paths A and B for reaching
her/his work place by car. She/he leaves home at 8 : 00 and has
to be at work at 8 : 30. The travel time for the path A (with heavy
traffic) is a normal random variable with distribution N(µA, σ

2
A) with

µA = 23 min and σA = 3.5 min. On the other hand, the travel time
for the path B (with much less traffic) is a normal random variable
with distribution N(µB, σ

2
B) with µB = 27 min and σB = 1.4 min.

What is the best path?

Exercise. It is advisable to change the timing belt of a given car
after an usage of 120000 km (the warranty time). Assume that the
lifespan of such a timing belt is a normal random variable with
distribution N(µ, σ2), where σ = 10%µ and µ− 3σ = 120000 km.
For such a car, compute the probability that the timing belt breaks
before an usage of 120000 km. Moreover, assume that the timing
belt of such a car is still working after an usage of 135000 km.
What is the probability that the timing belt does not break in the
next 1000 km?
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Exercise. The lifespan of a given object before it breaks for the
usage is a normal random variable with distribution N(µ, σ2).
Assume that after a time T the object is still working. Given a > 0,
find the limit, as T → +∞, of the probability that the object is still
working at the time T + a.
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Properties of Normal Random Variables

Let X be a normal random variable with mean µ and standard
deviation σ.

For any c ∈ R, Y = X + c is still a normal random variable: Y has
distribution N

(
µ+ c, σ2).

In fact,
X = Y − c = ψ (Y )

and so for the rule of transformation for pdfs:

fY (y) = fX (ψ (y))ψ′ (y) = fX (y − c) · 1

=
1

σ
√

2π
· e−

(y−c−µ)2

2σ2 =
1

σ
√

2π
· e−

(y−(µ+c))2

2σ2 , y ∈ R.
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Moreover, for any c ∈ R \ {0}, also Y = cX is still a normal
random variable: Y has distribution N

(
cµ, (|c|σ)2

)
.

In fact,

X =
1
c

Y = ψ (Y )

and so for the rule of transformation for pdfs:

fY (y) = sign
(
ψ′
)

fX (ψ (y))ψ′ (y) = sign
(

1
c

)
fX

(
1
c

y
)
· 1

c

=
1

|c|σ
√

2π
· e−

( 1
c y−µ)

2

2σ2 =
1

|c|σ
√

2π
· e
− (y−cµ)2

2(|c|σ)2 , y ∈ R.

Exercise. Let X be a normal random variable with mean µ and
standard deviation σ. Find the distribution of

Y = aX + b,

where a,b ∈ R with a 6= 0.
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Sum of independent normal random variables
Another important property concerns the sum

S = X1 + X2 + · · ·+ Xn

of n independent normal random variables X1,X2, . . . ,Xn : Ω→ R.

If Xi , i ∈ {1,2, . . . ,n}, has distribution N(µi , σ
2
i ), then

E(S) = E(X1) + E(X2) + · · ·+ E(Xn) = µ1 + µ2 + · · ·+ µn

and

Var(S) = Var(X1) + Var(X2) + · · ·+ Var(Xn) = σ2
1 + σ2

2 + · · ·+ σ2
n.

But, what is the distribution of S?

To answer this, we have to introduce the following notion.
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Definition
Let X be a discrete or continuous random variable. The moment
generating function of X is the function MX : (−γ (X ) , γ (X ))→ R
given by

MX (α) = E
(

eαX
)
, α ∈ (−γ (X ) , γ (X )) ,

Observe that

E(eαX ) =


∑

x∈X(Ω)

eαxP(X = x)︸ ︷︷ ︸
≥0

if X is discrete

∫
x∈R

eαx fX (x)︸ ︷︷ ︸
≥0

if X is continuous

and so 0 ≤ E(eαX ) < +∞ or E(eαX ) = +∞.

γ (X ) ∈ [0,+∞], which depends on X , is the largest number γ in
[0,+∞] such that E

(
eαX) < +∞ for α ∈ (−γ, γ). When

γ(X ) = +∞, the domain of MX is the whole R.
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The name "moment generating function" comes from the fact that

MX (α) = E(eαX ) = E(1 + αX +
1
2
α2X 2 +

1
3!
α3X 3 + · · · )

= 1 + αE(X ) +
1
2
α2E(X 2) +

1
3!
α3E(X 3) + · · · ,

where α is in a neighborhood of 0, and so the moments E(X r ),
r ∈ {1,2, . . .}, of X are given by E(X r ) = M(r)

X (0).
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Let Z be a standard normal random variable. We determine its
moment generating function.

For α ∈ R, we have

MZ (α) = E
(

eαZ
)

=

∫
z∈R

eαz fZ (z) dz =

∫
z∈R

eαz 1√
2π

e−
z2
2 dz

=

∫
z∈R

1√
2π

eαz− z2
2 dz =

∫
z∈R

1√
2π

e−
1
2 ((z−α)2−α2)dz

= e
1
2α

2
∫

z∈R

1√
2π

e−
1
2 (z−α)2

dz = e
1
2α

2

since ∫
z∈R

1√
2π

e−
1
2 (z−α)2

︸ ︷︷ ︸
=fY (z)

dz = 1

where Y has distribution N(α,1). We have γ (Z ) = +∞.
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Now, let X be a normal random variable with distribution N
(
µ, σ2).

We have
X = µ+ σZ ,

where Z is a standard normal distribution.

Thus

MX (α) = E
(
eαX) = E

(
eα(µ+σZ )

)
= E

(
eµα+σαZ ) = E

(
eµαeσαZ )

= eµαE
(
eσαZ ) = eµαMZ (σα)

= eµαe
1
2σ

2α2
= eµα+ 1

2σ
2α2
, α ∈ R.

We have γ(X ) = +∞.

Exercise. Determine the first four moments of a standard normal
random variable by using its moment generating function. Then
determine the first four moments of a general normal random
variable.
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Exercise. Let U be a random variable with distribution U (0,1).
Determine the moment generating function of U. Determine the
first four moments of U by using its moment generating function.
Then determine the moment generating function and the first four
moments of a random variable X with distribution U (a,b).



Properties of Normal Random Variables Sum of independent normal random variables

The following fact holds: the moment generating function
determines the distribution function: let X and Y be random
variables, if there exists γ with 0 < γ < min {γ (X ) , γ (Y )} such
that

MX (α) = MY (α) , α ∈ (−γ, γ) ,

then
FX = FY .
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Next theorem says how to determine the moment generating
function of a sum of independent random variables.

Theorem
Let X1,X2, . . . ,Xn : Ω→ R be discrete or continuous random variables. If
X1,X2, . . . ,Xn are independent, then

MX1+X2+···+Xn (α) = MX1 (α) MX2 (α) · · ·MXn (α) , α ∈ (−γ, γ) ,

where γ = mini∈{1,...,n} γ (Xi).

Proof.
Let α ∈ (−γ, γ). If X1,X2, . . . ,Xn are independent, then eαX1 ,eαX2 , . . . ,eαXn

are independent and so

MX1+X2+···+Xn (α) = E
(

eα(X1+X2+···+Xn)
)

= E
(
eαX1eαX2 · · · eαXn

)
= E

(
eαX1

)
E
(
eαX2

)
· · ·E

(
eαXn

)
= MX1 (α) MX2 (α) · · ·MXn (α) .
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Next theorem answers to the question about the distribution of a
sum of normal random variables.

Theorem
Let X1,X2, . . . ,Xn : Ω→ R be normal random variables, where Xi has
distribution N

(
µi , σ

2
i
)
, i ∈ {1, · · · ,n}. If X1,X2, . . . ,Xn are independent,

then
S = X1 + X2 + · · ·+ Xn

is a normal random variable with distribution

N
(
µ1 + µ2 + · · ·+ µn, σ

2
1 + σ2

2 + · · ·+ σ2
n

)
.
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Proof.
We have, for i ∈ {1,2, . . . ,n},

MXi (α) = eµiα+ 1
2σ

2
i α

2
, α ∈ R.

Since X1,X2, . . . ,Xn are independent, we have

MS (α) = MX1 (α) MX2 (α) · · ·MXn (α)

= eµ1α+ 1
2σ

2
1α

2
eµ2α+ 1

2σ
2
2α

2 · · · eµnα+ 1
2σ

2α2
n

= e(µ1+µ2+···+µn)α+ 1
2 (σ2

1+σ2
2+···+σ2

n)α2
, α ∈ R.

This is the moment generating function of a random variable of
distribution N

(
µ1 + µ2 + · · ·+ µn, σ

2
1 + σ2

2 + · · ·+ σ2
n
)
. Since the

moment generating function determines the distribution, we can
conclude that S has this normal distribution.
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Example. Suppose that the lifespan of a light bulb before burning
out is a normal random variable with mean µ = 400 h and
standard deviation σ = 40 h.

An individual purchases n such light bulbs and use them one after
the other: when a bulb burns out, it is replaced with another bulb.
What is the probability that the total lifespan of the bulbs will
exceed kµ with k > 0?

Let Xi , i ∈ {1,2, . . . ,n}, be the lifespan of the i−th light bulb. It is
reasonable to assume that X1,X2, . . . ,Xn are independent. Then,
the total lifespan S = X1 + X2 + · · ·+ Xn of the bulbs has
distribution

N
(

nµ,nσ2
)

= N
(

nµ, (
√

nσ)2
)
.
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Thus

P (S ≥ kµ) = P
(

Z =
S − nµ√

nσ
≥ kµ− nµ√

nσ

)
= P

(
Z ≥ −µ

σ
· n − k√

n

)
= 1− P

(
Z ≤ −µ

σ
· n − k√

n

)
= 1− Φ

(
−µ
σ
· n − k√

n

)
= Φ

(
µ

σ
· n − k√

n

)
.

Now, suppose that the individual wants S ≥ kµ, where k is given
integer, because the she/he plans to go back to the light bulbs
shop not before a time kµ. How many bulbs does the individual
need to purchase in order to be quite sure of this?

By purchasing n = k light bulbs, we have

P (S ≥ kµ) = Φ(0) =
1
2
.
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By purchasing n = k + 1 light bulbs, we have

P (S ≥ kµ) = Φ

(
µ

σ
· 1√

k + 1

)
.

and if
µ

σ
· 1√

k + 1
≥ 3.49,

where 3.49 is the largest x in the table of the values Φ(x), i.e.

k ≤
( µ

σ

3.49

)2

− 1 =

(
10

3.49

)2

− 1 = 7.21,

then
P (S ≥ kµ) ≥ Φ(3.49) = 99.98%.

So, for k ≤ 7, to be almost sure that the total lifespan of the bulbs
will exceed kµ, it is sufficient to purchase k + 1 bulbs.
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Example. In the place A, the yearly rainfall is normally distributed
with mean µA = 998 mm and standard deviation σA = 156 mm. In
the place B, very very far from A, the yearly rainfall is normally
distributed with mean µB = 1212 mm and standard deviation
σB = 180 mm.

What is the probability that A will have more rainfall than B in the
next year?

Let X and Y be the yearly rainfall at A and B with distribution
N
(
µA, σ

2
A
)

and N
(
µB, σ

2
B
)
, respectively.

We look for the probability

P (X > Y ) = P (X − Y > 0) .
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Since A is very very far from B, it is reasonable to assume that X
and Y are independent.

So X and −Y are independent, where −Y has distribution
N
(
−µB, σ

2
B
)
.

Then, X − Y has distribution

N
(
µA − µB, σ

2
A + σ2

B

)
= N

(
µA − µB,

(√
σ2

A + σ2
B

)2
)
.

Therefore

P (X − Y > 0)

= P

Z =
X − Y − (µA − µB)√

σ2
A + σ2

B

>
0− (µA − µB)√

σ2
A + σ2

B

=
µB − µA√
σ2

A + σ2
B


= P (Z > 0.90) = 1− P (Z ≤ 0.90) = 1− Φ (0.90) = 18.4%.
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Exercise. A tradesman possesses three supermarkets, denoted
by A, B and C. During a saturday, the takings of the supermarkets
are normal random variables:

I the taking of A has mean µA = 70K Euro with standard deviation
σA = 8K Euro.

I the taking of B has mean µB = 40K Euro with standard deviation
σB = 4.5K Euro.

I the taking of C has mean µC = 35K Euro with standard deviation
σC = 2.8K Euro.

Assume that the three takings are independent. What is the
probability that, during a saturday, the total taking of the three
supermarkets is over 160K Euro? What is the probability that in
the total taking the contribution of A is at least 50%?



Properties of Normal Random Variables Sum of independent normal random variables

Exercise. Let X and Y be independent random variables with
distribution U(0,1). Determine the moment generating function of
X + Y . Has X + Y a uniform distribution U(a,b), for some a,b ∈ R
with a < b?
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The k -Sigma rule and the k -Sigma methodology

Consider an industrial process producing pieces.

Let X be a numerical quantity related to a produced piece. For
example, if the piece is a disk, X can be the diameter of the piece.

We can assume that, in the experiment of the production of a
piece, X is a random variable with normal distribution N(µ, σ2).

µ is the required value for the quantity X and it is set a priori. σ is
related to the precision of the industrial process: the smaller σ,
more precise the process.

We consider the produced piece as defective if |X − µ| > TOL,
where TOL is a given tolerance.



The k -Sigma rule and the k -Sigma methodology

We say that the industrial process adopt the k -Sigma rule, where
k > 0, if the standard deviation σ is such that kσ ≤ TOL.

As a consequence, the probability that the produced piece will be
defective is, with Z the standardized form of X ,

p = P(|X − µ| > TOL)

≤ P(|X − µ| > kσ) = P(|Z | > k) = 2 (1− Φ(k)) .

So, for k = 3 (Three-Sigma rule), we have

p ≤ 2(1− Φ(3)) = 2.7 · 10−3

and, for k = 6 (Six-Sigma rule), we have

p ≤ 2(1− Φ(6)) = 2.0 · 10−9.



The k -Sigma rule and the k -Sigma methodology

We have assumed that X has distribution N(µ, σ2) but this holds
only in a short period.

In a long period, we can assume that X has distribution
N(µ+ ∆, σ2), where the constant ∆ is some systematic error
introduced in the production process.

The difference between the k -Sigma rule and the k -Sigma
methodology is that in the k -Sigma methodology it is assumed
that X has distribution N(µ+ ∆, σ2) with

|∆|
σ
≤ 1.5

We write
X = µ+ ∆ + E ,

where µ is the required value, ∆ is the systematic error and E is
the random error with distribution N(0, σ2).



The k -Sigma rule and the k -Sigma methodology

In the k -Sigma methodology, the probability p that the piece is
defective satisfies

p = P (|X − µ| > TOL)

≤ P (|X − µ| > kσ) = 1− P (|X − µ| ≤ kσ)

= 1− P (|∆ + E | ≤ kσ)

with
P (|∆ + E | ≤ kσ) = P (−kσ ≤ ∆ + E ≤ kσ)

= P (−kσ −∆ ≤ E ≤ kσ −∆) = P
(
−k − ∆

σ
≤ E
σ
≤ k − ∆

σ

)
= Φ

(
k − ∆

σ

)
− Φ

(
−k − ∆

σ

)
= Φ

(
k − ∆

σ

)
−
(

1− Φ

(
k +

∆

σ

))
= Φ

(
k +

∆

σ

)
+ Φ

(
k − ∆

σ

)
− 1 = Φ

(
k +
|∆|
σ

)
+ Φ

(
k − |∆|

σ

)
− 1.

Then

p ≤ 1− P (|∆ + E | ≤ kσ) = 1−
(

Φ

(
k +
|∆|
σ

)
+ Φ

(
k − |∆|

σ

)
− 1
)

= 2−
(

Φ

(
k +
|∆|
σ

)
+ Φ

(
k − |∆|

σ

))
.
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The function

x 7→ Φ (k + x) + Φ (k − x) , 0 ≤ x ≤ k ,

is decreasing. In fact

d
dx

(Φ (k + x) + Φ (k − x)) = Φ′ (k + x)− Φ′ (k − x)

= fZ (k + x)− fZ (k − x) < 0

for k − x > 0, i.e. x < k .

So, for k ≥ 1.5 ≥ |∆|σ , we have

p ≤ 2−
(

Φ

(
k +
|∆|
σ

)
+ Φ

(
k − |∆|

σ

))
≤ 2− (Φ (k + 1.5) + Φ (k − 1.5)) .
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Indeed,

p ≤ 2− (Φ (k + 1.5) + Φ (k − 1.5))

= 1− Φ (k − 1.5) + 1− Φ (k − 1.5)

= (1− Φ (k − 1.5))

(
1 +

1− Φ (k + 1.5)

1− Φ (k − 1.5)

)
≈ 1− Φ (k − 1.5)

since the relative error
1− Φ (k + 1.5)

1− Φ (k − 1.5)

of the approximation 1− Φ (k − 1.5) of

2− (Φ (k + 1.5) + Φ (k − 1.5))

is small. Exercise. Explain why this relative error is small.

So, for k = 3 (Three-Sigma methodology), we have

p / 1− Φ (1.5) = 6.7%.

and, for k = 6 (Six-Sigma methodology), we have

p / 1− Φ (4.5) = 3.4 · 10−6.
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In general, we say that a process producing some type di result,
which can be not defective or defective, adopts the Six-Sigma
methodology if the probability of having a defective result has
order of magnitude 10−6.

For example, a Six-Sigma surgery has a rate of complications
after surgery with order of magnitude 10−6.

The Six-Sigma methodology introduced by Motorola is used also
by General Electric, Toyota, Honeywell and Microsoft.

On the other hand, we say that the process adopts the
Three-Sigma rule if the probability of having a defective result has
order of magnitude 10−3.



Percentiles

Percentiles

Definition
Let X be a continuous random variable whose distribution function FX
is such that:

FX (x) = 0 for x ≤ a;
FX is strictly increasing in (a,b);
FX (x) = 1 for x ≥ b;

for some a,b with −∞ ≤ a < b ≤ +∞. For any α ∈ (0,1), the 100αth
percentile, or the quantile α, of X is the number zα ∈ (a,b) such that

P (X ≤ zα) = FX (zα) = α.



Percentiles

An illustration of zα:



Percentiles

Observe that such a number zα exists and it is unique since FX is
continuous and strictly increasing in (a,b) with range (0,1).

Moreover, zα is determined by FX and then it depends only on the
distribution of X , not on the particular random variable X with that
distribution. So, we can also say that zα is the 100αth percentile of
the distribution of X .

Also observe that the conditions on FX are satisfied if there exist
a,b with −∞ ≤ a < b ≤ +∞ such that fX is positive in (a,b) and
zero outside.



Percentiles

The percentiles 25th, 50th and 75th are called the quartiles of X .
The 50th percentile is called the median of X .

Exercise. Consider a random variable X with uniform distribution
U(a,b). Determine zα, for α ∈ (0,1).

Exercise. Explain why it is not possible to introduce the notion of a
percentile for a discrete random variable.



Percentiles

In the frequentist interpretation, where we repeat the experiment
relevant to the random variable X a very large number n of
independent times with outcomes ωobs

1 , . . . , ωobs
n , the 100αth

percentile of X , α ∈ (0,1), is the value zα such that

α = P (X ≤ zα) ≈
∣∣{i ∈ {1,2, . . . ,n} : X

(
ωobs

i

)
≤ zα

}∣∣
n

.

So, zα divides the ordered data xord, where

x =
(
X
(
ωobs

1
)
, . . . ,X

(
ωobs

n
))
,

in two parts, one has the components not larger than zα and the
other has the components larger than zα, and the sizes of these
two parts are (approximately) proportional to α and 1− α,
respectively.

We conclude that zα is (approximately) the 100αth percentile of
the data x .



Percentiles

In the following, the 100αth percentile zα of a random variable X
will be denoted by zα(X ), by reserving the symbol zα without any
indication of a random variable for the 100αth percentile of a
standard normal random variable.

Observe that zα is such that Φ(zα) = α, i.e.

zα = Φ−1(α),

where Φ is the distribution function of a a standard normal random
variable.



Percentiles

If X has distribution N
(
µ, σ2) (in this case a = −∞ and b = +∞),

the 100α−th percentile of X , where α ∈ (0,1), is the number
zα (X ) such that

α = P (X ≤ zα (X )) = P
(

Z =
X − µ
σ
≤ zα (X )− µ

σ

)
.

We see that
zα (X )− µ

σ

is the 100αth percentile zα of Z and we conclude that

zα (X ) = µ+ σzα.

So, percentiles of a normal distribution are computed from
percentiles of the standard normal distribution.



Percentiles

Now, we see how to compute the percentiles zα, α ∈ (0,1), of a
standard normal distribution.

For zα with α ≥ 0.5, we can use the table of the values Φ (x),
x ≥ 0. We have to find zα such that

zα = Φ−1(α).

Suppose that α is included in the interval [Φ(x1),Φ(x2)], where x1
and x2 are two consecutive tabulated abscissas in the table.

For example, α = 0.6 is included in the interval

[0.5987,0.6026] = [Φ(0.25),Φ(0.26)].



Percentiles

A first rough approximation of zα is given by

zα =

{
x1 if α is closer to Φ(x1) than Φ(x2)
x2 otherwise.

In our example of α = 0.6, the rough approximation is z0.6 = 0.25,
since 0.6 is closer to Φ (0.25) = 0.5987 than Φ (0.26) = 0.6026.



Percentiles

A better approximation of zα can be obtained by the linear
interpolation of the values Φ(x1) and Φ(x2).

We replace, in the interval [x1, x2], the function Φ(x) with the
straigth line passing through the points (x1,Φ(x1)) and (x2,Φ(x2)):

y = f (x) = Φ(x1) +
Φ(x2)− Φ(x1)

x2 − x1
(x − x1)

and then we look for zα such that

f (zα) = α,

instead of Φ(zα) = α.



Percentiles

An illustration of the linear interpolation:



Percentiles

By solving

f (zα) = Φ(x1) +
Φ(x2)− Φ(x1)

x2 − x1
(zα − x1) = α

we obtain

zα = x1 +
x2 − x1

Φ (x2)− Φ (x1)
· (α− Φ (x1)).

In our example of α = 0.6, the approximation is

z0.6 = 0.25 +
0.26− 0.25

Φ (0.26)− Φ (0.25)
· (0.6− Φ (0.25))

= 0.25 +
0.01

0.6026− 0.5987
· (0.6− 0.5987) = 0.2533.



Percentiles

For zα with α < 0.5, we have

α = Φ (zα) = 1− Φ (−zα)

and so
zα = −Φ−1 (1− α) = −z1−α

with 1− α > 0.5 and so zα can be computed by the table as just
described.

For example, for α = 0.2, we have

z0.2 = −z0.8.

Since 0.8 is included in

[0.7995,0.8023] = [Φ (0.84) ,Φ(0.85)],

the rough approximation is z0.2 = −0.84 and the approximation by
linear interpolation is

z0.2 = −
(

0.84 +
0.01

0.8023− 0.7995
· (0.8− 0.7995)

)
= −0.8418.
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Exercise. Find the three quartiles of a standard normal random
variable. Then, find the three quartiles of a general normal
random variable with distribution N(µ, σ2).



Percentiles

Example. The IQ test on sixth-graders produces a score that is
normally distributed with µ = 100 and σ = 14.2.

Assume that a large number of sixth-graders do the test. What is
the value v over which there is the top 1 percent of all scores?

Let X be the random variable score, whose distribution is
N
(
µ, σ2). Since (by using the frequentist interpretation)

99%

=
number of sixth graders who did the test not in the top 1%

number of sixth graders who did the test
≈ P(X ≤ v),

we have v = z99%(X ) = µ+ σz99%.

The rough approximation of the 99th percentile z99% of a standard
normal variable is 2.33: 0.99 is included in

[0.9898,0.9901] = [Φ(2.32),Φ(2.33)]



Percentiles

So, the rough approximation of the 99th percentile of X is

z99% (X ) = µ+ σz99% = 100 + 14.2 · 2.33 = 133.1.

We conclude that the top 1% has scores larger than 133.

Exercise. Find the 99th percentile of X by using the approximation
by linear interpolation.



Percentiles

Exercise. By assuming that the height of an italian male is
normally distributed N

(
176 cm, (7 cm)2

)
, find the range of heights

between the first and third quartiles.

Exercise. What is the probability that a continuous random
variable X lies between its 100αth and 100βth percentiles (with
α < β)?

Exercise. Consider the example of the bulb lights. How many light
bulbs the individual needs to purchase in order to have

P(S ≥ kµ) ≥ C%

for arbitrary k > 0 and C% ∈ (0,1) (in the previous example, we

answered in case of k ≤
( µ

σ
3.49

)2
− 1 = 7.21 and C% = 99.98%).
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In MATLAB, the percentiles of a normal random variable are
computed by the function norminv:

norminv(α),

where α ∈ (0,1), computes Φ−1(α), i.e. the 100αth percentile of a
standard normal random variable, and

norminv(α, µ, σ)

computes the 100αth percentile of a normal random variable with
distribution N(µ, σ2).

Exercise. By using MATLAB, compute the 99th percentile of the
normal random variable IQ score and compare such value with
the values previously computed by the table.

Exercise. Find the deciles of a normal random variable with mean
µ and standard deviation σ.
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Observe that when we will deal with the "Testing Statistical
Hypotheses", the symbol zα, α ∈ (0,1), will denote

Φ−1(1−α) = 100(1−α)th percentile of the standard normal distribution,

i.e. our z1−α.

So, in this context, z0.01 = z1% is our z0.99 = z99% = 2.33.
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Exponential random variable

We have seen that a Poisson random variable gives the number of
times that something, called S, happens in fixed period of time or
space.

On the other hand, an exponential random variable gives the time
or space from now to the first occurrence of S, as well as the time
or space between two consecutive occurrences of S.

For example, the time from now to the moment where an
earthquake will strike here is an exponential random variable, as
well as the time between two consecutive earthquakes.



Exponential random variable

Let X be the random variable giving the time or the space to the
first occurrence of S, or the time or space between two
consecutive occurrences of S.

We can assume that

P (T > t) = e−λt , t ≥ 0,

for some λ > 0.

Now, we explain why we can do this assumption.



Exponential random variable

Fix t > 0. Divide the interval [0, t ] in a very large number n of
subintervals

[0,h] , [h,2h] , . . . , [(n − 1) h,nh]

of length

h =
t
n
.

and consider a Bernoulli process with n trials, each related to a
subinterval, with outcomes at any trial

"S occurs in the subinterval",

with probability p = λh, and

"S does not occur in the subinterval",

with probability q = 1− p.



Exponential random variable

Here λ is a positive number assumed independent of t and n.

Observe that
λt = np = E (Xn) ,

where Xn is the random variable number of outcomes "S occurs in
the subinterval" in the n trials, i.e. the number of times that S
occurs in [0, t ].

Exercise. Explain why it is reasonable to assume that p is
proportional to the length of the subintervals. To this aim consider
a subinterval and divide it in m sub-subintervals. Consider a
Bernoulli process with m trials, each related to a sub-subinterval,
with outcomes at any trial

"S occurs in the sub-subinterval"

with probability p̂, and

"S does not occur in the sub-subinterval",

with probability q̂ = 1− p̂. What is the relation between p̂ and p?



Exponential random variable

Observe that the probability that S does not occur in [0, t ] is

qn = (1− λh)n

Exercise. Prove that

lim
n→∞

(1− λh)n = e−λt .

Therefore, we can assume

P (X > t) = e−λt .



Exponential random variable

Here is the definition of an exponential random variable.

Definition
A random variable X : Ω→ R for an experiment with sample space Ω
is said to have the exponential distribution E(λ), where λ > 0, if

P (X > x) =

{
e−λx if x ≥ 0
1 if x < 0.

X is said an exponential random variable if it has some exponential
distribution E(λ).

Let X be a random variable with exponential distribution E (λ).
The distribution function FX is

FX (x) = P (X ≤ x) = 1− P (X > x) =

{
1− e−λx if x ≥ 0
0 if x < 0.

So X is a continuous random variable with pdf

fX (x) = F ′X (x) =

{
λe−λx if x > 0
0 if x < 0.



Exponential random variable

Exercise. Show that ∫
x∈R

fX (x) dx = 1.

Exercise. Show that
E(X ) =

1
λ
.

Exercise. Show that
Var(X ) =

1
λ2 .

Exercise. Show that

MX (α) =
λ

λ− α
, α ∈ (−γ(X ), γ(X )) with γ(X ) = λ.
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Example. A top manager has lost his job. He asks to a top
manager employment agency to find an adequate new job for him.
The agency declares that the expected time for finding a new
position is eight months.

What is the probability that the manager is still jobless after one
year?

Let X be the random variable time for a new job for the manager
from the moment where the agency begins to find a new job for
him.

We assume that X has exponential distribution E (λ) with

1
λ

= E (X ) = 8 month.

So
P (X > 12 month) = e−λ·12 month = e−1.5 = 22.31%.



Exponential random variable

Exercise. In a given place seventh degree Richter scale
earthquakes are expected every 100 years. What is the probability
that the time between such two earthquakes is less than 20
years?

Exercise. Prove that a random variable X with exponential
distribution E (λ) is memoryless, i.e. for any t , s ≥ 0 we have

P (X > t + s|X > t) = P (X > s) .

In other words, from the time t on, X does not "remind" that, up
to the time t , the something S has not occurred: at each time t ,
the random variable X "resets".

Exercise. What is the probabilities that the top manager of the
previous example find a new job during the sixth month and during
the ninth month?



Mixed random variables

Mixed random variables
There are random variables which are neither discrete nor
continuous, but a mixed between the two types.

As an example, consider a car policy proposed by an insurance
company. Let X be the random variable yearly claim of a
policyholder.

X is neither discrete nor continuous. In fact, X cannot be
continuous since P(X = 0), the probability that the policyholder
has not car accidents during the year, is not zero. On the other
hand, X cannot be discrete since the yearly claim of a policyholder
can be any positive number and we can assume, for any x > 0,

P(0 < X ≤ x) =

∫ x

0
fX (y)dy

for some pdf fX .



Mixed random variables

Exercise. Describe and draw the graph of the distribution function
FX .

Exercise. If the policy has a deductible and ceiling, what is the
form of the distribution function FX ?



Mixed random variables

The previous random variable X is an example of a mixed random
variable.

Definition
A random variable X : Ω→ R is called mixed if there exist points
x1, x2, . . . , xn ∈ R with x1 < x2 < · · · < xn such that

P(X = xi ) = pi , i ∈ {1, . . . ,n},

P(∞ < X ≤ x) =

x∫
−∞

g(s)ds, −∞ < x < x1,

P(xi < X ≤ x) =

xi+1∫
xi

g(s)ds, xi < x < xi+1 and i ∈ {1, . . . ,n − 1},

P(xn < X ≤ x) =

x∫
xn

g(s)ds, xn < x ,

for some numbers pi , i ∈ {1, . . . ,n}, and for some function g : R→ R.



Mixed random variables

Observe that the distribution FX of a mixed random variable X is a
piecewise integral function with jumps:

FX (x) =
n∑

i=1
xi≤x

pi +

x∫
−∞

g(s)ds, x ∈ R.

Exercise. Describe the graph of FX .



Mixed random variables

A more general definition of a mixed random variable includes the
situation where instead of a finite sequence of points x1, x2, . . . , xn,
we have an infinite sequence of them. A random variable X is
called mixed if there exist a discrete subset A of R, a function
p : A→ R and a function g : R→ R such that

FX (x) =
∑
s∈A
s≤x

p(s) +

x∫
−∞

g(s)ds, x ∈ R.

Observe that the mixed random variable X has both a pmf, the
function p, and a pdf, the function g.

Moreover, the discrete random variables are the mixed random
variables with g = 0 and the continuous random variable are the
mixed random variables with A = ∅.



Mixed random variables

For a mixed random variable X we have

∑
s∈A

p(s) +

+∞∫
−∞

g(s)ds = 1.

The mean of the mixed random variable X is defined as

E(X ) =
∑
s∈A

s · p(s) +

+∞∫
−∞

s · g(s)ds.

Variance and standard deviation for a mixed random variable are
defined as usual, the notion of independence of a sequence of
mixed random variables is exactly the same as for continuous
random variables and all the results regarding discrete or
continuous random variables can be extended to mixed random
variables.
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