




















































































































































BEAM DIAGNOSTICS FOR ACCELERATORS
H. Koziol
CERN, Geneva, Switzerland

Abstract
This introductory course aims at a reasonably complete coverage of
beam diagnostic devices used in linear and circular accelerators and
in primary beam lines. The weight is on the concepts and the
indication of variants, while for technical details the reader is
referred to the literature.

1 . INTRODUCTION
Beam diagnostics is an essential constituent of any accelerator. These systems are
our organs of sense that let us perceive what properties a beam has and how it
behaves in a machine. Without diagnostics, we would blindly grope around in
the dark and the achievement of a beam for physics-use would be a matter of
sheer luck (some accelerators have at some time been close to such a situation!).
As the saying goes: an accelerator is just as good as its diagnostics.

Beam diagnostics is a rich field. A great variety of physical effects are made use of,
imagination and inventiveness find a wide playground. Therefore, there exists today a vast
choice of different types of diagnostic devices, each usually in many variants.

Two hours of lecture time do not permit an in-depth coverage of all devices on the
market, but to present only a selection would not fulfill the purpose of this course. The choice I
have made is to aim for a reasonably complete coverage of diagnostic devices currently used, at
the expense of detail. We will thus concentrate on the concepts and indicate the variants that
exist and refer to the literature for details.

Also, we will limit ourselves to diagnostics used on accelerators and on ejected primary
beams and leave aside detectors for secondary beams, downstream from a target, on their
transport to an experimental set-up. As a further economy measure, we will also leave aside
associated electronics, analogue signal treatment and digital data treatment, although these are
subjects of great importance to beam diagnostics.

There are subjects which have been treated in other lectures, e.g. synchrotron radiation,
which permits us to be briefer on those. Very specialized measurements, such as that of beam
polarization or those at the final focus of colliding linacs, are beyond the aim of an introductory
course and will be just mentioned for completeness.

When setting out to describe a large number of diagnostic devices, one first tries to
establish a systematic order. One could proceed according to the properties measured (intensity,
position, etc.). Or one could class the devices as electromagnetic, using secondary emission,
etc, or as destructive and non-destructive. However, none of that makes much sense. Many
devices can measure more than one property, their variants may make use of different physical
principles and the distinction between destructive and non-destructive often depends on
circumstances.

I have therefore drawn up a matrix (see Table 1) listing the devices to be discussed and
the properties they can measure. And now we will forget about classification and get on with
the description in a sequence that is didactically convenient.

Table 1
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Diagnostic devices and beam properties measured
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Only the most basic measured properties are shown. There are many more, less 
basic,which can be derived: coupling, dispersion, chromaticity, etc.
Note that to determine emittance (transverse or longitudinal), knowledge other than 
that obtained from the basic measurement is required.
The oscillatory behaviour of the beam is observed through the time-dependance of 
properties (like position, size/shape, energy), often on a very fast time scale.

Beam transformers
Wall-current monitors
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2 . DESCRIPTION OF DIAGNOSTIC DEVICES

2 . 1 Beam transformers

Apart from the sheer proof of its existence, the most basic measurement on a beam is
that of its intensity. A widely used device is the "beam transformer" (an older name, Rogowski
coil, is still sometimes used) which allows one to determine the electric current that a beam
constitutes or, depending on the circumstances, the electric charge contained in a burst of beam
[1,2]. Figure 1 shows the principle.

Fig. 1  Principle of the beam transformer.

In order for the transformer to see the magnetic field produced by the beam, it must be mounted
over a ceramic insert in the metallic vacuum chamber. The ferromagnetic core is wound of high-
permeability metal tape or made of ferrite, to avoid eddy currents. Bandwidths exceeding
100 MHz can thus be achieved. An idealized transformer with a secondary winding of
inductance L and connected to an infinite impedance would deliver as signal a voltage

V = L
dIb
dt

which, as Fig. 2 shows, is "differentiated" and not very practical to use.

In reality, the ferromagnetic core has losses proportional to f2 (f = frequency), the
secondary has a stray capacity Cs and is terminated with a finite resistance R (Fig. 3).

Fig. 2  Signal from an idealized transformer into an infinite impedance.

Fig. 3  Real beam transformer with stray capacity Cs and termination R.
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The signal now shows a much more useful behaviour (Fig. 4). Provided the length of a
beam bunch is longer than the transformer's rise time and shorter than its droop time, the signal
will be a good reproduction of the bunch shape.

Fig. 4  Signal from real transformer.

When instead of a single bunch a long string of bunches passes through the transformer,
as is also the case with a circulating beam, the droop will affect the base line (Fig. 5). When
equilibrium has been reached, equal areas of signal will be above and below zero. Thus, the
level of the base line is a measure for the dc component of the beam current.

Fig. 5  Droop of base line in the transformer signal.

For a beam circulating in a machine, the succession of bunches seen by the transformer
will be much longer than its droop time. Therefore, to obtain a signal representing the beam
intensity, one has to electronically treat the transformer's signal such that the effective droop
time is much longer than the time that the beam circulates. At the same time, this increases the
signal rise time, so that the bunch structure will disappear. Such a treatment is often called a
"low pass" or "integration". Figure 6 shows three commonly used methods.

Since integration makes the bunch structure disappear anyway, it will also produce an
intensity signal for an unbunched beam, without any longitudinal density structure, provided
that signal observation begins before injection of the beam.

Fig. 6  Integration of signal from a beam transformer.

a) Simple RC circuit. b) Inductive feedback (Hereward transformer).
c) Capacitive feedback (Miller integrator).
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Adding a simple RC may sometimes suffice, but in general, the time constants will be
too short and/or the signal too attenuated. Feedback integrators [1,2] allow time constants
above 1000 s to be achieved, while maintaining good signal level. They are widely used on
circular accelerators, where cycle times are of the order of seconds.

In a storage ring, however, the beam may circulate for hours. Indeed, 999 h, or
42 days, is the longest a beam has circulated uninterrupted (in the Antiproton Accumulator at
CERN). No integrator can cope with that, a true dc beam current measurement is needed. Such
a device [3,4] was developed for the ISR (the CERN Intersecting Storage Rings), the first
machine to sustain beams for hours. Figure 7 shows its principle.

Fig. 7  Basic scheme of a dc beam transformer and rectangular hysteresis of core material.

A modulator sends a current at several 100 Hz through the excitation coils of two
ferromagnetic rings, such that they are excited in opposite directions. The pick-up coils
mounted on the rings are connected in series, their sum signal, Vs, will thus be zero. The rings
are made of a material with rectangular hysteresis. When a beam current Ib passes through the
rings, it introduces a bias in the excitation of the cores, Vs will no longer be zero and the second
harmonic of the modulator frequency will appear in it, which the demodulator converts into a dc
voltage. This controls a power supply, sending a current Ic through a compensating winding on
the two rings. Equilibrium is reached when the compensating current Ic cancels the beam
current Ib. The final measurement is that of Ic. Proton currents of over 50 A have been
measured with such a dc beam transformer, a resolution of better than 1 µA has been achieved
and the zero drift over a week is of the same order.

Such dc beam transformers have become commercially available, for various ranges of
current and sensitivity.

2 . 2 Wall-current monitors

One may want to observe the bunch shape at frequencies far beyond the few 100 MHz
accessible with beam transformers. The bunches may be very short, as is often the case with
electrons or positrons, or they may have a structure in their line density, caused by intentional
processes or by instabilities.

Wall-current monitors with a bandwidth of several GHz have been built [5,6,74,75].
Their principle is quite simple (Fig. 8a) :
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Fig. 8 a) Principle of wall-current monitor. b) Separate pick-up of signals to observe beam    
position.

A modulated beam current Ib is accompanied by a "wall current", IW, which it induces
in the vacuum chamber, of equal magnitude and opposite direction. An insulating gap forces the
wall current to pass through the impedance of a coaxial cable. The gap may also be bridged
with resistors, across which a voltage is picked up. To avoid perturbation through
circumferential modes, the wall current (or the gap voltage) is picked up at several points
around the circumference and summed. When the beam is not at the centre of the vacuum
chamber, the wall current will be unequally distributed around the circumference of the
chamber. Separate pick-up and separate observation (Fig. 8b) [6] will thus also show the beam
position with GHz bandwidth.

Fig. 9  Gap of wall-current monitor with shield and ferrite loading.

A conducting shield must be placed around a wall-current monitor. Without it,
troublesome electromagnetic radiation from the beam would leak out through the gap and the
monitor itself would be perturbed from the outside. Of course, the shield constitutes a short-
circuit at low frequencies and thus severely limits the lower end of the monitor's bandwidth.
Loading the volume of the shield with ferrite increases the inductance and the cut-off can be
lowered to some 100 kHz, sufficient for undifferentiated observation of bunch shape in most
accelerators.

2 . 3 Position pick-up monitors (PU)

The measurement of transverse beam position is a field of particularly great diversity. A
glance at Table 1 shows a host of detectors, based on various  physical effects. The ones treated
in this chapter are of three kinds (see [75] for an excellent tutorial overview) :

- electrostatic,
- magnetic,
- electromagnetic.

Widely used, in particular on circular accelerators with not too short bunches, is the
electrostatic PU [7, 8, 9, 10]. In its simplest form it resembles a diagonally cut shoe-box
(Fig. 10 a, b). A combination of a horizontal and a vertical PU is shown in Fig. 11.



8

Fig. 10  a) Diagonally cut "shoe-box" PU. b) Basic geometry and tapping of signals.
c) A variant which  allows interleaving of a  horizontal and a vertical PU.

As it passes through, the beam will induce electric charges on the metallic electrodes,
more on the one to which it is closer, less on the other, but their sum remaining constant,
independent of beam position. The induced charges can be carried away for measurement into a
low-impedance circuit or be sensed on a high impedance as a voltage on the capacity between
the electrode and the surrounding vacuum chamber. The effect being linear, the position of the
beam with respect to the PU centre is readily derived :

x = w
2

UR − UL
UR + UL

Frequently, the jargon terms "∆" and "Σ" are used : ∆ = UR - UL and Σ = UR + UL.
Using them :

x = w
2

∆
Σ

Fig. 11  Combination of a horizontal and a vertical PU, mounted in the vacuum
chamber of the Antiproton Accumulator at CERN.

The linear relation holds for any shape of the electrodes as long as, projected onto the
plane in which the position is measured, the length of the electrodes is a linear function of the
distance from the axis. The shape of the electrodes may thus be deformed to suit practical
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requirements [11]. A variation is shown in Fig. 10c, where the gap left free allows the
placement of two further electrodes for the orthogonal plane. However, although UR - UL still
depends linearly on beam position, UR + UL is no longer independent of it. For normalization,
the sum of all four electrodes must be used.

Edge effects at the ends of the electrodes may impair the linearity [12]. To avoid them,
one either designs the electrodes to have the same cross-section as the vacuum chamber to either
end of them, or one provides cross-sectional continuity by adding guard electrodes at both
ends.

In electron and positron machines, no electrodes can be tolerated in the mid-plane : there
they would be hit by the synchrotron radiation and the resulting secondary electron emission
would perturb the signal. So-called "button" electrodes [13, 14, 15, 76] are used, housed in
recesses (Fig. 12a).

Fig. 12  a) PU with "button" electrodes. b) Magnetic PU.

Compared with the shoe-box PU, for the measurement of horizontal position U1 + U3
replaces UL , and U2 + U4 replaces UR, similarly for the vertical plane. The response to
position is not linear and the two planes are interdependent. Careful calibration and  consequent
data treatment on the signals is necessary.

In proton machines too, secondary emission from the electrodes can be a problem when
strong beam loss occurs. In such a situation, a magnetic PU [16] may be chosen (Fig. 12b).

In single-ring colliders, two beams, one of particles, the other of anti-particles, are
circulating simultaneously, in opposite directions. "Directional couplers" [17, 18, 19, 20]
permit the selective observation of only one of the beams in the presence of the other. The
principle is shown in Fig. 13a.

The beam acts in two ways on the strip electrodes of the coupler. Firstly, the electric
charge of the passing beam induces a charge on them. Secondly, part of the magnetic field,
created by the beam current, passes between the strip and the vacuum chamber and induces a
voltage. These two effects add for the direction of the beam shown in Fig. 13a, and cancel for a
beam of opposite direction.

Four strips (Fig. 13 b), after suitable formation of sums and differences of the signals,
give the horizontal and vertical beam position. The sensitivity of such a PU depends on
frequency as (sin f) with the maximum where the strip length  corresponds to a quarter wave
length. The response can be influenced by giving the strips more sophisticated shapes [18].

A "wave-guide coupler" (Fig. 14), [21] can be used, usually on electron and positron
linacs, to observe extremely short bunches (<< 1 nsec). The beam passing through it sets off a
wave which propagates to the left and the right where it is picked up by small loops on the
inside of the wave guide. The position is not derived by comparing the magnitude of UL and
UR, but by comparing their phase : x ~∆ϕ
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Fig. 13  a) Principle of directional coupler. b) Cross-section with four coupler strips.
c) Frequency response.

Fig. 14  Wave-guide coupler. Beam position affects the right/left path-lengths of the induced
wave, resulting in a phase difference between UL and UR .

To measure the closed orbit in a circular accelerator, many PUs are arranged around the
circumference. A rule-of-thumb says that at least four position measurements per betatron
wavelength are required to see closed orbit distortions sufficiently well. E.g. a Q-value around
3.5 demands at least 14 PUs, uniformly spaced not in linear length but in betatron phase
advance. From that minimum one will then go up to the nearest number that fits with the
periodicity of the machine for a regular pattern of installation.

Special kinds of PU have been conceived to obtain information on the shape of the beam
[22, 23, 24], in terms of aspect ratio between its horizontal and vertical size. This is a very
tricky task and quantitatively satisfactory results are difficult to obtain.

2 . 4 Faraday cup

Conceptually the simplest way to measure beam current is to capture the beam and let
the current flow through some kind of meter. Historically, this was also the first  method used.
It is still employed at low energies, where the obvious condition of the thickness of the collector
plate being greater than the stopping range of the beam particles can be easily fulfilled. Here are
some ranges for protons in copper :

500 keV pre-accelerator : Cockcroft-Walton or RFQ 0.003 mm
    5 MeV van de Graaff generator   0.08 mm
  50 MeV injector linac        4 mm
200 MeV injector linac      43 mm
    1 GeV small synchrotron    520 mm

Capture of the beam with a simple collector plate suffers from perturbation through
secondary electron emission. Electrons liberated from the collector surface escape into the
surroundings, thereby contributing in an uncontrolled way to the current flowing through  the
meter. The use of a Faraday cup (Fig. 15) prevents this from happening. The collector  is



11

housed in a box with a hole to let the beam in and at a negative potential of a  few 100 V to
drive the secondary electrons back onto the collector.

Fig. 15  Faraday cup.

2 . 5 Secondary-emission monitors (SEM)

At this point, the reading of Appendices 1 and 2 is recommended. They cover some
features common to the detectors described in this and several following sections.

A SEM makes use of the phenomenon that under the impact of the beam particles on
some solid material electrons are liberated from the surface, thus producing a flow of current.

Fig. 16  a) Basic SEM : foil with clearing electrodes, seen sideways. b) A SEM consisting of an
array of ribbons , seen in beam direction. c) Transverse beam profile obtained from
an array of ribbons or wires.

When the intercepting material is a foil (Fig. 16 a), electrons are liberated from both
sides. Since this is a surface phenomenon, the secondary emission coefficient will not only
depend on the material but also, often even critically, on the state of cleanliness of its surface.

The provision of a "clearing field" of a few 100 V/cm is essential to ensure that the
liberated electrons are rapidly cleared away. Otherwise, an electron cloud may form over the
foil surface and impede further emission.

Fig. 17  A SEM made of thin ribbons attached to contacts on a ceramic frame.
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A SEM in the form of an array of thin ribbons (Figs. 16b and 17) is a much-used device
to measure transverse density distribution [25]. Sequential display of the signals from the
ribbons gives the beam profile (Fig. 16c). To enhance the signal strength, either the individual
ribbons or the whole array may be inclined with respect to the beam direction, thus presenting a
greater effective surface. When signal strength is not a problem, the array and the clearing
electrodes may be made of thin wires. This makes it a nearly non-destructive profile monitor (at
least for single passage, not for a circulating beam).

2 . 6 Wire scanners

When a SEM, made of several wires, disturbs the beam too much, mostly through
multiple Coulomb scattering, a single wire may be moved across the beam. This can be done in
steps and a reading is taken, e.g., at every pulse of a linac.

A fast moving wire can be used even on a circulating beam [26, 27, 28, 29]. Speeds of
20 m/s have been obtained with a 50 µm diameter Be wire, which allowed profiles to be
measured on an 800 MeV proton beam with acceptably small emittance increase (Fig. 18).

Fig. 18  Fast wire scanner. The wire, extended between the tips of the lightweight arms, is only
50 µm in diameter and thus barely visible.

Wire scanners too need a clearing field in order to obtain a consistent signal. The
clearing electrode will be situated well outside the beam cross-section.

An alternative is not to use the secondary emission current at all but to place radiation
detectors at the outside of the vacuum tank in which the wire moves and look at the products of
the collisions between beam particles and wire material (γ and secondary particles). This may
require thin parts in the wall of the tank, and the signal from two or more radiation detectors to
be summed to render the sensitivity independent of wire position.

2 . 7 Multi-wire chambers

These detectors, taken over from high energy physics [30], find some application on
beams of very low intensity. At LEAR (the CERN Low Energy Antiproton Ring) for example,
by  means of an "ultra-slow extraction", on average as little as one antiproton can be ejected per
revolution, yielding beams of less than 106 π/s.

Fig. 19  Multi-wire chamber. Typically, the distance  between the cathode  foils is 10 mm, t he
distance  between wires  1 mm, their diameter 5 to 50 mm  and their  potential + 5 kV.
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Electrons produced in the gas by the passing beam particles will travel towards the
nearest wire. In the high gradient close to the wire they experience strong acceleration and
create an avalanche. A wire chamber can be used in counting or in proportional mode. The
distribution of counting rate or signal height over the wires represents the beam  profile.

2 . 8 Ionization chamber

This is a gas-filled, thin-walled chamber with a collector electrode inside. Particles
passing through it will ionize the gas, the ions will travel towards the cathode, the electrons
towards the anode and a current can be measured (Fig. 20). The voltage should be in the
"plateau" region where all charges are collected but no avalanche occurs.

Fig. 20 a) Ionization chamber. b) Collection efficiency vs. voltage.

Ionization chambers are used to measure very low beam intensities and as beam loss
detectors (see section 2.9).

2 . 9 Beam loss monitors (BLM)

Although they do not measure a beam property, the information which they supply is
most valuable for the practical operation, in particular of high intensity machines, where the
loss of a minute fraction of the beam, too small to be reliably measured with beam
transformers, causes intolerable levels of radiation and/or induced radioactivity of components.
High intensity machines are therefore equipped with a large number of BLMs around their
circumference to indicate the location and magnitude of losses for remedial action, sometimes in
a fast, automatic way.

On accelerators employing superconducting magnets, the heat deposited in the
superconductors by the loss of even minute fractions of the beam can cause a "quench", that is
the loss of superconductivity of a part of the magnet coil, with potentially disastrous
consequences. There, BLMs are indispensible elements in the safety chains which dump the
beam in a safe way before the losses can rise to dangerous levels.

Calibration in terms of number of particles lost is usually obtained by intentional loss of
a measured fraction of the beam but is neither easy nor very precise. Besides the pure statement
of loss, BLMs with a fast response yield information on its cause and mechanism.

Three widely used kinds of BLM will be briefly described :

-  Ionization chamber (see section 2.8),
-  Aluminium Cathode Electron Multiplier (ACEM),
-  Scintillator plus photomultiplier (PM).
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An ACEM [31, 32] is similar to a PM, with a thin aluminium layer on the inside of the
glass tube serving as the cathode. Electrons are produced from the cathode through secondary
emission when it is struck by a stray beam particle, a γ-ray, or some secondary particle
resulting from beam loss. As with a PM, the gain is high and adjustable over a wide range and
an ACEM is cheap, robust and radiation resistant.

A further very cheap and effective BLM is a combination of a scintillator and a PM as
shown in Fig. 21, [33]. The primary effect here is the production of light.

Fig. 21  A photomultiplier immersed in scintillator oil is a cheap and fast beam loss monitor.

With this type, bandwidths of 100 MHz are possible, allowing one to see details such
as loss from only part of the bunch length, as happens, e.g., when a kicker magnet is
incorrectly triggered.

2 . 1 0 Gas curtain or jet

In section 2.6 we have seen that a fast wire scanner is a means to measure the transverse
profile of a beam circulating in an accelerator, once or twice per cycle. In a storage ring, where
one wants to measure the profile repeatedly over the many hours that a beam circulates, a wire
scanner would cause too much scattering and emittance increase. Only a gas constitutes an even
more transparent interceptor. Figure 22 shows the gas curtain [34] developed for the ISR.

Fig. 22  Sodium-curtain beam profile monitor, seen in the direction of the Na-jet.

An ultrasonic 2-dimensional jet of atomic Na is produced in an oven followed by a
collimation system. The Na-jet is inclined at 45˚ to the beam direction. Electrons from the
ionization of Na atoms by beam particles are accelerated by a vertical electric field, while being
focused along the lines of a magnetic field, also of vertical direction. On the top of the tank
there is a quartz window which on the inner side carries a layer of scintillator (incorrectly often
called phosphor), covered with a very thin metal layer as anode for the electric field. The
accelerated electrons will traverse the metallization and produce light in the scintillator, thus
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forming a 2-dimensional image of the beam cross-section. This image can be viewed with an
image-intensifier TV camera for direct display or with some other device for further data
treatment.

All this sounds easy but in practice is very difficult to realize because of the stringent
boundary conditions. The magnetic field needs to be compensated by additional coils on either
side of the detector, so as not to perturb the closed orbit. The Na-jet must be extremely well
collimated and entirely collected on the other side to avoid contamination of the vacuum. Its
density must be controlled to constitute only a small increase in the average pressure of the ring.
Consider the circumference of the ISR of 1 km and an average pressure of 10-11 Torr. A Na-
curtain 1 mm thick and of an equivalent  pressure of 10-5 Torr will double the average pressure
around the circumference!

The ISR have been dismantled and the Na-curtain monitor with them. It will probably
remain the only one of its kind, but many lessons have been learnt from its design and
operation.

That a gas curtain must not increase significantly the average pressure around the  ring is
a condition even more difficult to fulfill on a small machine like LEAR, with only 80m
circumference and a vacuum in the 10-12 Torr range. But some such device is needed there to
observe the fast changes in beam emittance under the action of electron cooling. The  solution is
to pulse the gas jet only for a brief interval, when a measurement is made. A pulsed atomic
carbon jet of a few 100 µsec duration is produced by directing a strong pulsed LASER beam
onto a carbon target [35]. Otherwise, the device is similar to the one described for the ISR.

2 . 1 1 Residual-gas monitors

When neither the residual gas pressure nor the beam intensity are too low, ionization of
the "natural" residual gas may supply electrons in sufficient number and a gas curtain is not
needed. The image appearing on the scintillator will however not be 2-dimensional, it is the
projection of the beam density distribution onto one plane. Two devices are needed for a
horizontal and a vertical profile [77,78,79].

The Ionization Beam Scanner (IBS) [36] is a further device relying on residual gas. It
employs a time-varying electric and a static magnetic field, at right angles to each other and to
the beam, to guide the ionization electrons towards a collector or electron  multiplier. Although
a precise instrument for low intensity beams, the IBS is too easily  perturbed by the space-
charge fields of intense beams.

Instead of collecting electrons from the ionization, one can also observe the light from
de-excitation of the residual gas atoms [37]. This is achieved more easily at the low energies of
a pre-injector (500-800 keV) combined with the prevalent modest vacuum.

2 . 1 2 Scintillator screens

Scintillators were the first particle detectors, a century ago. When accelerators, instead
of cosmic radiation and radioactive samples, began to deliver particles, scintillators were the
prime means to detect the existence of a beam and its location. Although many people turn up
their nose at them as an old-fashioned relic from pioneer days, scintillator screens are still alive
and not beaten in their simplicity, cheapness and power of conviction. Even today, where
everything gets digitized, data treated, fitted, smoothed, enhanced and finally displayed (or
perhaps just because of that?), there is nothing as convincing as a flash of light, dead on the
centre of a scintillator screen.
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After that philosophical excursion, back to technical matters. Fig. 23 shows a typical
arrangement for measuring beam position and, less quantitatively, size. A scintillator screen
(sometimes incorrectly called phosphorescent or luminescent) is moved into the path of the
beam. It is inclined at 45° to the beam, carries a graticule and is illuminated through a small
window in the tank. Through another  window, at 90˚ to the beam direction, a TV camera will
see a 2-dimensional image of the beam cross-section. Figure 24 shows a vertically moved
screen in its tank.

The most common scintillator used to be ZnS powder which, with some binder, was
painted onto a metal plate. Such screens deliver green light and have high efficiency but are
unfit for use in high vacuum and are burnt out at some 1014 protons/cm2 at GeV energies.

A great step forward was the formation of thick Al203 layers on aluminium plates under
simultaneous doping with Cr [38]. Chemically, this is the same as ruby and the light emitted is
red. These screens are fit for ultra high vacuum and have a long lifetime (1020 to 1021 p/cm2 at
50 MeV). Recent use is described in Ref. [39].

Fig. 23  Typical arrangement for observation of beam position and size with a movable
scintillator screen and a TV camera.

Fig. 24  Scintillator screen made from a Cr-doped Al203 plate with imprinted graticule.

At CERN, the most-used screens are now thin plates (1 mm or less) of Cr-doped Al203
which can be obtained from industry in all sizes with a graticule and other references printed
directly on their surface [80]. The screen shown in Fig. 24 is of that kind and Fig. 25 shows
another one, mounted on the antiproton production target of the Antiproton Accumulator. It has
received some 107 pulses of 1013 protons at 26 GeV in a spot of about 3 mm diameter (every
2.4 s during some 6000 h of operation in 1 year), i.e. over 1020 p/cm2. This was and still is the
most important means of keeping the beam on the target  with a precision of ± 0.5 mm.

Several aspects of the TV camera deserve attention. Often it needs to be radiation
resistant. The model developed at CERN uses nuvistors and stands 108 Rad. Ordinary lenses
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turn brown under radiation. Catadioptric optics do a bit better but when radiation is really a
problem, one has to buy expensive lenses developed for use in reactors.

For very weak beams a combination image intensifier - Vidicon is used. Beams of 109

protons of GeV-energy in a cross-section of a few cm2 are clearly visible. Also, CCD-cameras
offer high sensitivity, but are little resistant to radiation.

TV images may be digitized and stored, for more convenient observation or image
treatment to extract more quantitative information.

Fig. 25  Scintillator plate mounted on the antiproton production target of the CERN
Antiproton Accumulator.

2 . 1 3 Scrapers and measurement targets

Incremental destruction of a beam with scrapers permits the determination of the betatron
amplitude distribution of the particles. A scraper with four movable blades (Fig. 26), used in
conjunction with a dc beam transformer, allows measurement in the horizontal and vertical
plane in a storage ring, where there is time to move the blades towards and into the beam.

Fig. 26  a) Scraper with four blades for horizontal and vertical measurement.
b) Beam intensity vs. blade position. c) Amplitude distribution.

Observing the decrease of beam intensity as a blade advances, one obtains the beam size
for a given fraction of the total intensity and, through differentiation, the amplitude distribution.
In principle, a single blade in each plane would suffice, but for  independent and consistent
determination of the beam centre, two, one on each side, are needed. In the horizontal plane,
the distribution of the particles is given by the spread  in betatron amplitude and by the spread in
momentum. Either one places the scraper where  the dispersion is zero or one has to unfold the
two spreads.
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Although scrapers are destructive and slow, they are valuable for their precise and
reliable information. They can serve for the calibration of non-destructive emittance
measurements, such as Schottky scans of betatron bands (see section 2.14) and for intentional
limitation of machine acceptance.

The beam particles are not stopped in the scraper blades, they are merely scattered. After
several traversals of the blades their betatron amplitude has grown beyond the machine
acceptance and they are lost somewhere around the ring. Energy loss in the blades usually plays
a lesser rôle.

On accelerators with their short cycle time and fast-shrinking beam size, scrapers as
described above are not applicable. The same principle can still be employed by driving the
beam into a stationary blade by means of a pulsed closed orbit distortion [40]. Fast
measurement targets have also been built (Fig. 27). The position of the two blades is pre-
adjusted and then the target is flipped into the beam in a movement perpendicular to the plane of
measurement. Interception times of only a few ms are thus achieved.

Fig. 27  Fast flip-target. The position of the blades is preadjusted outside the beam.

2 . 1 4 Schottky scans

This technical jargon term means scans in frequency, using a spectrum analyzer, of the
Schottky signals emanating from a circulating beam. Schottky signals are at the basis of
stochastic cooling but their great potential for diagnostic purposes was soon recognised [41].
This subject has become quite vast and here we can only point out some salient features.

Consider a single particle, circulating in a storage ring and observed with an ideal pick-
up (PU) of infinite bandwidth. The signal delivered by the PU is a series of delta-function-like
spikes, spaced by 1 revolution period trev, as shown in Fig. 28 a. A spectrum analyzer then
displays what is shown in Fig. 28 b: a series of spectral lines, spaced by the revolution
frequency frev.

Fig. 28  a) Time domain : signal on a PU from a single circulating particle
b) Frequency domain : corresponding spectrum.

In a beam there are many particles and since there is a spread in their momentum, there
will also be a spread in their revolution frequency. The observed Schottky signal can be
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regarded as the sum of all individual signals or as the noise stemming from statistical density
fluctuations [42]. The spectrum will be as in Fig. 29, with bands instead of lines, their width
proportional to h = f/frev and, provided the vertical coordinate is the spectral power density, all
of equal area. From such a scan, frev, ∆frev and (assuming η = [df/f]/[dp/p] is known) ∆p are
immediately obtained.

Fig. 29  Schottky scan of a many-particle beam with a spread in momentum and therefore in
frequency.

The area of each band is a measure of beam intensity. Extremely low beam intensities
can thus be diagnosed with Schottky scans, after calibration against a beam transformer at
higher intensities. At the CERN Antiproton Accumulator Complex, where 106 to 108 π are
injected per pulse, the fluctuation in the intensity measurement by Schottky scan corresponds to
104 π. The most sensitive measurement to date was performed on an experimental cooling ring,
ICE. In the course of an experiment to set a new lower limit on the lifetime of the π, a beam of
250 π was made to circulate and after 86 h there remained 85 π. The error on these numbers
was estimated to ±13 π [43].

Some further illustrations of what can be seen with Schottky scans : Stochastic
momentum cooling is beautifully demonstrated in before/after scans (Fig. 30a); Fig. 30b
assembles graphically the various parts of the beam in the Antiproton Accumulator as they are
indeed displayed by a spectrum analyzer.

Schottky scans are usually made at high harmonics of frev. Firstly, for a given resolution
in ∆frev, the required scan time is proportional to 1/f. Secondly, one often  uses the signal from
a PU that drives the stochastic cooling. There, a high bandwidth is desired and therefore the PU
is more sensitive at high frequencies [44, 45].

Fig. 30  a) Schottky scans before and after momentum cooling of 6 x 106 π in the Antiproton
Accumulator. The scan is made around h = 170, at 314 MHz. b) The various parts
of the π beam in the same machine, as Schottky  scans show them.

A position-sensitive PU will deliver Schottky signals from the betatron oscillations.
With a beam centred in the PU and perfect balance and linearity, the harmonics of frev will  not
be present. The spectrum (Fig. 31) consists of bands centred at the values

fm = (m     +     Q)frev
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where m is the mode number, 0, 1, 2, ....

Fig. 31 The signal from a position-sensitive PU contains the frequencies fm of the "betatron
sidebands". Here, the non-integer part of Q is 0.35 or 0.65.

The non-integer part of Q (or its complement to 1, see section 2.17) is thus measured.
The width of the bands, together with the knowledge of ∆p and the chromaticity of the
machine, ξ, yields ∆Q. It is an interesting exercise to show that a particular relation between m,
Q, η and ξ, leads to a vanishing width of the band at fm (Appendix 3).

There exists today an important literature on diagnostics with Schottky signals. To that
already quoted we add Ref. [46] and, as the most recent and comprehensive one, Ref. [47].

2 . 1 5  Synchrotron radiation

What is a curse for the acceleration of electrons and positrons is a blessing for
diagnostics. Synchrotron radiation [48], similar to Schottky noise, is a fairly ideal source of
information, it is there for the taking (although the taking may be quite expensive).

Despite the subject's great importance for diagnostics [49, 50], we will be brief here,
since it was treated at the same School [51]. Let us just recall two essential features: At
practically all electron synchrotrons the spectrum includes the visible range and the light is
emitted into a very small angle, roughly Eo/E.

For diagnostic purposes, light is extracted from the accelerator and transported to the
measuring equipment by means of various optical elements, such as  windows, mirrors, lenses
and fibres [52]. The receivers are TV cameras, CCDs, photo diodes (single or in an array), etc.
The information drawn may be a simple, but very instructive, TV image on which one can
visually follow the evolution of beam size; it may be a precise profile measurement; it may be a
bunch length measurement with ps resolution which needs extremely fast oscilloscopes or a
streak camera (that's where it gets expensive). Descriptions of such systems are found in Refs.
[53, 54, 55]

In the context of synchrotron radiation, because of the dependence on (E/Eo)4, one
tends to think only of electrons. However, at the highest energies achieved in the last decade or
so, even protons come up against this effect. Not so much yet that it would be a curse, but
some blessing is already there. Synchrotron radiation induced by the abrupt change of field at
the ends of the bending magnets was detected at the 400 GeV CERN SPS and used for profile
measurement [56]. The addition of an undulator [48] provided the necessary enhancement of
emission for continuous profile monitoring of the proton and antiproton beams, when the SPS
was used as a 270 GeV collider [57].

2 . 1 6 LASER Compton scattering

Compton scattering is the exchange of energy between a photon and a moving particle
when they encounter each other, as shown in Fig. 32a. The highest gain of energy for the
photon will occur in a head-on collision, for which the angle α goes towards zero. A photon of
a few eV, in the visible range, encountering a multi-GeV electron or positron, may thus be
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propelled to energies of several GeV.

When one shines LASER light onto an electron beam, the resulting high energy γ will
accompany the beam until the next bending magnet, where they will fly straight on (Fig. 32 b).
By detecting only the γ of highest energies, one selects those which have the same direction as
the electron which they had encountered. One can thus measure the density distribution of the
electron beam, either by scanning the beam with a fine LASER beam, or by illuminating it fully
and evenly.

Fig. 32 a) The mechanism of Compton scattering. b) Shining LASER light on an electron beam
produces high energy γ, which fly straight on at the next bending magnet.

Compton scattering is used with success for the measurement of electron and positron
beam profiles [58, 59, 81]. For proton beams its use is hindered by the fact that the event
cross-section is inversely proportional to the rest mass Eo.

2 . 1 7 Q-measurement

Q, the number of betatron oscillations per revolution in a circular machine, is really a
property of the machine rather than of the beam, although an intense beam, through the forces
which its own charge produces, can influence it. The exact value of Q is of great importance in
modern machines in which beams may be kept circulating for hours while being subjected to
strong non-linear forces, stemming from their own charge or from the second beam in a
collider. Sometimes, variations of Q by a few 0.0001 of an integer decide about the well-being
of the beam.

A straightforward way to measure Q is to let a bunch of particles perform a coherent
oscillation, e.g. by misadjusting injection conditions, and measure the position on all PUs
around the ring for one turn. Subtracting from these readings the previously measured closed
orbit distortion, normalizing to the square-root of the betatron function at each PU and plotting
the result as a function of betatron phase, one obtains a sine-curve, the  frequency of which is
easily judged to 0.05 of an integer. A merit of this method is that it yields the full value of Q.
That is no mean feature, as there have been cases where even the integral part of Q was not as
expected (no names shall be mentioned).

A similar method is to deform the closed orbit by means of a single dipolar bump. The
change in closed orbit, treated as above, yields a sine-curve with a kink at the location  of the
bump [60].

Usually, Q is measured by observing the signal from a single PU which, at each
revolution, records the position of the beam, excited somehow to perform a betatron  oscillation
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(Fig. 33).

Fig. 33  A single PU records the position of an oscillating beam at every revolution.

As an example, Fig. 34 shows in big dots the position of an oscillating bunch on six
subsequent turns. Intuitively, one would draw a sine-curve through the data points and obtain
the one labelled 0.23. However, sine-curves of other, higher, frequencies also pass through the
same data points. Two, labelled -0.77 and 1.23, are shown, but it is true for all frequencies

fm = (m ± Q) frev

where frev is the revolution frequency and m the mode. These are the "betatron sidebands" of
section 2.14 and Fig. 31.

F
ig. 34  Beam position on six subsequent turns and the three lowest-frequency fits.

Analysis of the signal from a single PU can deliver very precise results, to a few 0.0001
of an integer, but says nothing about the value of m. As a consequence, not only the integral
part, [Q], remains unknown, one can also not distinguish between q = Q-[Q] and its
complement 1-q (0.23 and 0.77 in Fig. 34). In order to determine whether q is above or below
0.5, one may change the focusing properties of the machine (e.g. the current in the F and D
lenses) and observe in which direction this shifts the frequencies fm, or one  resorts to one of
the two first-mentioned methods.

The methods using the signal from a single PU are many. They differ in the way in
which the beam is excited and in which the signal is analyzed. Historically, the first method
was to excite a beam by applying an rf voltage to a transverse kicker (a pair of electrode plates,
Fig. 35a). Scanning with the rf generator, one found the frequencies fm at which beam loss
occurred, hence the term "rf knock-out". Today, one does it more gently, by detecting resonant
excitation at harmlessly small amplitudes [61].

Often the beam is excited by a single kick lasting for a fraction of the revolution time
[62], (Fig. 35 b). A filter selects a suitable fm for measurement with a counter, after a delay to
allow the filter transients to die away. In selecting the band fm to be measured, one must
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consider length and shape of the kick, since the "response function" depends on them [63]. As
can be seen in Fig. 36, it may vanish for certain combinations of parameters, and there will be
no signal at the output of the filter.

Fig. 35  Q-measurement. a) RF excitation; a feedback loop may provide lock-on.
b) Application of a single short kick.

Alternatively, one may digitize the raw signal from the PU and obtain the frequencies fm
through mathematical analysis of the data, usually by Fast Fourier Transform, (FFT).

No excitation at all is needed when one observes the Schottky noise, see section 2.14
and Ref. [47].

Further variants are described in Refs. [61, 64, 65].

Fig. 36  Response function (vertical axis) for a rectangular kick, as a function of
fm/frev (left axis) and tkick/trev (right axis).

2 . 1 8 Emittance measurement

Any beam-size measurement on a circulating beam is at the same time an emittance
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measurement by virtue of the relation

ε = a2/β

where ε is the emittance, a the half-width or -height of the beam and β the value of the beta-
function at the place where a is measured. The definition of ε and a is often a source of
confusion and needs to be specified clearly.

On beams circulating in storage rings one can observe the betatron bands in the Schottky
noise. The area of a band is a measure of the rms betatron amplitude and an emittance can be
derived after calibration, e.g. with a scraper, see section 2.13 and Ref. [47].

In transport lines, more than one beam-size measurement is required. For an
unambiguous determination of size and orientation of the emittance ellipse, the beam size  needs
to be known at least at three locations, with known transfer matrices between them and,
optimally, a betatron phase advance of 60˚ [66]. A particularly simple case, as it occurs around
a "waist", is shown in Fig. 37. One might think that, because of the symmetry, two
measurements would suffice. The third measurement is needed however, to verify that a
symmetric situation has indeed been obtained. The most-used device for this purpose is the
SEM-grid (see section 2.5).

Fig. 37  Emittance ellipses at three locations: at a waist and 60˚ in betatron  phase to either side.
Transforming the size-defining lines a1, a2, c1, c2 to location b, defines the emittance
there.

At lower energies, e.g. at the output of a 50 MeV linac, the technique of phase space
scanning can be used [67] (Fig. 38).

One arranges for the beam to be fairly wide in the plane in which the emittance is to be
measured. A slit selects a narrow slice in x, the transverse coordinate. That slice is left to
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diverge over a drift space. Its extension in x' is thus transformed into an extension in x,
measured with a profile detector, e.g. a SEM-grid. Scanning the beam over  the slit by means
of two bending magnets, for every x the extension in x' at the slit is obtained, and the
emittance, whatever its shape may be, can be constructed.

Fig. 38  Phase-space scanning to measure emittance. Above, the basic layout;
underneath, the phase-space situation at the slit and at the profile detector.

2.19 Measurement of energy

In a circular machine with well-known orbit length, the energy may be derived from the
measurement of revolution frequency, either by counting, when the beam is bunched, or from
Schottky scans, when the beam is coasting.

The energy spread, ∆E, of a bunched beam can be inferred from the bunch length,
knowing the rf voltage and the factor η (see section 2.14). For coasting beams it is the width,
∆f, of a harmonic band, together with η which gives ∆E. All this is basic  accelerator physics.

Spectrometers are the evident means to measure the energy and its spread at the output
of linacs.

Let us follow the beam as it makes its way through the set-up shown in Fig. 39. The
axis of the beam, x = 0, shall be the path taken by a particle of central momentum, po. To begin
with, one produces a wide beam, from which a slit selects a small sample (a). After a  drift
space, a D-lens greatly increases the divergence of the sample (b) which, after a further drift
space, permits an F-lens to rotate the sample such that its width is large and  its divergence
small (c). This is the situation at the entrance to the bending magnet. At  its exit we show three
beams : the middle one represents the particles with momentum po;  the one above those with
momentum po - ∆p, more strongly bent; the one below those with  momentum po + ∆p, less
strongly bent; ∆p is shown as the smallest resolved momentum bite. One sees immediately that
for good resolution one needs a small sample emittance ε, a large  beam width w in the bending
magnet and a large angle ϕ :

∆p = ∈
wϕ

which explains what we have done to the beam so far. The separation in x' of the three
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representative beams must now be converted into a separation in x, so that it can be measured.
First, an F-lens introduces a strong convergence (e) and after a final drift space the desired
separation in x is achieved at a profile detector placed there (f). Overall, one might see this as a
highly chromatic imaging of the slit onto the profile detector.

Such spectrometry is relatively easy to perform on 50 MeV protons but becomes
difficult with increasing energy. Not only because the magnets will necessarily be bigger, but,
more basically, because it becomes impossible to make a slit which, on the one hand, is thick
enough to stop the particles outside the wanted sample, and, on the other hand, constitutes a
limit only in x and not in x'.

Fig. 39  Above : Basic layout of a spectrometer. D : defocusing lens, F : focusing lens, B   :
bending magnet. Underneath : the situation in phase space at the six significant
locations a - f.

2 . 2 0 Polarimetry

Sometimes the experimental physicists delight in polarized beams and the accelerator
physicists strive to provide them. A beam is said to be fully polarized, P = 1, when the spin of
all particles in it is pointing in the same direction, up or down. A beam is unpolarized, P  =  O,
when the spins of the particles do not have a preferred orientation,  half of them will be up, the
other half down.

Polarized beams are not easy to produce. Also, polarization may be lost during
acceleration, on so-called depolarizing resonances. P is therefore a quantity to be monitored all
along, from the source until delivery to the physics experiment. As announced in the



27

introduction, this is too specialized a subject for an introductory course. We will just mention
three kinds of methods and refer to the literature.

Firstly, P can be measured in the physics experiment itself, through the asymmetry in
the scattering of the beam particles or in the products of their collisions with target nucleons
[68, 69]. This accurate determination can serve as a calibration for other methods.

Secondly, a thin fibre can be brought into the beam, even into the fringe of a circulating
beam, and the asymmetry in the scattered particles observed (Mott scattering) [69, 70].

Thirdly, the cross section for Compton scattering depends on the polarization of both the
particles and the photons. By shining polarized LASER light onto a circulating beam, P can be
determined [58, 71, 72, 73].

3 . CONCLUDING REMARKS

I would like to conclude with some advice, first on the technical-operational level.

It is important that calibration, automatic or on demand, can be performed remotely and
without interruption to the operation of the accelerator. This applies particularly to beam
transformers and position pick-ups.

Status signals must indicate the good order of a device and permit remote fault
diagnosis.

Diagnostic systems usually rely for data processing and display of results on a small
local computer or are linked to a larger central controls computer. I consider it  important that
the software, which contains the understanding of the measurement and determines the way in
which the desired information is extracted, be conceived, if not  written, by the person who has
conceived the diagnostic device.

Lastly, and this is true for all components of a machine: good documentation is
indispensable for efficient use of the systems and for their maintenance.

In a more general vein, it is no idle advice that before designing the diagnostic
equipment for a machine, one should first acquaint oneself with the machine and its possible
modes of operation and with the properties and behaviour the beam may show under various
conditions. One will take into account not only the "nominal" beam, but also what it might be
like in an early stage, the running-in, of the machine and under abnormal  conditions, when one
is particularly dependent on diagnostics.

One will think of tricky measurements the machine experimenters will want to carry out
in order to further performance and basic knowledge, but equally consider the need for precise,
unfailing and easily perceived information during routine operation.

Often diagnostic equipment is added on at an advanced state in the design of an
accelerator. That is wrong. Diagnostic systems must be included in the design at an early stage,
otherwise only too often one finds that no space is left at the best suited locations, or even none
at all.

Another important aim, when building a new accelerator, is to have a complete set of
diagnostic systems tested and ready for use on the day of first beam. Not only is adequate
equipment with diagnostics essential for an efficient running-in of the accelerator, it is also an
economic investment in terms of time, pain and simply cost of electricity that it helps to save.
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APPENDIX 1

INTERACTION OF BEAM PARTICLES WITH MATTER

Several kinds of detectors rely on the interaction of the beam particles with matter,
gaseous or solid. The effects made use of are :

- ionization of gas (residual or molecular jet),
- "secondary emission" of electrons from surfaces,
- production of light (scintillation; in gases, liquids and solids).

All these effects result from the same basic mechanism, transfer of energy through
Coulomb-interaction from a beam particle to a shell electron, and therefore exhibit a common
functional behaviour.

Consider a beam particle passing close to an atom, at high speed, such that the particle's
direction and the "impact parameter"  b, i.e. the minimum distance  between the particle and the
concerned shell electron (see Fig. 40), change little during the encounter.

Fig. 40  Encounter between a beam particle and a shell electron. F : Coulomb force, b: impact
parameter.

Integrated over the encounter, the longitudinal component, Fs, of the Coulomb force averages
to zero, whereas the transverse component, Fy, does not and will impart a transverse
momentum, py, to the electron :

Fydt = py
−∞

+∞

∫

thus exciting or even ionizing the atom.

From this simple picture we learn the first important fact : electrons are mostly produced
at right angles to the direction of the beam (head-on collisions, for which b is very small, with
forward-produced electrons, are very rare). The distribution of electron energies extends to
very high values, but the bulk of the electrons has energies below 20 eV. On average, a
relativistic proton loses some 100 eV per encounter.

In Ref. [83] there is a beautiful derivation of this process and of the Bethe formula,
describing the rate at which the beam particle loses its energy. In Gaussian units :
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or much simplified

dE
ds

= 4π ZN
z2e4

mβ2c2 ln
2mγ 2β2c2

I
− β2









= const. ρ z2

β2 ln
p2

I








where N atoms/cm3

Z atomic number
I ionization potential
ρ density

} of material traversed

z charge number
β,γ relativistic parameters  }  of beam particle

m electron mass
e elementary charge
c velocity of light

This formula shows us the second important fact, namely the dependence on z2. An ion
with charge z will produce z2 as much light in a scintillator, or as many secondary electrons
from a foil, as a proton of the same speed βc. Seen per charge of the particle, i.e. for the same
electrical beam current, the factor is z.

The third important information is the dependence of dE/ds on the particle's energy.
Figure 41 shows this in the often used definition of "dE/dx", normalized to the density of the
material traversed. For most materials the minimum dE/dx is around 2 MeV/g/cm2.
Characteristic is the sharp increase with decreasing energy (the reason for the so-called "Bragg
peak" at the end of the particle's range), which makes low energy particles much more efficient.

Fig. 41   Typical energy loss of a proton in matter, as a function of  kinetic energy.
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APPENDIX 2

STATISTICAL LIMIT IN PROFILE MEASUREMENTS

Transverse beam profiles are often measured by collecting electrons or photons,
produced by the beam's particles in a gas, from a foil or on a scintillator. The collection occurs
into channels, the width of which is given either by the design or by the spatial resolution of the
device.

When the beam is very weak, one increases the gain of the amplifiers, with the limit
usually seen in the electric noise of the circuits involved. There is, however, a much more basic
limitation due to the finite number of electrons or photons collected and the statistical nature of
their production.

Let us assume that the projection of the beam's 2-dimensional density distribution onto
one plane has a Gaussian shape (Fig. 42), with σ the standard deviation or rms-width.

dn
dx

= 1
2π

e
− x2

2σ2
with

dn
dx

−∞

+∞

∫ dx = 1

Fig. 42  Distribution of a Gaussian profile over channels 0.2σ wide.

Within a certain time interval, which may be the desired measurement time or simply the
time that the beam lasts, the total number of electrons or photons reaching the detector is Ntot.
Let us take a channel width of ∆x = 0.2σ. The 20 channels between x = -2σ and x = +2σ will
collect 0.95 Ntot electrons or photons. Consider the central channel, from x = 0 to x = 0.2σ.
The number it collects is

Nc = 0.083 Ntot

The statistical fluctuation on Nc is Nc  and is also called "sampling fluctuation". As an
example, let us demand a 5% accuracy on the measurement of central density :

Nc /Nc = 0.05 therefore Nc = 400

Since Ntot = Nc/0.083, we need for a "good" profile measurement at least

Ntot = 4800 electrons or photons.

Similar exercises can be carried out for other criteria for a "good" profile measurement,
resulting in specific compromises between spatial and time resolution.
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APPENDIX 3

SCHOTTKY SIDE BANDS OF VANISHING WIDTH

In paragraph 2.14, on Schottky scans, we saw that the spectrum of the signal from a
position-sensitive PU contains the frequencies

fm = (m ± Q)frev mode number : m = 0, 1, 2, ... (1)

These are not lines but rather bands of a certain width ∆fm, because the beam particles do not all
have the same momentum and both frev and Q depend on momentum. With ∆p the momentum
spread of the particles :

∆f m = ∆p
df m
dp

We mentioned the interesting fact that under certain conditions the width of these bands
may shrink to very small values, indeed vanish. This happens when the dependence of frev and
the dependence of Q on momentum (the chromaticity) just cancel each other, so that dfm/dp =
0. Differentiating Eq. (1) with respect to momentum p :

 
df m
dp

= m ± Q( ) df rev
dp

+ f rev
d m ± Q( )

dp
(3)

= m ± Q( ) df rev
dp

± f rev
dQ
dp

(4)

We introduce the chromaticity ξ = dQ
dp / p

(5)

and the relation η = df rev / f rev
dp / p

(6)

η is a function of energy, γ = E/Eo, and of the transition energy γtr, a property of the machine
lattice :

η = 1

γ 2 − 1

γ tr
2







(7)

Inserting Eqs. (5) and (6) into Eq. (4) :

df m
dp

= m ± Q( )η ± ξ[ ] (8)

which will be 0 when (m ± Q) η = m ξ (9)

or (m - Q) η = ξ. (10)

When condition (10) is fulfilled, the width ∆fm of the betatron band will vanish.
Looking for that line in the spectrum and knowing η , one obtains the chromaticity ξ (or vice
versa).
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Abstract
A tentative survey of positron sources is given.  Physical processes on
which positron generation is based are indicated and analyzed.
Explanation of the general features of electromagnetic interactions and
nuclear β+ decay makes it possible to predict the yield and emittance for
a given optical matching system between the positron source and the
accelerator.  Some kinds of matching systems commonly used – mainly
working with solenoidal field – are studied and the acceptance volume
calculated.  Such knowledge is helpful in comparing different matching
systems.  Since for large machines, a significant distance exists
between the positron source and the experimental facility, positron
emittance has to be preserved during beam transfer over large distances
and methods used for that purpose are indicated.  Comparison of
existing positron sources leads to extrapolation to sources for future
linear colliders.  Some new ideas associated with these sources are also
presented.

INTRODUCTION

In recent years, there has been increasing interest in the use of high intensity positron
beams in storage and collider rings.  With the advent of linear colliders such as SLC or others
presently under study, more stringent conditions are imposed on positron intensity and
emittance.

Positron beam intensity and emittance are strongly related to the methods of production
and collection.  Positron generation by electromagnetic interaction or nuclear β+ decay present
different features which will be analyzed.  Thermic processes in the target have also to be
considered.  However, knowledge of the positron production rate is insufficient to calculate the
actual beam intensity which is also dependent on collection devices and, obviously, on linac
acceptance.  Positron emittance is mainly determined by the converter and the matching system.
Very often, longitudinal (∆Ø, ∆E/E) and transverse (x,x';  y, y') emittances have to be reduced
to deal with storage ring injection requirements or linear collider interaction point conditions.
Beam transport and trajectory control are of particular importance in ensuring that the intensity
and emittance of the beam are protected from the effects of wakefields.  Some comparisons
between existing e+ sources will lead to predictions of yields, emittance and the feasibility of
positron sources for linear colliders.

1 . PHYSICAL PROCESSES ASSOCIATED WITH POSITRON 
PRODUCTION

Two kinds of physical processes are generally considered for positron production:  the
electromagnetic interaction of a photon with the Coulomb field of the nucleus with consequent
pair production, and the weak interaction occuring in nuclear β+ decay.  Coherent pair
production in a strong electromagnetic field using a very high energy electron beam could also
be foreseen in some particular cases (cf. 2).



1 . 1 Electromagnetic interaction [1]

Charged particles traversing a target lose energy by radiation and collision.  The energy
lost by collision is used in atom excitation and ionization leading to secondary electron emission
and is hence essentially dissipated.  This represents the main contribution to heating processes
in the target.  The energy lost by radiation – Bremsstrahlung – is distributed among the
secondary photons whose energy can reach the primary electron energy.  The created photons
interacting with the nucleus, and in a weaker manner with the peripheral electrons, undergo
materialization with subsequent pair creation.  The Compton effect could also occur by elastic
collision of the photons with electrons.  The electron pairs radiate photons and are then
transformed into other pairs, the energy of the created electrons decreasing at each step.  Such a
process is called a cascade shower (Fig. 1).  Electromagnetic showers can be initiated by high
energy photons as well as by high energy electrons.

Fig. 1  Electron generated cascade shower

Fig. 2  Fractional energy losses by collision and Bremsstrahlung (from B. Rossi, Ref. [1])



Bremsstrahlung, pair creation, ionization and Compton effect are not the only processes
encountered.  Among others, multiple Coulomb scattering is of some importance since it mainly
determines the lateral spread of the shower.  The relative importance of these various
phenomena may be examined by comparing their cross sections.  We present in Fig. 2 the
losses by Bremsstrahlung and collision processes.  For positron production, pair
materialization of photon – directly impinging on the target or radiated by the incident electrons
– is the essential phenomenon.  The Bremsstrahlung differential cross section is given by [2]:

dσBrem Z,E0,k
dk

 = 
A'Z,E0 re2 α  Z Z + ξ Z

k
  

x { 1 + E/E0
2  φ1 δ  – 4

3
 ln Z – 4 fc Z  if E0 > 50,0

(1.1)

– 2
3

 E/E0  φ2 δ  – 4
3

 ln Z – 4 fc Z  if E0 > 50,0 }
where E0 is the incident electron energy in  MeV

α = 1/137
re, electron classical radius
k, photon energy in MeV
E, electron energy in MeV
Z, target material atomic number

δ = 136

Z1/3 ⋅ km
E0E

ϕ1 (δ) and Φ2 (δ) are the screening functions
fc (Z) is the Coulomb correction term (Davies, Bethe, Maximon)
m is the electron rest energy in MeV.

The pair production cross section is given by

dσpair Z,k,E+

dE+
 = 

Ap
' Z,kre2 α  Z Z + ξ Z

k3
  

x { E+
2  + E–

2  φ1 δ  – 4
3

 ln Z – 4 fc Z  if k > 50,0
(1.2)

+ 2
3

 E+E–  φ2 δ  – 4
3

 ln Z – 4 fc Z  if k > 50,0 }
where E+ and E– are the positron and electron energies respectively

ξ = l n (1440 Z–2/3) / l n ( 183 Z–1/3)

δ = 136

Z1/3 ⋅ km
E+E-

We may notice that Bremsstrahlung and pair production cross sections are a rapidly
increasing function of the material's atomic number.  For this reason tungsten (74) and tantalum
(73) are good candidates for positron converters.



1.1.1  Some methods for shower analysis

Analytical as well as numerical analysis have been extensively used to study positron
generation.

1.1.1.1  Analytical approaches

Since angles of emission of secondary electrons and photons at high energies are quite
small in low Z elements, the electron scattering is also small and the electromagnetic cascade
shower is developed in the direction of the incident particle.  This allows the longitudinal
shower development and the lateral spread to be treated as two separate problems.  For higher Z
materials this assumption remains valid only for the more energetic secondary particles.
Nevertheless, it constitutes a convenient approach and the following approximations can be
built on this basis:

A) considers only Bremsstrahlung and pair creation.
B) improves the former taking into account the ionization losses at a constant rate, and
C) uses more precise cross section evaluations regarding B and takes into account the 
    Compton effect [1].

Two quantities are relevant to positron production in the longitudinal direction:  the
position of the shower maximum and the number of secondary particles (e+ and e–) at this
maximum.  Both are derived using approximation B.

The position of the shower maximum is given by [1]:

Tmax
e–

 = 1.01l n E0/ε0  –1  (1.3)
for a primary electron

where E0 is the incident electron energy

ε0 the material critical energy (energy at which radiation losses and collision losses are almost
identical), and

Tmax
γ  = 1.01  ln E0/ε0  – 1

2
 

(1.4)
for a primary photon.

The number of secondary particles at shower maximum is given by [1]:

Πmax
e–

 = 0.31
l n E0/ε0  – 0.37 1/2

 . E0
ε0 (1.5)

for a primary electron, and

Πmax
γ  = 0.31

l n E0/ε0  – 0.18 1/2
 . E0

ε0 (1.6)

for a primary photon.
These formulae clearly show the importance of using high energy incident particles.

However, they give values which are too optimistic (see Figs. 3 and 4) compared with more
exact calculations and especially the Monte Carlo simulations by Crawford and Messel [3,4].



Fig. 3  Shower maximum position variation with incident energy (lead).  Cut-off energy E is
indicated (from R. Chehab, Ref. [4]).

Fig. 4  Number of secondary particles at shower maximum (lead).  Cut-off energy E is
indicated (from R.  Chehab, Ref. [4]).

Most of the lateral spread features are due to multiple scattering.  If we consider a
parallel and infinitely narrow beam of particles impinging on a thin plate – so as to neglect the



energy losses – we can describe the distribution of the secondary particles (in the y – θy plane)
by the Fermi function [1]:

P(z,y,θy) dy dθy = 2 3
π  . 1

θs
2 z2

 exp – 4
θs

2

θy
2

z  – 
3yθy

z2
 + 

3y2

z3 (1.7)

where θ2;s  represents the mean square angle of scattering defined by:

θs = 15
E

 z
X0

1.1.1.2  Monte Carlo simulation

When considering transport by magnetic lenses of positrons collected from the source,
we are concerned with low energy positrons (some MeV).  Moreover, use of high Z materials
to improve pair creation leads to important electron scattering and hence to the lengthening of
the particle path.  Longitudinal development and lateral spread can no longer be separated.
Monte Carlo calculations provide a more consistent approach to the problem due to more
precise and complete analysis and from these Crawford and Messel tables [3] and EGS code [2]
provide a good description of the problem.  We shall use here mainly EGS results – and also
GEANT [5] for some applications – for a positron source excited by an electron or a photon
beam.

We may characterize a positron source by its density d3n/dE dr dΩ where E, r and Ω
represent respectively the energy, radial distance to the axis and solid angle of emission of the
emitted positron.  Such a density may be determined at the converter exit using EGS code.  To
calculate the optimum thickness of the converter, we make use of the "Transition curve"
(Fig. 5) which gives the variation of the number of secondary particles with the penetration
depth of the material.

Fig. 5  Transition curve for 1 GeV incident electron (lead).  Cut-off energy E is indicated (from
R. Chehab, Ref. [4]).



Positron density and, more generally, positron emittance in the six-dimensional phase
space [x, dx/dz;  y, dy/dz;  ∆φ , ∆E] may be represented – in a restrictive manner – by the
following curves:

– Positron energy spectrum (Fig. 6)
– Radial distribution (Fig. 7)
– Angular distribution (Fig. 8).

Given an acceptance volume v defined by the limits:

Emin, Emax  ; rmax ; θmax

we can write for the positron yield

n+ = n0   d3 n
dE dr dΩ

v

 dE dr dΩ
(1.8)

where no is the total number of positrons produced by one incident electron or photon and dΩ
is the elementary solid angle defined by

dΩ = 2π sinθ dθ.

Fig. 6  Positron energy spectrum



Fig. 7  Positron radial distribution

Fig. 8  Positron angular distribution

Such an expression can also be written as:

n+ = n0  
Emin

Emax

 
0

rmax

 
0

θmax

 fE (E) fr (r,E) fθ (θ,E) 2π sin θ dθ dr dE (1.9)

where fE, fr, fθ are the distribution functions which can be derived from EGS simulations.



Nota : A more appropriate calculation should take into account the distribution in
transverse momentum – which can be derived from EGS – instead of the angular distribution.

1.1.2  Thermic processes and radiation problems

Energy losses by ionization lead to thermal heating of the target while photons as well as
secondary particles (e+ and e–) created in the target and not collected by the optical system
produce a large amount of radiation.

1.1.2.1  Thermal heating

The thermic behaviour of the converter depends upon the electron beam intensity,
dimensions, pulse width and repetition rate as well as the physical properties of the material.  A
basic quantity is represented by the fractional energy absorption per cm3:  1/E0 . dE(r,z)/dv
which can be obtained from shower codes such as EGS.  We can also use the energy
deposition per unit lengh in the target:  1/E0 . dE/dz where E0 is the incident electron energy.
In Fig. 9, we show an example for this last quantity calculated for a tungsten target receiving a
2 GeV electron beam.  We notice that most of the energy is deposited in the last fraction of the
converter.

The pulse temperature rise is given by:

∆tp = N E0
ρ Cp

 . 1
E0

 . dE
dv (1.10)

where ρ is the material density

Cp its heat capacity
N is the number of particles per pulse.

For a given peak intensity, this quantity grows linearly with the pulse width and
inversely as the square of the beam diameter.

Fig. 9  Fractional energy absorption per unit length for 2 GeV electron
For a target of cylindrical geometry, the steady state temperature rise is given by [6]:



Q
⋅

(r) = ν N E0 
1
E

 dE
dv

0

r

 2πr dr = kt 2πr dT
dr

(1.11)

where ν is the pulse repetition rate

kt is the thermal conductivity.
1
E

dE
dv

 may be smoothed with a regular function and the expression (1.11) easily

integrated.

Fatigue of the material may arise from stresses caused by thermal pulses.  For a disk
heated symmetrically about its centre, and uniformly throughout its thickness, the stresses are
given as functions of the radius by [7]:

σr1
 =  τ Ey 1

R2
 T r  r dr – 1

r1
2
 T r  r dr

0

r1

0

R

σz1 =  τ Ey – T r  + 1
R2

 T r  r dr + 1
r1
2
 T r  r dr

0

r1

0

R

(1.12)

where R is the disk radius

T(r) is the temperature at any point a distance r from the centre, minus the temperature of
the coldest part of the disk

τ is the coefficient of thermal expansion

Ey is the Young modulus.

For T(r), we can take the pulse temperature rise ∆tp.  In the expression (1.10), the
quantity 1/E0 . dE/dv is a decreasing function of r and, therefore, also ∆tp.  Thus the maximum
stresses (at the hot central core) are given by:

σr = σz = – 
τ Ey ∆tp 0
2 1 – νp

(1.13)

where νp is the Poisson Ratio ( 0.25 ÷ 0.30).

1.1.2.2  Radiation problems

In addition to the thermic problems, the large amount of radiation produced in the
vicinity of the target constitutes one of the main difficulties of the classical positron sources.  It
leads to induced radioactivity in surrounding components, cooling water and air [8].
Radionuclides in the target, its metallic support (copper), the cooling water and the air are to be
considered.  Moreover, ozone formation increases with the beam power.  Thus adequate
shielding and efficient ventilation must be provided in the vicinity of the target.

1 . 2 Nuclear ß+ decay [9]



Most of the radioactive positron sources make use of (pn) or (nγ) reactions to produce
positron emitting isotopes.  Suitable isotopes are listed in Table 1 and some reactions presented
in Table 2.  They can be created in a nuclear reactor or in a plasma.  We shall take as examples:

– the production of Cu64 isotopes by thermal neutron capture of Cu63 in a nuclear reactor
– the creation of protons as projectiles in a DHe

3  reaction in a fusion facility.

1.2.1  Cu64 decay

The reaction giving the desired isotope is:

Cu63 + n → Cu64 + γ

and Cu64  → Ni
64 + β+ + ν, (1.14)

ν being a neutrino.

The rate of positron production is given by [10]:

d
dt

 n+  = γ64 . σΦ . V. N (1.15)

Table 1
Suitable positron-emitting isotopes (from E. Ottewitte, Ref. [10])

Isotope τ β+/dis    β+ Production
Reaction

Na22 2.6y 0.89 0.54 Mg24 (d, α)
Al26 7.4x105y 0.85 1.17 Mg24 (d, γ)
Co55 18.2h 0.60 1.50,1.03,0.53,0.26 Fe12(p,2n)
V48 16.2d 0.56 0.69 Ti48(p,n)
Ni57 36h 0.50 0.85,0.72,0.35 Ni58 (p,pn)
Sr83 33h 0.50 1.15 Sr84 (p,pn)
Y86 14.6h 0.50 1.80,1.19 Sr86 (p,n)
Br76 17.2h 0.44 3.57,1.7,1.1,0.8,0.6 Se76 (p,n)
Nb90 14.6h 0.40 1.51,0.66 Zr90 (p,n)
Mn52 5.7d 0.35 0.58 Cr52 (p,n)
Ge69 40h 0.33 1.22,0.61,0.22 Ga69 (p,n)
As71 62h 0.30 0.81 Ge72 (p,2n)
As72 26h 0.30 3.34,2.50,1.84,0.67,0.27 Ge72 (p,n)
I124 4.5d 0.30 2.20,1.50,0.70 Te124 (p,n)
As74 17.5d 0.29 1.53,0.92 Ge74 (p,n)
Zr89 79h 0.25 0.91 Y89 (p,n)
Co56 77d 0.20 0.44,1.50 Fe56(p,n)
Cu64 12.8h 0.19 0.65 Cu63 (n,γ)
Rb84 33d 0.17 1.63,0.82 Sr86 (d, α)
Co58 71d 0.15 0.47 Ni58 (n p)



Table 2
Some (p,n) reaction producing ß+ (from J. Dawson, Ref. [11])

D + 3He→4He + p (14.7 MeV)

1. p + 11B → 11C + n (ET = 2.76 MeV)
11C → 11B + e+ (τ1/2 = 20 min.)

2. p + 13C → 13N + n (ET = 3 MeV)
13N → 13C + e+ (τ1/2 = 10 min.)

3. p + 15N → 15O + n (ET = 3.53 MeV)
15O → 15N + e+ (τ1/2 = 2.03 min.)

4. p + 17O → 17F + n (ET = 3.55 MeV) σ ≈ 200 mb
17F → 17O + e+ (τ1/2 = 66 sec.)

5. p + 18O → 18F + n (ET = 2.45 MeV)
18F → 18O + e+ (τ1/2 = 1.87 hr.)

6. p + 19F → 19Ne + n (ET = 4.03 MeV)
19Ne → 19F + e+ (τ1/2 = 18 sec.)

7. p + 26Mg → 26Al + n (ET = 5.01 MeV)
26Al → 26Mg + e+ (τ1/2 = 6.5 sec.)

8. p + 22N → 22Na + n
22Na → 22Ne + e+ (τ1/2 = 2.6 years.)

where γ64 is the β+ branching ratio (β+/ disintegration)

σ, the cross section for β+ emitter production

Φ, the thermal neutron flux
V, the target volume
N, the target atom density.

Examination of this formula shows, as already pointed out by E. Ottewitte, that
significant improvement can be obtained by increasing the thermal neutron flux and the target
volume.  The most serious limitation is that due to the rate at which heat can be removed.

1.2.2  Fusion process [11]

We can consider the reaction

d + He3 → He4 = p 14.7MeV (1.16)
If the plasma is seeded with B11 or C13 to produce the reactions



p + B11 → C11 + n
C11 → B11 + β+ + ν,

we obtain a positron beam.

2 . PRESENTATION OF SOME POSITRON SOURCES

We present here some typical positron sources involving electron-generated and photon-
generated electromagnetic showers, together with some details of radioactive positron sources.

2 . 1 Electron-generated positron source

Positron sources used in present day accelerators are generated by a linac electron beam.
The increasing positron yield with electron energy leads to the use of very energetic electron
beams, and linear colliders are now constructed or planned with multi-GeV incident electron
beams on the converter.

We already showed that positrons produced with an electron beam are emitted with a
wide energy spectrum, large angles and lateral dimensions as small as those of the impinging
electron beam.  As new electron sources could provide small emittance beams, lateral electron
beam dimensions on the target are greatly dependent on the energy spread of the electron beam.
This energy dispersion leads to an enlargement of the beam dimensions in the chromatic
quadrupole channel preceeding the target.  Wakefields in the electron linac of the positron
source give the main contribution to the energy dispersion.  This induces some limitation on
incident electron beam intensity.  A possible scheme for an electron generated positron source is
represented in Figure 10.

F
ig. 10  Electron generated positron source
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C - Converter

2 . 2 Production of positrons using electromagnetic radiation

Instead of using very high energy electron beams on thick targets, which require a very
important amount of power, we could use photons – coming for example from an undulator –
to generate positrons by pair production in the target.  The radiation of high energy electrons in
the undulator is mainly concentrated in small angles relative to the electron velocity direction.
This feature makes the method attractive for small emittance positron sources.  We shall
consider here two kinds of undulatory radiations for creating photons:

– in a helical undulator
– by electron channeling in a crystal.

Besides these methods, a mention is also made of a positron source using a powerful
laser.



2.2.1  Production of positrons with photons from a helical undulator

Experiments using polarized particles are necessary in order to study the details of the
interaction of high energy particles in the range of 100 GeV and above.  This has led to serious
interest in high intensity sources of polarized particles, especially positrons.  One study has
been initiated at Novosibirsk (Russia) for the VLEPP project [12] where the conversion system
enables e+e– pairs, both polarized, to be obtained.  The basic idea of the system is to use
circularly polarized photons produced in a helical undulator by high energy non-polarized
bunches of electrons coming from a linear accelerator.  The main advantages of such a system
are the circularly polarized photons which generate longitudinally polarized positrons, and the
lower thermal effects in the converter due to the fact that the electron beam is not striking the
target.

The large amount of photons and the relative low thermal effects make this solution
attractive also for a source without polarization selection.

2.2.1.1  Photon and positron generation:  an approach

The transverse periodic helical magnetic field of constant magnitude is produced on the
axis of a double-helix-wound bifilar magnet with equal and opposite curents in each helix [13].
The orbit of the high energy electron in the helical magnetic field B is a helix having the same
period, λw, as the field.  The radius is given by:

b = λw
2πρ

2
 ρ 1– λw

2πρ
2
 

 –1/2
(2.1)

with ρ = γβmc2/eB, and where β and γ are the normalized velocity and energy.

a) Physical parameters used in the text

b) Lay out of a positron source using a magnetic undulator

Fig. 11  Generation of positrons with photons from a helical undulator

Synchrotron radiation is emitted in a conical angle of θ ~ 1/γ around the electron
direction of motion (Fig. 11a).  If the electron energy is very high and the number, N, of
periods in the undulator very large, we have for paraxial photons a spectrum consisting of a
narrow-peak at:



λ  = λw

2γ2
 1 + K2 (2.2)

where γ is the relative electron energy,

and
K = λwe B

2π mc
(2.3)

The energy bandwidth is about 1/N and obviously depends on the angular divergence of the
electron beam which must be restricted to:

θmax = γ N  –1 (2.4)

For K = 1, we get for the peak energy of the photons:

Eγ =
2π/hcγ 2

λw

For any K value, we get:

Eγ =
4π/hcγ 2

λw 1 + K2( )
(2.5)

the rate of energy loss by radiation being [14]

Pγ = 2
3

 rec

mc2 3
 E2 F⊥

2
(2.6)

where E is the electron energy and F⊥  = e c B.

We get for the total radiated energy of an electron:

∆w = 8
3

 π2 re mc2 
γ2 K2N

λw
(2.7)

So, the corresponding number of photons is [15]:

Nγ = 2
3

πre
mc2

/hc
K2 1 + K2( )N

or

Nγ = 2
3

παΚ2 1 + K2( )N (2.8)

where α = 1/137.

Ex : For a 100m undulator with a periodic length λw = 1cm, an electron of 100 GeV energy
generates 250 photons of 5.3 MeV.



The positron yield is given by :

η+ = Nγ n+ (2.9)

where n+ is the number of positrons accepted by a given system expressed by:

 n+ = n0  fE E  fr r,E fθ θ,E dE dr 2π sin θ dθ (2.10)

where n0 is the total number of positrons generated by an incident photon on the target, fE,fθ
and fr being given by EGS simulations as in the electron generating case.  The limits of
integration are given by the acceptance parameters of the matching system.  A scheme of the
positron production using this method is given in Figure 11b.

Ex : For a 0.2 Xo thick tungsten target, 5.3 MeV photons generate positrons with a
yield of 8.10-3 e+/γ.  We get then 2 e+/e– as total yield.  Acceptance limitations significantly
lower this value.  To get higher e+/e– yield values one has to increase the electron beam energy
and/or increase the undulator length.

2.2.1.2  Wiggler radiation based schemes

Exact calculations of photon yield and spectrum are somewhat more complicated.
Actual schemes using intense wiggler radiation are under study.  Linear collider projects
requiring polarized positrons (VLEPP) concentrated on optimization so as to obtain a high
degree of longitudinally polarized positrons.  The latter depends essentially on the average
circular polarization of the photons and on the energy interval of the collected positrons.
Extended calculations [16, 17] showed that:

– maximum polarization must be observed near the maximum emitted positron energy,
– optimization aiming to collect a high amount of polarized photons, close to their maximal
energy, leads to angular selection of the photons.  A characteristic angle is then defined as: [16]

γθ = 1 + K2 1/2

3
which corresponds to the optimal aperture for this purpose.  Wiggler parameters (B, λw ,N),
distance between it and the target, photon collimation and converter thickness are then chosen
so as to realize the required conditions.

If polarization is not required [18] wiggler length could be shorter and angular
separation is less critical.

2.2.2  Positron source generated by photons from channeled particles

Instead of generating high energy photons by synchrotron radiation in a wiggler, we can
make use of the atomic potentials in a crystal.  Photon emission processes or pair creation in the
crystal generated by incident particles (e– or γ) propagating in the vicinity of the crystal axis,
present different features than those of the classical interaction of incident particles with an
amorphous medium, provided the angle of incidence of these particles is smaller than a critical
angle:

θc =
2V0
E0 (2.11)



where E0 is the particle energy,
V0 is the potential given by the atomic rows.

The particles undergo collective interaction with some subset of regularly situated atoms
in the crystal lattice (Fig. 12).

Fig. 12  Electron channeling in a crystal.  This drawing is considerably exagerated.
 Oscillations of channeled particles occur with wavelengths of thousands of lattice spacings.

Incident particle trajectories in the crystal are very similar to those in a magnetic wiggler
with a periodicity several times the atomic separation distance.  This atomic wiggler presents
high levels of photon production which can be used to generate positrons via pair creation in an
amorphous target.  However, pair creation in the crystal demands very high energy levels
(more than 50 GeV) to exceed the classical Bethe-Heitler cross sections in the amorphous
medium.  Nevertheless, this method of producing positrons could be interesting provided that
thermic and radiation effects using high intensity incident beams do not affect the crystal
structure.

Extensive simulation analysis using GEANT code was undertaken aiming at a positron
source associating a crystal [Si, Ge, W) to an amorphous target [19, 20].  Results showed that
a large amount of soft photons – much higher than with classical Bremsstrahlung – could be
created (Fig. 13).  These photons are more interesting for positron production leading to yield
enhancement factors close to 5 in the energy range 2-20 GeV, for targets having the same
overall thickness.

A proof of principle experiment is under development at Orsay with a tungsten crystal
oriented on its <111> axis and a 2 GeV electron beam [21].

Pair creation in strong fields may also be considered.  Coherent pair production in
crystals using high energy photon beams (E < 150 GeV) has already been measured at CERN
with a germanium crystal oriented on its <110> axis.  Enhancements up to 8 times the classical
Bethe - Heitler (BH) cross section were found at maximum energy (150 GeV) [22].  Such
results could be met at lower energies for tungsten crystals for which the energy threshold to
overcome BH cross section is significantly lower than for germanium.



Fig. 13  Photon spectrum for incident electron energy of 20 GeV.
Tungsten on <111> axis – 1 mm thickness

2.2.3  Positron source using electron-laser interaction

A method recently proposed [23] consists of sending a powerful UV laser beam
(10J ; 0.5ps) on a high energy electron beam (500 GeV).  Electrons and laser light are counter
moving;  energetic photons and pair creation are then provided following the relations:

e– + hω  → e– + γ
γ + hω → e+ + e–

The electron trajectory in the laser field-circularly polarized is a helix.  Energetic photons
are coming out by synchrotron radiation or Compton scattering.  Positron energy could be quite
large (2-3 GeV) and emittance smaller than that of the drive beam.  A free-electron laser could
also be foreseen to provide high power radiation.

2.3  Radioactive sources

We shall take as an example of a radioactive source that designed for the BNL
experiment [10] which uses the Cu64 decay.  In this case the rate of positron production
(Eq.  (1.15)) is :

d
dt

n+( ) =  0.19     x     3.6 x 10-24  x 8 x 1014  x 
1

16
     x     0.075 x 1024      x      0.8

                                                                                                                                 

         ß+     σ63φ                    V N       after some
  irradiation period

i.e. ,

d
dt

n+( ) = 2.1 x 1012 e+/s.



Higher e+ fluxes have been obtained by test reactors e.g. INEL/ATR (Idaho National
Engineering Laboratory, US Navy) with more than 1017 e+/s.  These reactors require large
irradiation volumes to perform multi-magnitude increase in positron production.  Thus, the
INEL/ATR has nine large channels presenting a total irradiation volume of 2.6 x 104 cm3:  such
a facility allows more than a factor of 5 in magnitude improvement of the positron production.

As mentioned before, e+ rate improvement using larger source volumes poses two
difficult problem :

– how to transform from a large, voluminous positron source into a compact beam
– increasing the volume may lead to self absorption, so a limitation on thickness exists.

3 . POSITRON COLLECTION:  THE MATCHING SYSTEM

The characteristic emittance of the positron source at the converter – large angles, small
lateral dimensions – has to be transformed into small angles, large lateral dimensions, so as to
fit  with the accelerator acceptance.  The choice of the matching device is therefore dependent
on:

– the expected positron yield
– the allowed energy dispersion.

Two kinds of matching devices are now mainly used on positron accelerators:

– narrow-band systems such as the quarter-wave transformer
– large-band systems such as the adiabatic device.

Other kinds of matching devices such as the lithium and plasma lens may also be used.

3.1  Matching devices using a solenoidal magnetic field [4, 24]

3.1.1  The solenoidal magnetic field

Due to the cylindrical symmetry of the solenoid about the z axis, the only non-zero
component of the potential vector   

r
A  in cylindrical coordinates (r, ø, z) is:

Aø = r
2

 B z  – 1
16

 r3 d
2B

dz2
(3.1)

The Lagrangian,

L = – m0c2 1 – v2 / c2 – V – A. v  

may be expressed in these coordinates as;

L = – m0c2 1 – 
r⋅2 + r2 φ⋅ 2 + z⋅ 2

c2
 – e V – r2φ⋅   B

2
 . (3.2)

Conjugate variables (q, p) are defined by:



p = 
∂L
∂q

 . (3.3)

We can therefore observe that the absence of φ in the expression of L gives

pφ = constant

which expresses the invariance of the angular momentum.

The transport matrix of the solenoid can be represented in the following way.  The
Lagrange equation:

 d
dt

 . 
∂L
∂qj

 – 
∂L
∂q

 = 0 (3.4)

gives with cartesian coordinates:

d
dz

 P dx
dz

 – eB
2

 y  = eB
2

 
dy
dz

 

(3.5)

and d
dz

 P 
dy
dz

 + eB
2

 x  = – eB
2

 dx
dz

 

where P represents the scalar momentum.

A convenient way to handle the particle dynamics in a solenoidal magnetic field is to
transform these coordinates into ones (ξ, η) with a rotation angle given by the Larmor angle

χ = eB
2P

 dz.
0

z

(3.6)

Such a transformation is represented by:

ξ
p

ξ

η

pη

 =    

cos χ
0

0
cos χ

sin χ
0

0
sin χ

– sin χ
0

0
– sin χ

cos χ
0

0
cos χ

 

x
p

x

y

p
y

    (3.7)

The equations of motion are then:

pξ
'  = d

dz
 Pξ '  = – eB

2
2
 . 

ξ
P



pη'  = d
dz

 Pη '  = – eB
2

2
 . 

η
P

 .
(3.8)

Motions for ξ and η are decoupled and can be handled separately.  The equations (3.8) may be
written:

ξ" +   P
'

P
 ξ ' +  eB

2P
2
 ξ = 0

η" +   P
'

P
 η ' +  eB

2P
2
 η = 0

(3.9)

For a constant field B, and in the absence of an accelerating field, these equations are
those of a classical harmonic oscillator of constant frequency eB/2P.  The transformation matrix
is then, in the (ξ, pξ) plane for example,

ξ

pξ
 =  

cos χ 2
eB

 sin χ

- eB
2

 sin χ cos χ
 

ξ0

pξ0
(3.10)

We can associate with the variables (ξ, pξ) and (η pη), the Hamiltonians:

H1 = eBc
4P

 eB
2

 ξ2 + 2
eB

 pξ
2

H2 = eBc
4P

 eB
2

 η2 + 2
eB

 pη
2

(3.11)

If we define a frequency ω = 
ebc
4πP

, the quantity:

H
ω = π eB

2
 ξ2 + 2

eB
 pξ

2 (3.12)

is an adiabatic invariant of the motion.  So, we can write:

eB
2

2
 ξ2 + η2  + pξ

2 + pη
2  = constant

Coming back to the variables [x px ; y py], we may writ :

eB
2

2
 x2 + y2  + px

2 + py
2  = constant (3.13)

This relation holds everywhere in the solenoid.  It represents the equation of a
hyperellipsoid in the phase space [x px ; y py].  The volume comprised in this hyperellipsoid is
constant [Liouville Theorem].



3.1.2  Narrow-band system:  The quarter-wave transformer (QWT)

This system is widely used in positron accelerators.  It is made from a short lens with a
high magnetic field and a long solenoidal magnetic field extending over several accelerating
sections [25].  Such a field profile is represented in Figure 14.  The most recent versions of this
device use a short pulsed lens with a high magnetic field just after the converter in the vacuum
chamber (DESY [26], Frascati [27], LEP [28], KEK [29].

We can associate with the transport matrix of the system – which is symplectic – a
quadratic form:

Fig. 14  Field profile of the quarter-wave transformer
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eB2
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B2

2
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 + 2
eB1

2
  sin 2χ1 + 2

eB2

2
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 + 2
eB1

  sin χ1 cos χ1 1 – B1
B2

2
 X0

* Px0 + X0 Px0
*

where X = x + iy,          PX = px + ipy

X* and Px
*  are the conjugate values,

χ1 represents the Larmor angle followed by the particle in the first lens.
We may observe that:

e B2
2

2
 XX* + PX PX

*  = e B2
2

2
 x2 + y2  + px2 + py2  = C, (3.15)

C being a constant.
A positron emitted on the converter with a scalar momentum P0 and phase space

coordinates X0 and PX0 can be transmitted at the end of the (long) solenoid only if:



XX* ≤ a2 (3.16)

where a represents the iris radius of the accelerating cavities.  This condition implies:

C – 2
eB2

2
 PX PX

*  ≤ a2

or in cylindrical coordinates,

C – 2
eB2

2
 pr

2 + 
pφ

2

r2
 ≤ a2

which gives the value of

C = a2 + 2
eB2

2
 . 

pφ2

a2
 . (3.17)

The set of points in the phase space which satisfy the condition (3.16) constitutes the
acceptance volume of the system.

We may write, using the cylindrical coordinates (r, φ, pr, pφ), and for χ1 = 
π
2'

 the

quadratic form corresponding to the acceptance figure:

B1
B2

2
. r0

a
2
 +

pr0

eB1a
2

2
 +  

pφ0

eB1a2

2

2
 1

r0
a

2
 - 1

B2
B1

2
 = 1. (3.18)

We may define [30]

r0
a  = ρ,          

pr0

eB1a
2

 = ζ,        
pφ0

eB1a2

2

 = Φ

Equation (3.18) then becomes:

B1
B2

2

 ρ2 + ζ2 + Φ2 

1 – 
B1
B2

2

 ρ2

ρ2
 = 1.

(3.19)

Integration of the volume comprised in the hyperellipsoid gives:

V  = 2π2 eB1 a2

2

2
 1 – B1

B1
 
2
 ρ2  ρ d ρ.

0

ρmax

(3.20)



However, integration is feasible only if:

ρ = r0
a  ≤ B2

B1
 . (3.21)

This condition defines the radial acceptance of the system.  Then, we obtain:

V  = 2π2

3
 eB2a2

2

2
(3.22)

Therefore, the acceptance volume expression of the quarter-wave transformer calculated
for χ1 = π/2', i.e. for particles with a half helical period in the short lens, has a close
dependence on the radius of the iris as well as on the strength of the solenoid magnetic field.

The total acceptance of the system is obtained if we evaluate the contributions from the
particles emitted at the converter in the whole energy spectrum, i.e for any χ1.  In this case, the
hyperellipsoid equation is given by [4]:

cos 2χ1 + B1
B2

2
 sin  2χ1  r0

2 + 2
eB1

2
sin  2χ1 + 2

eB2

2
 cos2χ1  pr0

2 + 
pφ0

2

r0
2

 

+ 4
eB1

 sin χ1 cos χ1 1 – B1
B2

2
 r0 pr0 = a2 + 2

eB2

2
 
pφ0

2

a2
(3.23)

Integration of the volume comprised in the acceptance hyperellipsoid gives:

V χ1  = 2π2

3
 eB2a2

2

2
 1 – 1 – 1

sin 2χ1 + B1
B2

2
 cos2χ1

3/2
 . (3.24)

Figure 15 represents this acceptance volume for a quarter-wave transformer defined by:

B1 = 20 kgauss
B2 = 4 kgauss
L = 4.7 cm (short lens length)

The angular acceptance in each plane may be calculated by observing that the maximum

px or py value at the converter plane is 
eB1

2
a



 .  Since:

px = Px' + e Ax

and

x0 (px max) = 0



and

y0 (px max) = r0 = Error!.  a

we get :

θmax = xmax'  = eB1 a
2P

 1 + B2
B1

 .
(3.25)

Fig. 15  Acceptance volume for a QWT

A convenient representation of the phase space is given by the intersection of the
hyperellipsoid with the plane (y0 = 0 ; py0 = 0) as shown in Figure 16.



Fig. 16  Intersection of the hyperellipsoid with the plane (y0 = 0 ; py0 = 0) for the QWT

3.1.3  Large-band system : The adiabatic device (AD)

Fig. 17  Field profile of the adiabatic device



This system used at SLAC [31] and Orsay [32] is made of a slowly varying magnetic
field lens followed by a long solenoidal magnetic field extending over some accelerating
sections.  Between the maximum (B0) and the minimum (Bs) values, the magnetic field
adiabatically tapers (see Figure 17) so as to conserve the adiabatic invariant:

pidqi
i

∑∫ = πp⊥
2

eB
                                               (3.26)

where (qi, pi) are the conjugate variables
p⊥  the transverse momentum and,
B the field strength.

If the magnetic field changes  slowly, so does the period of the motion and the adiabatic
invariant J = A/π.  The parameter of smallness ε  of this variation must be very weak.  So:

ε = P
eB2

 . dB
dz

 « 1.
(3.27)

    Transport         matrix

With a slowly varying magnetic field, Eq. (3.9) may be integrated using the WKBJ
Method [33] and under the assumption (3.27), we obtain the expression of the transport matrix
in the rotating frame.

ξ

pξ

 = 

B0
B

1/2
 cos φ 2

e B0B 1/2
 sin φ

– 
e B0B 1/2

2
B
B0

1/2
 cos φ

 

ξ

pξ0

 . (3.28)

The adiabatic magnetic field varies along z following:

B z  = B0
1 + µz (3.29)

where µ = εB0

P0

ε, the parameter of smallness and
P0 a particular (central value) of the scalar momentum for the emitted positron.  As

before, a quadratic form may be worked out using the transport matrix (symplectic) of the
whole system.

    Acceptance       considerations

The quadratic form is given by:

XX* + 2
eBs

2
 PXPX

*  = B0
Bs

 X0X0
* + 4

e2 B0Bs
 PX0PX0

*  = constant. (3.30)

Applying the condition (3.16), we get for the acceptance hyperellipsoid:
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Integration of the phase-space volume comprised in the hyperellipsoid gives the acceptance
volume:

V  = 2π2 B0
Bs

 eBsa2

2

2
1 – B0

Bs
 ρ2

0

ρmax

 ρ d ρ.
(3.32)

Under the assumption

ρ = r0
a  ≤ Bs

B0
(3.33)

which constitutes the radial acceptance condition for the adiabatic system, we get:

V  = 2π2

3
 eBsa2

2

2
.

(3.34)

This acceptance volume is calculated regardless of the positron energies.

The positron energy does not appear in the hyperellipsoid equation as it did for the
quarter wave transformer.  The adiabatic system presents a very large energy acceptance.
However, all these results have been calculated with the condition (3.27) fulfilled whereas for a
given field law, not all the particles obey this condition.  In particular, the high energy positrons
make the parameter ε too big and, a high energy limitation exists.

The angular acceptance may be calculated as previously for the QWT.  We get:

 θmax = e B0Bs
P

 . a (3.35)

As before, we show in Figure 18 the intersection of the phase-space volume with the plane
(y0 = 0 ; py0 = 0).

3.1.4  Comparaison between AD and QWT devices

It is worth remarking that a comparison between the two systems may be made
assuming B1 = B0 and B2 = Bs.  We then notice that:

– Radial acceptance is larger in the adiabatic case
– Angular acceptance is larger in the QWT case
– Energy acceptance is much larger in the adiabatic case.

These different features make the Adiabatic device more interesting for high energy
positron linacs (multigev for example) where the relative energy spread ∆E/E can be held at a
reasonable level.  Moreover, the permissible source diameter at the converter being larger by a
factor B0/Bs  the thermal constraints are less stringent.



Fig. 18  Intersection of the hyperellipsoid with the plane (yo = o ; pyo = o) for the adiabatic
matching system

3.2  Matching devices using an azimuthal magnetic field

An azimuthal magnetic field created by a longitudinal current circulating in the same
direction of the particles could provide a strong focusing.  If Ro is the radial dimension of the
"wire" such a field is defined by:

B = 
µ0I

2πR0
2

 r          for r < R0

B =  
µ0I

2πr
                   for r > R0

where I is the circulating current and r the radial displacement of the particle.  A sketch of the
magnetic field is given below (Figure 19).

Fig. 19  Sketch of the azimuthal magnetic field



This field focuses one kind of particle (e+) and defocuses the other (e–) making beam
control easier in the following part of the accelerator.  Two kinds of devices have been
elaborated using this principle : lithium lenses (LL) and plasma lenses (PL).  Both have been
tested for antiproton focusing and one of them (PL) for ion focusing.

3.2.1  Lithium lenses

This lens is made of a cylindrical lithium conductor fed with a unipolar current pulse.
As mentioned before, the field is linearly dependent on the radial distance from the axis in the
whole conductor.  Typical dimensions are 10 cm length and a few mm diameter.  Pulsed
currents may exceed 100 kA for peak value [34].  For such a lens, a minimum value for Ro is
desirable to minimize the excitation current.  A limitation is put however on radius minimization
due to skin depth;  uniform current distribution requires a large δ while heating limitations lead

to decreasing δ.  A compromise is often taken so as to balance current uniformity and resistive
heating [34].  This lens has been used at Novosibirsk, FERMILAB  and CERN, and is
optimized to focus low energy particles (some MeV) while presenting a fairly good acceptance
angle (α > 0.5 rad).  The multiple scattering angle is about 50 mrad at 20 MeV and very high
intensity currents produce magnetic fields of several Tesla [35].

3.2.2  Plasma lenses

If we look at a non-absorbing medium with an azimuthal magnetic field created by a
longitudinal current, the plama lens could give an interesting opportunity with high magnetic
fields.  In the plasma lens based on the Z-pinch effect, the conductor is a column of ionized   
gas – hydrogen for example.  A high intensity pulsed current created with an appropriate
discharge circuit and flowing through the ionized gas produces an imploding plasma column.
The positrons moving through the plasma when the "pinch" is reached, are strongly focused by
the azimuthal magnetic field.  Such a device has been studied in many laboratories and
especially at CERN for the antiproton source of the ACOL project.

Experiments done at CERN (p, p) [36] and at GSI-Darmstadt (Heavy ions) [37]
showed successful results.  Beam size reduction as high as 40 were obtained (GSI).  A
possible configuration for a plasma lens dedicated to positron collection has been examined
[38].  The converter may be used as the anode of the device.  Field gradients exceeding 30 T/m
are required to fulfil focusing conditions for a LIL type positron source.  Such values are
already reachable.

3.2.3  Comparison of lithium and plasma lenses

Experiments developed on ACOL led to comparisons between the two kinds of lenses.
Similar collected antiproton yields were obtained with both devices [36].  Differences between
them were related mainly to the nature of the medium:

– smaller amount of matter (PL) led to less scattering and absorption of the secondary
particles.

– induced radioactivity, after a cumulated number of 1016 protons have been delivered to
the target, presented ten times less value (PL) than with a lithium lens [36].

Important technological efforts are under development for both lenses.

3.3  Phase slippage in the matching system

Phase slippage makes some contribution to positron beam energy spread.  At some
distance from the converter, we can write for the positron beam energy dispersion:



∆E+ = ∆Es
2 + ∆Eφ

2 1/2

where ∆ES is the energy dispersion at the converter i.e. the accepted energy spread.  ∆Eφ is the
contribution of phase slippage to energy dispersion and arises from the difference in velocities
of the accepted positrons, and from the path-length differences of trajectories in the magnetic
fields.

3.3.1  Phase slippage due to difference in velocities

The phase slippage is given by

∆φv = π
λRF

 . 1
γ2

 – 1
Γ2

 dZ 
0

L

(3.36)

where λRF is the RF wavelength;

Γ is the reference particle energy in units of mοc2.

3.3.2  Phase slippage due to path-length differences

The path-length differences occur in the matching device and constant field solenoid.
So, we can write for the QWT [39]:

∆φl = 2π
λRF

 . a2

γcλ2
 π

4
 . λ2

Λ1
 1 + λ2

2

Λ1
2

 + 2
αλ 2

(3.37)

where

λ2 = 2  m0c
eB2

 ,            Λ1 = 2 m0c
eB1

γc is the central energy in units of moc2 (energy corresponding to half helical period
followed in the short lens),
α is the accelerating gradient.

For the adiabatic device, we can also write:

∆φl = 2π
λRF

 . a2

γcλs
 1

ε log  λs
Λ0

 + 2
αλ s

where ε is the parameter of smallness.

λs = 2  m0c
eBs

 ,            Λ0 = 2 m0c
eB0

The energy dispersion due to phase slippage is roughly given by :  
∆E
E

#
1
8

∆φ( )2 .



4 . EMITTANCE TRANSFORMATION AND PRESERVATION

The solenoidal magnet system which is used after the matching system requires high
power.  A quadrupole focusing system is generally inserted some distance after the solenoid,
typically when positrons have an energy of about 100 MeV.  The transition between solenoidal
and quadrupoles focusing is made as soon as the spacing between the quadrupoles allows this.
The quadrupoles are thus put on the accelerating sections with a FODO sequence.  A matching
device is generally inserted between the solenoid and the quadrupole systems to transform the
axisymmetric beam coming from the solenoid into the well known elliptical shape of the FODO
system.  The positron beam transverse emittance is quite large, 2 to 5 MeV/c mm or,

εn = 4.10–3    to    10–2   mm mrad.

This emittance has to be reduced before the interaction point in damping rings (DR)
producing synchrotron radiation.  Damping and excitation due to quantized emission of photons
provide an equilibrium beam size which is smaller than that entering the DR.

Since the required positron bunch length is usually shorter than that delivered by the DR,
bunch length compression, has to be applied.  This is done in a two-stage process:

– acceleration of the bunch in a RF cavity:  the phase of the bunch centre is at 0° so as to
accelerate the particles ahead of this point and decelerate those behind

– non isochronous transport of the bunch:  the higher energy particles travel on a longer
path than those of lower energy.

As a result, all the positrons arrive at the linac entrance at almost the same time so that the
bunch length is shortened while the energy spread is increased.

Geometrical misalignments in a linac cause perturbations of the beam trajectory.  Since
the positron beam emittance before damping is relatively large, accurate steering to avoid beam
losses in the accelerating sections is required.  Trajectory perturbations can be caused by
quadrupole misalignments (displacements and rotation of the quadrupole axis), accelerating-
section misalignments and gradient errors.  Analytical evaluations have shown that the lateral
quadrupole displacement is the most critical misalignment while tilt around one of their
transverse axes is the effect next in importance.  Trajectory control using beam-position
monitors associated with steering dipoles allows the beam lateral displacements to be minimized
and hence prevents significant wake field perturbations for high intensity positron beams [40].

5 . COMPARISON OF POSITRON SOURCES

A comparison of positron sources – existing or starting – is presented in Table 3.  The
two parameters associated with the incident electron beam, peak intensity I– or number of
electrons per bunch N– and energy E–, are represented by their values at the converter location.
Target material and matching device are also indicated.  The two magnetic field values represent
(B1, B2) and (B0 Bs) for the quarter-wave transformer and the adiabatic device respectively.
Positron yield normalized to 1 GeV incident electron beam is reported for three corresponding
measurements:

– as close as possible to the target (total yield)
– at the linac output
– in the beam switchyard ; slit width is indicated in % of the final energy.

Emittance measurements are also reported.



Some remarks can be inferred from this table:

1) Normalized positron yield values are mostly between 2 and 4 x 10–2 e+/e– for total
accelerated particles.

2) The useful yield – in a given energy slit – is roughly half of the Linac output yield for a
1 % energy bandwith.  For the SLC this useful yield is obviously very close to the linac output
yield due to the high final energy.

3) Undamped positron emittances scale from π  to more than 4π  mm mrad for a 1 GeV
positron beam.  Discrepancies are quite important between the measurements.  Different
acceptance features of the positron linacs do not completely explain that.  The very small
emittance of the SLC positron beam – two orders of magnitude lower than the others – is
obviously due to the damping ring.

Table 3
Positron sources compared

e– e+ source e+/e– GeV-1

Facilities I – (A)

or (N–)
E – (GeV) Target Matching Total

yield
Linac
output

Beam
switch.

Emittance mm.
mrad

LEP (LIL)
CERN

2.5 0.2 W QWT
18-3 kgauss

2.5.10-

2
1.5.10-2

(±1%)

6π   
(500 MeV)

DESY
(Hambourg)

1.4 0.28 W QWT
20-3 kgauss

4.10-2 2.4.10-2

(± 0.  5 %)
13π

(360 MeV)

KEK
(Tsukuba)

10 0.25 Tantalum QWT
23-4 kgauss

6.5.10-

2
1.8.10-

2
2.5  Ge

V

12π
250 MeV)

LAL
(Orsay)

0.8 1 W AD
12.5-1.8 kgauss

3.10-2 2.10-2 10-2

(± 0.  5 %)
2π (1GeV)

SLC
(Stanford)

3 x

1010
33 W-26 Re AD

50-5 kgauss
8.10-2 2.10-2

(IP)
3π x 10-4

(50 GeV)

6 . SUMMARY AND CONCLUSIONS

Quantitative results on positron production using shower codes are available and allow
precise determination of the expected number of positrons.  These results can be compared to
the measurements carried out on existing positron sources.  Reliable matching systems working
in many laboratories give the possibility of choosing the device most adapted to the problem.

If we consider a positron source devoted to a linear collider, we notice that the required
maximization of the luminosity induces some stringent conditions on positron beams.  The
requirements concern intense bunches for positrons as for electrons, very small emittances and
a high repetition rate.  The small emittance constitutes an attainable goal as shown by the SLC
experience using damping rings.  However, the large number of particles per bunch – from
1010 to 1012 – and the high repetition frequency seem somewhat difficult to handle if one
requires a high number of impinging electrons on the positron target to produce the required
bunch population.

Since beam intensity is limited by wakefield effects, one cannot increase the intensities of
the positron beam by simply increasing the electron beam intensity well above the positron



intensity needed.  So we are led to a yield of 1 e+/e–, at least concerning the accepted positrons.
Moreover, thermic and radiation problems in the target limit the incident electron power.  If the
interest associated with high energy electron beams is clearly demonstrated, one has to consider
the effects of a large number of particles impinging on a small area of the target.  Rotating
targets could be a solution.

Semi-classical methods using photons instead of electrons on amorphous targets may
offer attractive alternatives for future e+ sources while radioactive sources, though offering the
possibility of large number of e+ as in the test reactors, present too many difficulties.

Positron sources generated by photons from undulators are nowadays under intense
analysis and considered in almost half of the linear collider projects as the desirable issue for the
positron source.  More recent ideas are under consideration (laser) or under theoretical and
experimental investigation (channeling).

*   *   *
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WATCH ALPHABETIC SYMBOLS!!!!!
CONVENTIONAL RF SYSTEM DESIGN

M. Puglisi
Sincrotrone Trieste, Italy

Abstract
The design of a conventional RF system is always complex and must
fit the needs of the particular machine for which it is planned.  It
follows that many different design criteria should be considered and
analyzed, thus exceeding the narrow limits of a lecture.  For this
reason only the fundamental components of an RF system, including
the generators, are considered in this short seminar.  The most
common formulas are simply presented in the text, while their
derivations are shown in the appendices to facilitate, if desired, a more
advanced level of understanding.

1. INTRODUCTION

In dynamic machines the charged particles exchange energy with the electric field
(positive or negative acceleration).  The acceleration can be:

a) along a straight path - linear accelerators, (single-pass acceleration);
b) along a closed orbit - cyclic accelerators, (many-pass acceleration).

In both cases, because the curl of the electric field cannot be zero, it follows that a static

field cannot be used. In fact we know that:  — x E =  − ∂B

∂t
 .

In principle any non-constant E.M. field could be used, but due to the huge amount of
technology derived from radio communications, sinusoidal radio-frequency fields are used.
The equipments, which create and apply the field to the charged particles, are known as the
RF-systems or, more simply, the RF.

2. THE ACCELERATING GAP

Basically RF acceleration is obtained by creating a suitable RF field inside one or more
gaps of the vacuum chamber which is supposed to be metallic.  These accelerating gaps can
be obtained using two conceptually different devices:

- drift tubes;
- cavity resonators.

First of all we study the behaviour of a gap (no matter how it is made).  We make the
hypothesis that the field Ez is uniform along the axis of the gap and depends sinusoidally upon
the time:

Ez  =E0  cos (wt + j).

Phase j is referred to the particle which for t = 0 is in the middle of the gap (z = 0).  The
voltage gain is then:

V = E0 E0
−G/2

+G/2

∫  cos ωt + ϕ( )  dz  . (1)



 z 

-G/2 G/2 z 

E z 

Fig. 1  RF gap

Normally the energy imparted in a single pass is small compared with the kinetic energy
of the particle.  In this case we assume that the speed of the particle does not change during
the transit.  Consequently z = bct and Eq. (1) becomes:

V = E0 cos 
ωz

βc
+ ϕ





 
−G / 2

+G / 2

∫ dz  = 2E0 cos ϕ
sin 

ωG

2βc
ω
βc

 .

Rearranging we write:

V = E0G cos ϕ
sin 

ωG

2βc
ωG

2βc

= E0Gτ cos ϕ. (2)

where t is the well-known transit-time or gap factor.

If we define the transit angle q  = 
ωG

βc
= 2πG

βcT
= 2π G

λ p

 , where lp is the distance

covered by the particle during one period T of the RF field, then the transit-time factor
becomes:

τ = sin θ / 2
θ / 2

 . (3)

3. THE DRIFT TUBE

Schematically we can imagine that a portion of the vacuum chamber is replaced by a
shorter tube which is connected with the RF voltage (Fig. 2).  If the free-space wavelength of
the electric field is much larger than the physical length L-G, then we can assume that the
whole drift tube has the same voltage.  Consequently if the electric field in gap (1) is:

E1 = V

G
 cos ωt + ϕ( )

then in gap (2) we have:



 z 

G/2 

E z 

G/2 

L+G/2 

(1) (2) 

V 

Fig. 2  The physical length of the drift tube is L-G, while G is the length of each gap

E2 = − V

G
 cos ωt + ϕ( )  .

It is then evident that the energy gained by the particle passing through gap (1) will be
doubled if and only if:

ωL

βc
= π  . (4)

Nevertheless to find the effect of the drift tube, we proceed as in the previous case and
evaluate the integral:

V = E0 cos ωt + ϕ( )  dz − cos ωt + ϕ( )  dz
L−G / 2

L+G / 2

∫−G / 2

+G / 2

∫{ }  . (5)

Using the same substitution as above, z = bct, and integrating, we obtain the general
formula:

V = E0G
sin θ / 2

θ / 2
cos ϕ −  cos ϕ + ωL

βc















  . (6)

It is then confirmed that if 
ωL

βc
= π,  then:

V = 2E0Gτ  cos ϕ  .

If lp = bcT is the distance covered by the particle during one RF period, then the
synchronism condition (4) becomes:

L =
λ p

2
= βλ

2
 . (7)



4. CAVITY RESONATORS

4.1 Definitions and assumptions

A volume of perfect dielectric limited by infinitely conducting walls can be considered
as the ideal cavity resonator.  A significant step towards the real case is the introduction of
losses inside the resonator.  This can be done by assuming that both the walls and the
dielectric are lossy.  In order to simplify the mathematical treatment, we will assume that the
dielectric is homogeneous, linear, time invariant with a finite conductivity s.  That is:  only
the dielectric is lossy.  Moreover we will assume that the charges and the impressed current
are zero inside the volume.  With these assumptions the Maxwell equations become:

∇ ⋅ e = 0  ;    ∇ ⋅ h = 0

∇ × e = −µ ∂h

∂t
 ;    ∇ × h = σe + ε ∂e

∂t






 .  (8)

Making the curl of the third equation and substituting from the fourth, we obtain:

∇ × ∇ × e = − ∂
∂t

σe + ε ∂e

∂t







µ  .

Expanding, taking into account the vector identity:

∇ × ∇ × A = ∇∇ ⋅ A − ∇2A

and using the first equation we obtain:

∇2e = µσ ∂e

∂t
+ εµ ∂ 2e

∂t2  . (9)

This equation must be solved with the following boundary conditions:
n x e = 0 because the e field should be normal to the perfectly conducting walls.
∇  · e = 0 because no charges are present inside the volume.

4.2 Mathematical tools

The vector eigenfunction E = E (x1, x2, x3) satisfying the problem:

∇2E + Λ2E = 0

∇ ⋅ E = 0

n × E = 0   on the boundary









(10)

exists for an infinite, discrete set of real values Ln.  The eigenfunctions En constitute a
complete set of orthogonal functions capable of representing any divergenceless vector A = A
(x1, x2, x3) perpendicular to the boundary.  Consequently we write:

A = ΣncnEn

∇2A = ∇2ΣcnEn = −ΣcnΛn
2 En






(11)

where cn are constants and A is time invariant.



If we assume that A depends on the time:  A  = A  (x1, x2, x3) j(t), then we have to
substitute the constants cn with appropriate time dependent functions:

an = an (t) . (12)

4.3 Solution of the wave equation

We rewrite Eq. (9):

∇2e = µσ ∂e

∂t
+ εµ ∂ 2e

∂t2  .

and expand the vector "e" according to (11) and (12):

e = ΣanEn  ;    ∇2e = −ΣanΛn
2 En

Substituting and factorizing the En:

Σ εµ ∂ 2an

∂t2 + µσ ∂an

∂t
+ Λn

2 an








En = 0 (13)

Since the En ≠ 0, then (13) can be satisfied if, and only if, each of the bracketed terms is
identically zero.  This means that each function an must be defined by the equation:

˙̇an + σ
ε

ȧn + Λn

εµ






2

an = 0 (14)

together with the initial conditions.  From (14), we immediately conclude that each an must be
a damped sine wave.

Now we recognize that in a real cavity the losses are due to many factors:

- The introduction of devices for exciting the cavity and for measurements.
- The introduction of lossy dielectrics and, above all, the finite conductivity of the

metallic walls.

Because the walls are not perfectly conducting, the condition n x e = 0 is no longer
exact even if, normally, the error is negligible.  For this reason the above theory is acceptable,
but total losses should be expressed by some equivalent conductivity.  This can be done using
the quality factor (see Appendix 1) and (14) becomes:

˙̇an + ωn

Qn
ȧn + ωn

2an = 0 (15)

where ωn = Λn

εµ
is the resonant angular frequency of the same cavity when the losses go to

zero (that is Qn = ∞).  Solving (15), we obtain:

an = e
−

ωn

2Q
t

A1 cos Ωnt + A2 sin Ωnt{ } (16)



where:

Ωn = ωn 1 − 1

4Q2 (17)

is the angular frequency of free oscillation (see Appendix 2) and A1, A2 are numerical
constants, which depend upon the initial conditions.

4.4 Conclusions

- The electromagnetic field contained by an undriven lossless cavity can be interpreted as
the sum of discrete resonant configurations (standing fields) which are known as the
modes.

- The modes are only the divergenceless eigenfunctions of the Laplacian operator which
fits the boundary conditions.

- The resonant frequency nn of each mode depends upon the eigenvalue corresponding to
the eigenfunction En which characterizes the mode:

νn = Λn

2π εµ
 .

- If the cavity is lossy (as is always the case) then an attenuation constant should be
associated with each mode:

αn = ωn

2Qn
 .

- The treatment of a cavity driven by an induced current can follow the same lines but
current J which appears in the Maxwell equation becomes:

J = Jlosses + Jinduced .

- This means that, depending upon the induced current, any frequency can be present
inside a driven cavity.  Moreover "all the coupled modes" are excited, with different
amplitudes and phases.

- When the frequency of the injected current is "practically" coincident with the
frequency of one mode, then the amplitude of this mode becomes dominant.

- What we have seen is valid for cavities of any shape.  The most used, in practice, are the
trirectangular and cylindrical cavities.

- In the following we will deal with the cylindrical cavities that are, by far, the most used
in particle accelerators.

5. THE CYLINDRICAL CAVITY

Normally this cavity (see Fig. 3) is used in the accelerating TM0lm mode.  This means
that the electric field should not have azimuthal variations and that component Ej should be
zero.
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Fig. 3  a) Axonometric view (with the reference versors) of the ideal cylindrical cavity.
b)  Axial section of a real cylindrical cavity where the hole for the coupling and the

cut-off axial tubes are shown.

With the above conditions Eq. (10) is easily solvable (see appendix 3) and we obtain:
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(18)

where J0 and J1 are, respectively, the Bessel functions of order zero and of order one while
P0l is the lth zero of the Bessel function of order zero.

It is interesting to observe that (see Fig. 4):

a) If l = 1 and m  = 0 then we have the fundamental accelerating mode and the lines of
force are straight, without any variation along z, and the resonant frequency does not
depend upon the length h of the cavity.  Because P01 = 2.405 we obtain:

E = E0J0
2.405

r0
r







 ;   Λ010 = 2.405
r0

 ,    ω010 = Λ010

εµ

ν010 = ω010

2π
= 1.147  109

r0
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ν010 εµ
= 2π
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b) If, with l = 1, we make m = 1 then the component Er steps in and from (18) we obtain:
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Fig. 4  Lines of force for the electrical field as in modes TM010 (a) and TM011 (b)

It should be noted that in case (b) the cavity length contains one half of the cavity wavelength:

h =
λg

2
 where lg must not be confused with the free space wavelength l.

6. TEM CAVITIES

The pill-box cavity, (and its derivations), solves our problem of creating a gap where
the accelerating field can be confined.

Another class of resonant cavities is based on the uniform transmission line, the most
common example of which is the coaxial cable (Fig. 5).  For this kind of transmission line,
inductance L and capacitance C, per unit of length, are as follows:

L = µ
2π

 ln 
R2

R1
 ;    C = 2πε

ln 
R2

R1

 . (19)

For any kind of uniform transmission line, product LC depends only upon the permittivities of
the medium and:

Vp = 1
LC

= 1
εµ

(20)

is the speed of a signal propagating along a uniform, lossless, transmission line.
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Fig. 5  Axial and normal section of a coaxial cable

For a lossless transmission line the characteristic equations written for the steady state
situation (see Appendix 4) are as follows:

V x( ) = VL cos γx + jZ0IL sin γx

I x( ) = IL cos γx + j
VL

Z0
 sin γx

(21)

where: x is the distance from the load (x = 0).
VL and IL are respectively the voltage and the current in the load ZL.
γ = ω εµ = 2π / λ is the propagation constant and w is the angular frequency.

 Z0 = L / C is the characteristic impedance (real) of the line which depends upon the
shape of the line and the permittivities of the medium.

In addition to its use for power transmission, an element of line can be used as a pure
reactance.  The ratio V(x)/I(x) is the input impedance of an element of line terminated on the
load ZL. From Eq. (21) we obtain:

Z x( ) = Z0
ZL + jZ0 tan γx

Z0 + jZL tan γx
(22)

A very important case is met when ZL = 0  and we obtain:

Z(x) = jZ0 tan γx (23)

So we conclude that a stub of transmission line short-circuited at one end shows the following
behaviour:

- Its input impedance can show any reactance.
- If the physical length of the element is equal to l/4 then the stub exhibits an infinite

(real) impedance and we have the quarter-wavelength resonator.

The above behaviour is used in the TEM (coaxial) resonators.  One end of the coaxial
line is short circuited (x = 0) and the other is connected to the capacity C of the accelerating
gap as shown in Fig. 6.  The resonant condition is met when Y = 0.
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Y = jωC + 1
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Vp = 1 / εµ  coincides with
the speed of the light.

Fig. 6  The foreshortened coaxial resonator and its equivalent scheme for the TEM modes

7. l/2 CAVITY (Fig. 7)

In this case the E fields at the two gaps must be 180˚ apart and this means that the two
ends should oscillate in phase.  This cavity is devised to "contain" the drift tube, so reducing
the losses and eliminating the radiation.  It is made with a piece of coaxial line loaded at the
two ends with the capacity of the gap, and at the center with the output capacity of the driving
tube.

Fig. 7  Simplified axial section and equivalent scheme of the l/2 cavity



The resonant frequency of this cavity can be determined with a very simple procedure.
The equivalent circuit can be bisected along "aa" and we obtain two identical circuits where,
instead of capacitor k2 , we have capacitor k2/2.  Then we consider the admittance Y of the
stub connected, at one end, to capacitor k1.

  

Y = 1
Z0

Z0 + jZL tan γl
ZL + jZ0 tan γl

= 1
Z0

Z0 + 1
ωk1

 tan γl

1
jωk1

+ jZ0 tan γl
 .

Yt = jω k2

2
+ Y  is the total admittance of each stub and the resonant condition is met when

Yt ∫  0.

  
Z0ω k2

2
+ ωk1Z0 +  tan γl

1 − ωk1Z0 tan γl
= 0  .

Length L = 2l of the drift tube is assigned together with the output capacity of the tube.
Consequently the capacity k1 of each gap together with the value of Z0 must be chosen
according to the resonant condition.

8. RE-ENTRANT  CAVITY

This cavity (Fig. 8) can be considered as being derived from the pill box-cavity or from
a foreshortened coaxial cavity.  In many particle accelerator and specialized books it is
considered as the limit of a resonant device made of many identical loops connected to two
parallel disks.  When the number of loops becomes infinite the device is completely closed
and becomes a resonant cavity.

Fig. 8  Axial and equatorial section of a re-entrant cavity

The resonant frequency of this cavity can be studied rigorously (and it is a complicated
study) but it can be also approximated with a very simple procedure.  Consider Fig. 9 where
the magnetic circuit is defined by the cylindrical sleeves of radii r1 and r2 limited by the two
circular crowns separated by distance k.  The currents injected onto the inner walls by the
capacitor create a flux f whose lines of force are circular and centered on the axis of the
cavity.  If the cross section of the toroid is approximately square and if we suppose that the
magnetic field obeys the Biot-Savart law then the flux passing through the cross section dA of
a cylindrical crown with thickness equal to dr is:



dφ r( ) = µ0H r( )dA = µ0
I

2πr
k  dr

where I is the peak of the alternating current due to the capacitor.  The total flux is obtained
by integration.  Taking into account that:

L = f/I
we obtain:

L = µ0

2π
k  ln  

r2

r1
 .

If ε0πr1
2 / d  is the capacity due to the central disk we obtain for the resonant frequency:

f 0 = 1
2π LC

=

1
2π ε0µ0r1

k

2d
 ln 

r2

r1
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ε0µ0

r1
k

d
 ln 

r2

r1

 .

Fig. 9  Cross section of 'LC' cavity with the gap on one side

It should be emphasized that the heuristic procedure already outlined cannot give a very
good approximation unless special geometrical conditions are fulfilled.  In fact:

i) The fringing field around the capacitor has been ignored but the contribution of this
field to the total capacity may be large.

ii) The magnetic field in the cross section is a function both of r and z. Consequently the
use of the Biot-Savart law may result in a very naive approximation.

iii) It is immediately seen, from the Maxwell equation, that the magnetic field cannot be
zero inside the capacitive region.  Similarly, the electric field cannot be zero inside the
inductive, or H, region.

In Fig. 10 three examples of LC cavities are indicated together with the lines of force of
the electric fields and the value of the resonant frequencies.  (The sizes of the cavities are
r2 = 0.40 m, r1 = 0.10 m, k = 0.3 m.  The gaps are 0.01, 0.02 and 0.06 meters for a), b) and c)
respectively.)



Fig. 10  Three different profiles of LC cavities (the cavities are symmetric and only half the
section is shown). n0 is  the resonant frequency from a computer program while the
value between parenthesis comes from the analytical formula.

9. COMMON RF ACCELERATING STRUCTURES

9.1 Drift-tube (Alvarez) structures

As we have seen, the cavity resonator is a powerful device which can "contain" the RF
fields with very small losses so preventing irradiation of the chamber by the particles being
accelerated.  The ideal situation is shown in Fig. 11 where the "charged particle" sees the field
only when it is inside the gap.  This situation can be developed in many ways which end in
the creation of many gaps inside one cavity driven at resonance.

z 

z 

E z 

Fig. 11  Field in a resonant cavity

If the number of gaps is small then the device is called an "accelerating structure".  If
the number of gaps is large, or very large, then the structure is known as a "linear
accelerator".  When we deal with particles with low b, the gaps are made from "drift-tubes" as
shown in Fig. 12, which is the so-called Alvarez cavity, named after its inventor.



z 

Fig. 12  Sketch of the Alvarez cavity

If the structure is operated in the TM101 mode then all the gaps are excited in phase and
the length L of each drift tube should be:

L ≅ βCT = βλ = λ p

where lp is the distance covered by a particle during one period of the RF field.

Obviously other modes of resonance are possible for this device.  If the fields in the
gaps oscillate in anti phase then the length of each drift tube should become:

L = βC
T

2
= β λ

2
=

λ p

2
 .

For the previous mode the supports of the drift tubes should not carry any RF current
while for the latter mode they become a fundamental part of the structure.  (This is evident
looking at the figures in Appendix 5.)

9.2 Corrugated structures

This topic is vast, complex and cannot be summarized without some knowledge of
wave-guides (see Appendix 6) and periodic-structures theory.  Consequently here we remain
within the limit of a simple and heuristic presentation.

Consider a pill-box cavity modified as shown in Fig. 13 a) and b).  If the ring which
loads each cavity is very small, then it can be treated as a small perturbation of the original
pill-box cavity and we can recognize that the indicated modes are the TM101 and TM011
respectively.  In reality the loading rings are much more than a simple perturbation and the
resonant frequencies change accordingly.  It is evident that for relativistic particles (b ~1) the
second mode of operation is more effective.  Resonant cavities with many cells have been
made in this way including the super conducting cavities.

z 

a) b) 
Fig. 13  Ez component for the modes of oscillation zero and π

In the above example the coupling between adjacent cavities depends upon the
thickness and the inner radius of the rings (the washers) and the coupling is mainly capacitive.



Large fields demand a small inner radius of the rings and the consequent small coupling may
be intolerable in view of the overall efficiency of the structure.  The introduction of "inductive
coupling" improves  the situation as shown in Fig.14.

Fig. 14  Axial and normal section of an accelerating structure made of two half and two full
cavities mostly inductively coupled

9.3 Linacs

The accelerating structure described above is resonant and for technical reasons cannot
be made of very many cavities (the number of possible modes of oscillations increases with
the number of elements).  However, it is perfectly possible to build a structure "similar" to the
one shown in Fig. 14 where the last short-circuiting wall is substituted with a matched load
and the RF power is supplied at the first cell, also with a matched coupling.  (This means that
the reflection at both ends is eliminated.)  In this situation the structure does not resonate
whereas it can propagate an electromagnetic wave from the first to the last cell (with small
losses).  This wave can efficiently accelerate the charged particles if the phase velocity Vp of
the wave is equal to the speed of the particles (for electrons or positrons Vp = c).

A matched structure is less critical than the corresponding resonant one and can be
made with a large number of cavities.  The latter are known as travelling wave linacs and are
known to be very efficient.  Structures working at 3000 MHz and containing ~240 cavities
have been constructed, and 200 MeV per structure are now possible (34 MeV/meter).

10. COUPLING TO THE CAVITIES

10.1 Magnetic coupling

Here the electrical power excites a loop that is coupled to the cavity.  This means that
the magnetic field created by the loop should have a component in common with the
magnetic field of the mode we wish to excite in the cavity.  As shown in Fig. 15, the loops are
placed in the region of the cavity where the magnetic field is stronger.

Fig. 15  Two examples of loop coupling



10.2 Electric coupling

In this case a capacitive coupling is created by placing the exciting electrode where the
electric field is stronger.  This coupling is simple and efficient but creates high field gradients
which must be carefully evaluated to avoid the risk of dark and/or glow discharges.

Fig. 16  Two examples of electric coupling

10.3 Direct coupling

In this case the generator is connected directly to the cavity.  This may be convenient if,
avoiding the transmission line, the plate or the cathode of the final tube can be directly
connected with the "hot" electrode of the cavity.

 
Fig. 17  Two examples where the plate of the final tube is directly connected to the "hot"

electrode of the cavity

An intermediate situation is indicated in Fig. 18, which is self explanatory.  (The
"tuning magnet", operated with an external current, changes the permittivity of the ferrite and
allows a continuous tuning of the cavity.)



Fig. 18  Accelerating cavity for the SSC Low-Energy Booster [1] © 1991 IEEE

11. SHUNT IMPEDANCE

This is an important topic for the whole RF field.  Basically we can say that the shunt
impedance Rsh (always a real quantity) of an RF structure is the parameter which relates the
level of excitation of the structure with the power W which has to be provided.  The
determination of Rsh depends upon the fact that, for each arbitrary selected pattern l inside
the structure, a voltage V can be defined and considered as the measure of the excitation level.

  

V = E x, y, z( )
pattern

∫ dl

and consequently: Rsh = V 2

2W
 .

For a first determination of W it is common practice to evaluate the linear density
(amp/meter) of the current j along the walls of the selected structure.  First the walls are
considered to be lossless and then the losses are introduced taking into account the finite
conductivity s of the walls.

Since for a perfect conductor we have j = n x H, then:

W = Rs

2
H

s
∫

2
ds

where s is the inner surface of the structure and Rs = πνµ / σ  is the familiar surface

resistance of an imperfect conductor (for copper Rs = 2.61 10-7 ν  Ω).



12. RF POWER AMPLIFIERS

1) The power needed to drive the accelerating structures ranges between a few kilowatts
and a few megawatts (c.w.).

2) The wave shape is always sinusoidal.  Amplitude and frequency modulation may be
requested.

3) Due to these facts tuned amplifiers are always used (both for narrow and broad band
operation).

4) The tuned amplifier is used because it has high efficiency and allows the generation of
sinusoidal carriers independently upon the shape of the current inside the tube.

5) In a tuned amplifier both the input and the output circuits should be resonant (tuned).

6) Sometimes the RF output circuit is the accelerating structure (resonant).

The basic elements of most RF power amplifiers are the triode or the tetrode with which
it is possible to cover a frequency range from a few to a few hundred megahertz.  At higher
frequencies another device is preferred:  the klystron.  As will be shown later, this is an
electron device which, by its own nature, is an amplifier.  Both the electron tube and the
klystron are considered as RF generators.

13. RF GENERATORS

13.1 Introduction

RF generators constitute a "universe" similar to our own in that it is expanding and
contains galaxies.  In fact it contains very many groups of elements with something in
common but, on the other hand, far apart from each other technically speaking.

The dawn of the modern RF generators started with the invention of the triode by L. de
Forest in 1906, a discovery of so great practical importance that it made the electronic
industry possible.  The actual industrial frontier is represented by the Gyrotron which is a
powerful generator in the range of the millimetric waves while the very promising free
electron laser is still under laboratory development.

It is important to notice that each new class of generators does not render the previous
ones obsolete.  This is due to the different applications for which the generator is required.
For instance, triodes are still commonly manufactured together with other more modern
devices.

13.2 Triode amplifier

It is well known that in a triode, the current Ia depends upon the plate and the grid
voltages referred to the cathode.  Let Vpk and Vgk be those voltages.  Roughly the anode
current obeys the "adapted" Langmuir-Child law:

Ia = k Vpk + µVgk( )3/2
 (24)

where k is the perveance of the tube and µ its amplification factor.  Unfortunately these
parameters are not constant (because they depend upon the current) and should be considered
as average values.  For this reason the characteristics of each tube provided by the
manufacturers should be carefully studied for each application.



The power handling capacity of a triode can be very large.  For instance assume the
typical values for large triodes µ ∫ 40 and k = 3 10-5 (A/V1.5).  Then with a minimum Vpk =
2000 V while the grid attains its maximum, say Vgk = 300 V, the plate current is ~ 50 A and
the instantaneous input power is 100 kW.  The relation:

Ia = f Vpk ,Vgk( ) (25)

between the anode current and the voltages applied to the tube is normally given by graphics.
The most used for the design of the power RF amplifier is the graphic of the lines of "constant
currents" in the plane of the anode and grid voltages.  An example of the constant current
characteristic for a medium power tube is given in Fig. 19 and it is evident that the "useful"
anode current must be contained between the cut-off and the diode (dotted) lines.
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Fig. 19  Constant current characteristic of a medium-power tube

Usually the voltages Vpk and Vgk are resolved into the components:

Vpk = Ep + Vp  ;    Vgk = Eg + Vg

where Ep and Eg are the polarization (bias) voltages and Vp, Vg are the variations around Ep
and Eg (the quiescent point) corresponding to the signals.  Then Eq. (25) is expanded, with the
Taylor series, around the quiescent point and the anode current becomes:

Ia = I0 + Ip

where I0 and Ip are the static and the dynamic components of the anode current.  (The reader
should be aware of the fact that I0 depends upon both the quiescent current and the other
terms of the series).

If we assume that:

Ep >> |Vp | ;   |Eg | >> |Vg
 |   (small signals theory)



then the higher-order terms of the series can be neglected and we write:

Ip =
∂Ip

∂Vp
Vp +

∂Ip

∂Vg
Vg = 1

ρ
Vp + GmVg (26)

where r (the plate resistance) and Gm (the transconductance) are constants in a small range
around the quiescent point.  The product Gm r = µ is the familiar amplification factor.  From
Eq. (26) it is immediately evident that in a circuit the triode can be replaced by its equivalent
circuits as shown in Fig. 20a) and 20b), where the inter-electrode static capacities are
considered.
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The basic scheme of a tuned amplifier is given in Fig. 21, where the "normal" operating
conditions are indicated.
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For the tuned case we have:

Vpk t( ) = Ep + Vp sin ωt

Vgk t( ) = Eg + Vg sin ωt







In this case the load line is straight and it is defined by the four voltages Ep, Eg, Vp, Vg.   The
load line crosses the constant current characteristics and the anode current is determined.  The
fundamental component of this current should be consistent with the anode voltage Vp and
with the value of Req.  The diagrams illustrate a class C2 operation.  The output circuit always
has a quality factor so high that the higher-order harmonics of the anode current has a
negligible effect on the anode signal which remains sinusoidal.



Fig. 21  Characteristics of a tuned amplifier

13.3 Internal feedback

This is due to the unavoidable internal capacities.  To alleviate this problem the tetrode
was invented where the grid and the plate circuits are separated by the screen grid which,
normally, is held at constant voltage.  In any case some form of neutralization is required and
one important example of a neutralized circuit (for frequencies below ~ 50 MHz) is given in
Fig. 22, where as indicated, the grid and the plate circuits are on the two diagonals of a
bridge.  Balancing the bridge the two circuits ignore each other and neutralization is achieved.
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Fig. 22  Neutralized circuit

The most common solution (for triodes and tetrodes) at higher frequencies is the
grounded-grid configuration shown in Fig. 23 with its equivalent circuit.
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Fig. 23 Grounded-grid configuration
Note that:

1) The control grid (and for a tetrode also the screen grid) are grounded from the RF point
of view. So the residual feedback capacity (between anode and cathode) is very small.

2) The RF drive should come from a very low output impedance source (≤ 50 Ω) because
we are driving the cathode.

3) In the normal situation (plate and cathode circuits tuned to the same frequency) the
input and output voltages are in phase.

The mounting scheme of the grounded-grid amplifier, which is normally used in the
range from ~40 to 250 MHz, is sketched in Fig. 24.  It is easy to see that the tube is connected
to two foreshortened coaxial resonators which, due to the input and output capacity of the
tube are both shorter than l/4.  The two resonators are tuned by varying the position of the two
short circuits at the bottom while the useful power is picked off with a capacitive coupling.
The decoupling between the d.c. biases and the a.c. components is ensured by lumped or
distributed capacitors.

Some important comments are in order:

i) The cathode is heated from the central pin of the tube.
ii) The drive is applied between grid and cathode, normally with a loop coupling.
iii) Operation is "normally" in class C2 which means that the quiescent current in the tube is

set to zero, that the grid to cathode voltage becomes positive for a short period of the RF
cycle and that the plate current is different from zero for less than half a cycle of the RF
voltage.



Fig. 24  Grounded-grid amplifier

iv) The tuned high-Q plate circuit practically filters out all the harmonic components of the
plate current.

v) Sometimes the tube can be mounted directly on the cavity which acts as the resonant
anode circuit.

vi) Tetrodes are used as well as triodes.

13.4 Klystron amplifier

The klystron is a narrow-band, tuned amplifier capable of  delivering a very large
amount of power with wavelength from about one meter to a few centimeters (while the
triode is a wide-band generator which is used to make narrow or wide-band tuned amplifiers).
It is inherently a narrow-band amplifier because it relies on the interaction between the
electrons emitted by the cathode and two or more cavity resonators.  A simplified scheme of a
klystron amplifier is given in Fig. 25.

The anode block, always at ground potential, consists of two resonant cavities separated
by a drift tube.  This block ends with a collector which, normally, is water cooled.  Under the
anode block there is a ceramic tube which contains the optics capable of creating a powerful
electron beam and the cathode.  The cathode is supplied with a negative voltage which can be
very high (even more than 100 kV).  The working principle is as follows:
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Fig. 25  Schematic of a klystron amplifier

The RF signal to be amplified is sent to the buncher cavity and some voltage is
developed at the gap.  The continuous electron beam which comes from the cathode enters the
gap of the first cavity and the speed of the particles is slightly varied according to the phase of
the voltage at the entrance.  In this way the uniform beam comes out slightly modulated in
velocity.  It should be noticed that this operation does not involve energy exchange between
the cavity and the beam as long as the entering beam is uniform and the impressed changes in
the speed are small.  The emergent beam travels along the drift tubes and, due to the
differences in speed of the particles, undergoes the process of bunching.  (This is a very
complicated process especially if the space-charge effects are taken into account.)

At some distance from the buncher a position exists, the first focus, where the electrons
arrive in bunches, theoretically with infinite longitudinal density.  The gap of the second
cavity (the catcher) which becomes excited by the train of bunches (one per period) is placed
at this point.  The output coupling loop absorbs power from the cavity so its gap voltage
remains in the prescribed limits.  Having lost the greatest part of their kinetic energy, the
bunches inside the catcher are finally absorbed by the collector.  In other words:  part of the
kinetic energy of the electrons coming from the cathode is converted into RF power.

It should be remembered that the above description is an over simplification of the
whole phenomenon of the energy conversion in a klystron.

For instance, two or three "idle" cavities, which improve the bunching action, are
normally inserted between the buncher and the catcher.  Moreover a focusing solenoid is
placed along the bunching region.

The pulsed power from an industrial klystron can be as large as 50 MW and for those
levels of power a waveguide output is preferred.  In continuous-wave operation a power of
1 MW has been reached at 350 MHz.
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APPENDIX 1

QUALITY FACTOR OF A RESONATOR

We consider a parallel "L-C" circuit, where the inductor L is lossless while the capacitor,
with capacity C, is made of two parallel plates (with equivalent surface s and separated by
distance d), which contains a dielectric with electrical permittivity ε and conductivity σ.  (That

is C = ε s

d
 .)

For this circuit ω = 1 / LC  is, obviously, the resonant angular frequency while if V is
the voltage on the circuit then:

Us = V 2

2
ε s

d
 ;    Ud = V 2

2
σs

d

2π
ω

are, respectively, the stored energy and the energy wasted per cycle 
2π
ω

= T



.

Consequently a very simple substitution shows that:

σ
ε

= ω

2π Us

Ud

= ω
Q

(A1.1)

where "Q" is the familiar quality factor which characterizes the "quality" of a resonance.



APPENDIX 2

RESONANT FREQUENCY

Resonant frequency νr = ω
2π

 and the frequency of free (and damped) oscillations

ν f = Ω
2π

 of a parallel "RLC" circuit are conceptually very different, even if their values may

be extremely close.

Consider the circuit and its equations given below.

i R 
R L C 

+ 

C
dV

dt
+ V

R
+ I = 0

L
dI

dt
− V = 0

(A2.1)

The voltage on the capacitor is V and I is the current in the inductor.  Solving Eq. (A2.1)
and using the normal parameters ω = 1 / LC;   Q = ωRC,  we obtain the differential equation:

˙̇V + ω
Q

V̇ + ω 2V = 0 (A2.2)

for which the general integral is:

V = A1e
α1t + A2eα2t (A2.3)

where:

α2

α1= − ω
2Q

± jω 1 − 1

2Q( )2  . (A2.4)

Assuming that the initial conditions are:

V = V0  ;   I = 0

then (A2.2) becomes:

V = V0e
− ω

2Q
t

cos Ωt − 1

4Q2 −1
 sin Ωt












(A2.5)

where:



Ω = ω 1 − 1

2Q( )2  .

It is now evident that when Q becomes very large, then Ω reduces to ω.  For instance in
a cavity with a loaded Q as low as 100, we obtain:

ω
Q

= 1 + 1.25  10−5  .



APPENDIX 3

CYLINDRICAL CAVITY

Because Eφ and 
∂
∂φ

 are supposed to be zero then:

∇2E = az∇
2Ez + ar ∇2Er − Er

r2




 (A3.1)

where, for any scalar ξ, and under the above conditions we have:

∇2ξ = ∂ 2ξ
∂r2 + 1

r

∂ξ
∂r

+ ∂ 2ξ
∂z2  . (A3.2)

Substituting into Eq. (10) we obtain:

∂ 2Ez

∂r2 + 1
r

∂Ez

∂r
+ ∂ 2Ez

∂z2 + Λ2Ez = 0

∂ 2Er

∂r2 + 1
r

∂Er

∂r
+ ∂ 2Er

∂z2 − Er

r2 + Λ2Er = 0  .










(A3.3)

Using the technique of the separation of the variables we set:

Ez = F(r) · ϕ (z) ; Er = Ψ(r) · f(z)

where F, ϕ, Ψ, f, are  functions only of the indicated variables.  Substituting into (A3.3) we
obtain:

F" + 1
r

F' + Λ2 − k2( )F = 0

ϕ" +k2ϕ = 0







(A3.4)

(A3.5)

Ψ" + 1
r

Ψ' + Λ2 − k2( ) − 1

r2





Ψ = 0

f " +k2 f = 0







(A3.6)

(A3.7)
Equations (A3.4) and (A3.6) are the Bessel equation of zero and first order respectively

while (A3.5) and (A3.7) are the familiar equation of the undamped harmonic motion.

Solving and putting for brevity α  = Λ2 − k2  we obtain:

Ez = A1J0 αr( ) + A2N0 αr( )[ ] A3 cos kz + A4 sin kz( )
Er = B1J1 αz( ) + B2N1 αr( )[ ] B3 cos kz + B4 sin kz( )









where we have indicated with J and N respectively the Bessel and the Newman function.
Because for r = 0 the Newman functions become infinite then it follows that A2 and B2 must
be equal to zero.  Moreover n x E = 0 means that Ez should be zero for r = r0 and that Er
should be zero for z = 0 and z = h.  This means that we should have:

  
αr0 = Λ2 − k2 r0 = Pol  ;    B3 = 0  ;    k = mπ

h
(A3.8)

where P0l is the lth zero of the Bessel function of zero order.  From (A3.8) the eigenvalue of
Λ is determined and we have:

  
Λolm

2 = Pol

r0







2

+ mπ
h







2

(A3.9)

The introduction of the last condition:  ∇ . E = 0 imposes two more constrains:  A4 ≡ 0
(otherwise the sum of the derivatives can never be zero) and the condition on the coefficients

  
B1

Pol

r0
− A1

mπ
h

= 0  .   The problem is then solved.



APPENDIX 4

LOSSES  IN TRANSMISSION LINES

I 

 v Cdx 

Ldx 

I 

Inductance L and the capacitance, per unit of length, are defined on the basis of the
energies stored by the fields.  We write the Kirchoff laws for the infinitesimal quadrupole
shown in the figure:

V − V + δV

δx
dx



 = Ldx

dI

dt
 ;    I − I + δI

δx
dx



 = Cdx

dV

dt
 .

Assuming the sinusoidal steady state and simplifying:

− dV

dx
= jωLI  ;    − dI

dx
= jωC  V  .

Integrating and putting γ = LC;   Z0 = L

C
 for clarity, we obtain the fundamental relations:

V x( ) = A1e
− jγx + A2e+ jγx  ;    Z0I x( ) = A1e

− jγx − A2e+ jγx

where A1 and A2 are integration constants which depend upon the boundary conditions.

Assume that the lines are terminated at the origin, x = 0, on the load ZL. Then we have:
A1 + A2 = VL;  Z0 IL = A1 -A2 and it follows that:

A1 = ZL + Z0IL( ) / 2  ;    A2 = ZL − Z0IL( ) / 2  .

Substituting:

V x( ) = VL cos γx − jZ0IL sin γx  ;    I x( ) = − j
VL

Z0
 sin γx + IL cos γx

It is common procedure to call l = -x, the distance from the origin, and so we obtain the
canonical form.

  

V x( ) = VL cos γl + jZ0IL sin γl

I x( ) = j
VL

Z0
sin γl + IL cos γl









APPENDIX 5

RESONANCE MODES OF THE ALVAREZ CAVITY

(1) (2) (3) 

a. In the three cavities the gaps are supposed to have the E fields equal and in phase.  This
means that the two internal walls do not carry any current.

(1) (2) (3) 

b. In the three cavities the gaps are supposed to have the E fields with equal amplitude but
opposed phases (the π mode).  This means that the internal walls must carry current.



APPENDIX 6

WAVEGUIDES

In addition to transmission lines, another way of transmitting electromagnetic power is
by means of waveguides.  Uniform waveguides are metallic tubes with constant cross-section
and straight axis and, in practice, they always have rectangular or circular cross-sections.
Moreover we limit ourselves here to the case of the lossless waveguides.

Let us indicate with T the coordinates of the cross-section (x,y and r,φ for the two cases).
If ψ(T) indicates any real function of the transverse coordinates then:

E

H




≡ ψ T( )e j ωt−βz( ) (A6.1)

indicates a sinusoidal field which propagates along the z axis with phase velocity vp equal to
ω/β where β is a real function of ω that for the moment is unknown (here, in order to be
consistent with the current engineering literature, the quantity β is the propagation constant
and should not be confused with the normalized speed of the particles).

If the above fields are substituted into the Maxwell equations we obtain a linear system
where the transverse fields depend upon the derivatives of the longitudinal fields.  Solving the
system we obtain:

Rectangular coordinates Cylindrical coordinates

Eφ = j

kc
2

−β
r

∂EZ

∂φ
+ ωµ ∂HZ

∂r









 Er = − j

kc
2 β ∂EZ

∂r
+ ωµ

r

∂HZ

∂φ










Ey = j

kc
2 −β ∂EZ

∂y
+ ωµ ∂HZ

∂x







 Eφ = j

kc
2

−β
r

∂EZ

∂φ
+ ωµ ∂HZ

∂r











Hx = j

kc
2 ωε ∂EZ

∂y
− β ∂HZ

∂x







 Hr = j

kc
2

ωε
r

∂EZ

∂f
− β ∂HZ

∂r









Hy = − j

kc
2 ωε ∂EZ

∂x
+ β ∂HZ

∂y







 Hφ = − j

kc
2 ωε ∂EZ

∂r
+ β

r

∂HZ

∂φ








 (A6.2)

where

kc
2 = ω 2εµ − β 2  .

From the above equations, we obtain:

ET = − jβ
kc

2 ∇tEz  ;    HT = − jβ
kc

2 ∇t Hz (A6.3)

where with ∇ t we indicate the gradient operator in the transverse plane.

It is now evident that our problem is solved when we know the longitudinal components
Ez and Hz and the value of kc.  Before proceeding with this determination we recognize that:

i) The solutions Ez and Hz are obviously independent.  From the systems (A6.2) we see
that the total field in the guide may depend upon both the Ez and Hz functions.



ii) The fields for which Hz ≡ 0 are called transverse magnetic (TM) modes (accelerating
modes), while the fields for which Ez ≡ 0 are the transverse electric (TE), deflecting,
modes.

The scalar potentials Ez, Hz together with the corresponding values of kc, are obtained as
follows.  We indicate with V a vector which can represent either E or H and from the Maxwell
equations we obtain the familiar vector wave equation:

  
∇2V = +εµ ∂ lV

∂t2  .

For the z component we obtain (in both the coordinate systems):

∇T
2 Vz + ∂ 2Vz

∂z2 = +εµ ∂ 2Vz

∂t2

where ∇T
2

 indicates the scalar bidimensional (transverse) Laplacian operator.  Introducing the
general hypothesis (A6.1) we obtain the fundamental equation:

∇T
2 Vz + ω 2εµ − β 2( )Vz = 0

or

∇T
2 Ez

Hz









+ kc
2 Ez

Hz









= 0  . (A6.4)

We know that given the appropriate boundary conditions this equation can be solved for
an infinite number of discrete real values of kc (the eigenvalues) to which correspond an
infinite number of eigenfunctions.

With reference to the cross-sections and reference systems for rectangular and circular
waveguides, shown below we obtain:

Cartesian Cylindrical

Ez = E0 sin 
mπ
a

x sin 
nπ
b

y Ez = E0Jν kcr( ) cos νφ
sin νφ





Hz = H0 cos 
mπ
a

x cos 
nπ
b

y Hz = E0Jν kcr( ) cos νφ
sin νφ





kc
2 = mπ

a






2

+ nπ
b







2

      kc =

Pνl

a
   for   Ez

P'νl

a
   for   Hz










(A6.6)

where m,n and ν,l are couples of arbitrary integers, Jν is the Bessel function of order ν, Pνl and
P'νl are respectively the lth root of the Bessel function of order ν  and the lth root of its
derivative.



y 

x 
z 

a 

b 

r = a  

φ 

z 

r 

From Eqs. (A6.5) and (A6.6) we know the possible form for the longitudinal fields and
the corresponding values of the eigenvalues kc.  Recalling that kc is related to the phase
constant β we obtain:

β = ± 2π
λg

= ± ω 2εµ − kc
2  . (A6.7)

It is now clear that because kc is always real then the propagation in a waveguide is

always possible (i.d. β is real) above certain "cut-off" frequencies which depend upon the
chosen mode of propagation (choice between TE or TM modes and choice of the integers m,n
or ν,l according to the cross-section of the guide).  Moreover since ω2εµ must be larger than

kc
2  then λg must be larger than λ.  Consequently, phase velocity vp must be larger than

1 / εµ .



APPENDIX 7

THE LOADED QUALITY FACTOR QL

The normal definition:

Q = 2π Energy spread
Energy lost per cycle

is used under the assumption that the cavity is not coupled to any circuit.

If the cavity is coupled to an external circuit (normally the generator), then the output-
impedance of this circuit (normally real) affects all the coupled modes and the quality factor of
each mode changes.  These new quality factors are the loaded Q denoted as QL.

Consider the two examples a) and b) below.
a)

R i  

R 

I 

C L 

ω0
2 = 1 / LC

Q = ω0RC

Z = R

1 + jQ
F

F0
− F0

F







Since the output impedance of the ideal current generator is supposed to be infinite, then
the quality factor that we can measure from the band-width of the modulus of the impedance is
the normal (or unperturbed) one.

b)

i R

R 

I 

C L 

Rρ 



Rp = Rρ
R + ρ

< R

ω0
2 = 1 / LC  ;    Qp = ω0RpC

Z =
Rp

1 + jQp
F

F0
− F0

F







In this case we assumed that the output impedance of the generator is ρ and because   Qp
< Q, then the band-width of the circuit is increased.  Using the normal way of naming the
parameters with special names we replace Qp with QL.

Coming back to the cavities: the stronger is the coupling, the lower is the loaded Q.  In
other words:  the stronger the coupling the larger the band-width.  For instance when the
coupling to the generator is adjusted for maximum energy transfer, then the loaded QL is one
half of the unperturbed one.  Sometimes (not always!) the power given to the beam is
considered but this confused situation should be avoided if at all possible.



VACUUM SYSTEM DESIGN

A.G. Mathewson
CERN. Geneva, Switzerland

1 . INTRODUCTION

In this paper the basic terms used by the vacuum engineer are presented and some useful
formulae are also given.  The concept of bakeout is introduced and the physics behind it
explained.  However we will not dwell on the very basics of vacuum system design but
concentrate on the effects in electron and proton storage rings which are due to energetic particle
bombardment of the vacuum system walls and the ensuing gas desorption which may
detrimentally affect the running of the machine.  In addition, the problems associated with
proton storage rings where the vacuum chamber is at cryogenic temperature are described.

2 . BASIC FORMULAE

What interests the electron or proton storage ring vacuum system builder is the molecular
density encountered by the circulating particles since it is these residual gas molecules which
scatter the circulating particles and, with time, gradually reduce the beam intensity.

Although most vacuum gauges measure the molecular density, conventionally we always
refer to pressure, which is a force per unit area.  The pressure P is given by:

P = const n M <v2>

where n is the number of molecules/cm3

M is the mass of the molecule

and <v2> is the mean square velocity of the molecule

In the MKS system the unit of pressure is the Pascal (Pa) and

1 Pa = 1 N m-2

The relation between pressure and molecular density is derived from Avogadro's number
and the definition of the gram molecular volume i.e. 22.414 l of gas at 1.013 105 Pa (1
atmosphere) and 273 K contain 6.023 1023 molecules.  Or 1 Pa l of gas contains 2.65 1017

molecules at 273 K.

Other units of pressure used very frequently are Torr and millibar where

1 Torr = 133.33 Pa

and
1 millibar = 100 Pa

At lower temperatures, for a given pressure, the number density of molecules increases
since the kinetic energy of the molecule is proportional to the temperature and it is the mean
square velocity of the molecule which enters in the expression for the pressure.

Pressures in storage rings are typically below 1 10-9 Torr.



3 . CONDUCTANCE

The gas Q (Torr l s-1) flowing to the pump from the vessel being evacuated generally
passes through a series of pipes which represent a resistance to flow.  This results in a pressure
difference P1-P2 (Torr) and the conductance C (l s-1) is defined as:

C = Q

P1 − P2

Conductances in series C1, C2, C3, ........add as

1
C

= 1
C1

+ 1
C2

+ 1
C3

and conductances in parallel add as

C = C1 + C2 + C3

Since the conductance is determined by the mean velocity of the gas molecule, and the
mean velocity v  of the molecule for a Maxwellian velocity distribution is given by [1]:

v = 4
kT

2πM





1/2

where k is Boltzmann's constant

and T is the absolute temperature

the conductance varies as:

T

M

Conventionally, conductances are given for N2, M = 28.

Useful expressions for the conductance C (l s-1) of a long circular tube and a long
elliptical tube in the molecular flow regime (below 10-3 Torr) are:

Circular tube, radius R (cm), length L (cm) >> R

C = 92.8
R3

L











T

300






28
M















1/2

Elliptic tube, semi major and minor axes a (cm) and b (cm), length L (cm)

C = 130
a2b2

L









 a2 + b2[ ]−1/2 T

300






28
M















1/2

The conductance C (l s-1) of an orifice of area A (cm2) is given by



C = 11.6A
T

M

4 . MONOLAYER

The vacuum engineer is concerned with the efficient removal of adsorbed surface gas.
The quantity of surface gas is usually expressed in monolayers.  The molecular diameters in
Ångström (1 Å=10-8 cm) of some gases commonly found in vacuum systems are given in
Table 1.

Table 1
The diameters of some molecules

Molecule Diameter (Å)
Ar 3.2
CO 4.1
He 1.9
H2 2.4
N2 3.3
O2 3.2

Let us calculate how many molecules make a monolayer.  If we take N2, then on 1 cm2

there are

1

3.3  10−8 × 3.3  10−8 = 1015  molecules cm−2

Fig. 1  A box of volume 1 litre with 1 monolayer of gas adsorbed on the surface

What does one monolayer mean to the vacuum engineer?  If we take a box of volume 1
litre as shown in Fig. 1 then

Volume = 103 cm3 = 1 litre

Surface area = 6 x 10 x 10 = 600 cm2

1 Monolayer = 1 1015 x 600 = 6 1017 mol. in 1 liter



Since 3.54 1019 mol. l-1 = 1 Torr at 0°C

6 1017 mol. l−1 = 
6 1017

3.54 1019

= 1.7 10-2 Torr

Thus a monolayer of gas is a quantity which may cause considerable pressure increases if
allowed to desorb into the vacuum system.

5 . PUMPING SYSTEMS

To evacuate the system from atmospheric pressure a combination of a rotary pump and a
turbomolecular pump can be used.  If operated correctly, this combination can provide a clean,
oil-free vacuum to pressures below 10-8 Torr.  These pumps are also used during bakeout to
remove the outgassing products from the system.

Dry, oil-free pumps are also available as standard items.

For clean pumping in the ultra-high vacuum range (< 10-9 Torr), sputter ion pumps, non
evaporable getter (NEG) and Ti sublimation pumps can be used.  Together, these pumps can
cope with all the gases normally found in clean, all-metal vacuum systems and, by themselves,
have lower limit pressures in the 10-11 to 10-12 Torr range.

For details of the characteristics of each of these pumps the reader is referred to the
manufacturers' catalogues.

6 . CLEANING METHODS

Before use, all ultra-high vacuum chambers must be chemically cleaned to remove the
cutting oils, dust, fingerprints, etc.  Since it is the tightly bound surface gas, not removed by
the bakeout, which is desorbed by the energetic electrons, ions or photons generated during
operation with beam, one criterion for the choice of the chemical cleaning method is that it
leaves the vacuum chamber surface with as little desorbable gas  as possible.  Since this gas is
in, or on, the surface oxide layer, the cleaning methods used for Cu and Al involve fluids
which chemically remove this sometimes thick, dirty oxide and replace it with a thin, cleaner
oxide.

For Cu, two processes are recommended depending on whether the parts are heavily
oxidised (A) or machined (B) where the bulk of the oxide has been removed.

A) For heavily oxidised Cu surfaces

1. Vapour degreasing in perchloroethylene (C2Cl4) at 121°C.
2. Alkaline soak with ultrasonic agitation for 5 min. in an alkaline  detergent at 50°C.

The detergent is 1740S (special CERN) supplied by Cleaning Technology, Nyon,
Switzerland and is made up to a concentration of 10 g l-1.

3. Tap water rinse.
4. Pickling in HCl (33%) 50% by volume with H2O 50% at room temperature for 1 to 5

min.
5. Tap water rinse.
6. Acid etch in H2SO4 (96%) 42% by vol.

HNO3 (60%) 8% by vol.



HCl (33%) 0.2% by vol.
H2O to complete

at room temperature for 30 s to 1 min.
7. Tap water rinse.
8. Passivation in CrO3 (Chromic acid) 80 g l-1

H2SO4 (96%) 3 cm3 l-1

at room temperature for 30 s to 1 min.
9. Running tap water rinse.
10. Cold demineralized water rinse.
11. Dry with filtered air or dry N2.
10 Wrap in Al foil

B) For machined Cu parts

1. Vapour degreasing in perchloroethylene (C2Cl4) at 121°C.
2. Alkaline soak with ultrasonic agitation for 5 min. in an alkaline detergent as in A2)

above at 50°C.
3. Tap water rinse.
4. Pickling in HCl (33%) 50% by volume with H2O 50% at room temperature for 1 to 5

min.
5. Tap water rinse.
6. Passivation in CrO3 (Chromic acid) 80 g l-1

H2SO4 (96%) 3 cm3 l-1

at room temperature for 30 s to 1 min.
7 Running tap water rinse.
8 Cold demineralized water rinse.
9. Dry with filtered air or dry N2.
10 Wrap in Al foil

For Al two processes are also recommended depending on whether the parts are heavily
oxidized or not.  The first involves a heavy (µm removed) etch in NaOH and the second a light
(about 1500Å removed) etch in alkaline detergent.

A) For heavily oxidised Al surfaces
1. Precleaning by removal of gross contamination, swarf and burrs (steam cleaning

excluded).
2. Immersion in alkaline (pH = 9.7) detergent solution at 65°C with ultrasonic agitation

for 10 min. The detergent is ALMECO-18 (P3-VR-580-17) manufactured by the
Henkel corporation and is made up to a concentration of 20 g l-1 with ordinary
water.

3. Immediate rinsing inside and out with a cold tap water jet.
4. Rinsing by immersion in a bath of flowing tap water.
5. Alkaline etching by immersion in NaOH at a concentration of 45 g l-1 along with

18 g l-1 of METEX S449, a wetting agent manufactured by MacDermid, at 45°C for
a maximum of 1 to 2 min.

6. Immediate rinsing by immersion in a flowing cold tap water bath.
7. Immersion in a room temperature acid bath containing HNO3 of concentration 50%

by volume (starting from HNO3 of concentration 65% by weight and specific ravity
1.4) and HF of concentration 3% by volume (starting from HF of concentration 40%
by weight and specific gravity 1.13).

8. Immediate rinsing by immersion in a cold flowing demineralized water bath
(conductivity < 5 µScm-1).

9. Second rinsing by immersion in a cold flowing demineralized water bath
(conductivity < 5 µScm-1).



10.Drying in a hot air oven at about 80°C. Care must be taken to drain all excess water
from the tubes before drying as the combination of water and high temperature can
form thick oxide layers on the surface.

A) For lightly oxidised Al surfaces

1. Precleaning by removal of gross contamination, swarf and burrs (steam cleaning
excluded).

2. Immersion in alkaline (pH = 9.7) detergent solution at 65°C with ultrasonic agitation
for 10 min. The detergent is ALMECO-18 (=P3-VR-580-17) manufactured by the
Henkel corporation and is made up to a concentration of 20 g l-1 with ordinary
water.

3. Immediate rinsing inside and out with a cold demineralized water water jet.
4. Rinsing by immersion in a bath of cold flowing demineralized water (conductivity

< 5 µScm-1).
5. Drying in a hot air oven at about 80°C. Care must be taken to drain all excess water

from the tubes before drying as the combination of water and high temperature can
form thick oxide layers on the surface.

The above processes have been found to be effective in cleaning the 128 Cu RF cavity
units and the 27 km of Al vacuum chambers in the CERN Large Electron Positron (LEP)
storage ring [2,3].  However, it must be remembered that chemical cleaning procedures will
never provide atomically clean surfaces since traces of the cleaning solutions will always
remain and exposure to air results in adsorption of water vapour, CO2, etc.

7 . THERMAL OUTGASSING

The vacuum pumps have to cope with a molecular flux Q from the surface.  The units of
Q are molecules s-1 or Torr l s-1.  The equilibrium pressure P (Torr) obtained when one has a
pumping speed S (l s-1) and an outgassing rate Q (Torr l s-1) is given by:

P = Q

S

Molecules are bound to the surface with a certain binding energy E (eV) and the rate at
which the surface coverage N (molecules cm-2) is reduced is given by:

dN

dt
= − const N exp 

−E

kT






where k is Boltzmann's constant

and T is the absolute temperature

The thermal outgassing rate Q is simply 
dN
dt  

Typical values of outgassing rates for clean, baked stainless steel, Cu or Al are around
1 10-12 (Torr l s-1 cm-2) and that is mostly H2.

For unbaked surfaces the outgassing rates are roughly 10 times higher and contain other
gases apart from H2 such as CH4, H2O, CO and CO2 and take longer to pump down to the
equilibrium pressure.  Figure 2 shows how the outgassing rate depends on the pumping time.



Outgassing rates have to be measured.  They cannot be calculated since they depend
strongly on the material and the surface treatment i.e. how contaminated the surface is or how
well the chemical cleaning has been carried out.

Fig. 2  The time dependence of the outgassing rate

8 . BAKEOUT

If, for a given pumping speed, the pressure is not low enough then we must reduce the
thermal outgassing rates by reducing the surface coverage N or the temperature T.

dN

dt
= −const N exp 

−E

kT






If we increase the temperature for a certain time this will deplete the surface coverage N
and when we cool back down to room temperature the outgassing rate will be lower.  This is
the principle of bakeout.  However, if the binding energy E is large, the outgassing rate of
molecules from that particular state will be small and will therefore not bother us.  It is only
those molecules in the low energy binding states and which desorb at ambient temperature
which are a nuisance and must be removed.  The tightly bound molecules, although they do not
desorb i.e. we do not see them, are still present on the surface and, as we shall see later, can be
desorbed by energetic ions, electrons or photons.

By integrating the above equation, the time t required to reduce the initial surface
concentration of a state of binding energy E by 1/e by heating at a temperature T is found to be:

τ =  const exp 
E

kT






In Table 2 are given some measured binding energies for CO and H2 on some

stainless steels [4,5] and in Table 3 are the values of τ for four binding energies and three
bakeout temperatures.

Table 2
Binding energy (eV)

316 L+N
Non-degassed

316 L+N
degassed

316 LN NS 21

α-C O 0.97 1.2 0.9



β-C O 1.72 1.67 1.7 1.55

γ-C O 2.05 1.91 2.2 1.96

δ-C O 2.8

H2 0.89

Table 3
τ (s) for different binding energies and bakeout temperatures

E (eV) 200°C 300°C 400°C
0.9 3.8 10-4 8.1 10-6 5.4 10-7

1.7 1.2 105 8.6 101 5.2 10-1

2.0 1.9 108 3.7 104 9.1 101

2.8 6.4 1016 4.0 1011 8.8 107

1 hour = 3.6 103 s,  1 day = 8.6 104 s,  1 week = 6.0 105 s,  1 year = 3.0 107 s

9 . SYNCHROTRON RADIATION INDUCED GAS DESORPTION

When relativistic electrons or positrons are in circular motion they radiate energy in the
form of synchrotron radiation.  This electromagnetic radiation has a spectrum extending from
the infrared to, in some cases, many keV.  These energetic photons hit the wall of the vacuum
chamber, produce photoelectrons and desorb gas which is tightly bound to the surface.  The
quantity of interest is the photon induced gas desorption yield defined as the number of
desorbed gas molecules per incident photon.

Fig. 3  The photon induced gas desorption yield for baked Al at 2.95 keV critical energy as a
function of the total photon dose

The photon induced neutral gas desorption yields for a baked Al alloy vacuum chamber as
a function of the photon dose are shown in Fig. 3.  There it can be seen that the gases desorbed
are firstly H2 followed closely by CO and CO2, all in the 1 10-2 molecules/photon range, with
CH4 about a factor of 10 lower.  With increasing photon dose all desorption yields decrease but
the CH4 decreases much faster than the other gases.  After a dose of 2 1021 photons/m the H2
has decreased by a factor of 13, CO and CO2 by a factor of 10 and CH4 by a factor of 300.



In Fig. 4 the corresponding results for Cu are shown.  It can be seen immediately that,
compared to Al, the initial desorption yields are all about a factor of 10 lower. However the rate
of decrease with photon dose is also lower, in that after a dose of 2 1021 photons/m the
desorption yields have only decreased by a factor of 10.  Again it is H2 which has the largest
desorption yield followed closely by CO and CO2 with CH4 lower still.

Fig. 4  The photon induced gas desorption yield for baked Cu at 2.95 keV critical energy as a
function of the total photon dose

With the advent of non-evaporable getters (NEG) the total quantity of gas desorbed by the
synchrotron radiation is important in deciding how much NEG to install and in predicting how
often it must be reconditioned during the operation of the machine.  By integration of the
desorption yields with respect to photon dose, the total number of molecules desorbed per
metre of chamber as a function of photon dose may be obtained.  A more practical number is
the amount of gas desorbed in Torr litres per metre of chamber, where 1 Torr litre = 3.3 1019

molecules at 20°C.  This integration has been carried out for Al and the results are shown in
Fig. 5.

For the Al, which had the highest desorption coefficients, it can be seen that, after 3 1021

photons/m, almost 1 Torr l/m  of H2 had been desorbed, 0.1 Torr l/m of CO and CO2 but only
4 10-3 Torr l/m of CH4.



Fig. 5  The quantity of gas desorbed from Al as a function of the total photon dose

Another practical piece of information useful in the design of pumps for vacuum systems
exposed to synchrotron radiation is how much gas has to be removed before the desorption
coefficients drop below a certain value.  These results are shown in Fig. 6 for Al.

Fig. 6  The photon-induced gas desorption yields as a function of the quantity of desorbed gas

1 0 . SIMPLE MACHINE

An outline of a simple machine is given below.  It essentially consists of a long vacuum
chamber pumped at regular intervals and this type of structure is repeated around the machine.
Each pump has a pumping speed of 2S and there is a distance of 2L between pumps.



If we consider a section of the vacuum chamber as shown below,

then the gas flow Q through the chamber is given by:

Q = −c
dP

dx
where P is the gas pressure (Torr)

V is the volume per unit length of tube (l m-1)
w is the perimeter of the tube (m)
c is the specific conductance of the tube (l s-1 m)
a is the gas desorption per unit length of tube (Torr l s-1 m-1)
q is the gas desorption per unit area of tube (Torr l s-1 m-2)
a = q w

The change in number density of molecules in the volume element Vdx between x and x + dx is

V  dx
dP

dt
= a  dx + c

dP

dx




x+dx

− c
dP

dx




x

V
dP

dt
= a + c

d2P

dx2









  

In the steady state
dP

dt
= 0

thus the equation to be solved is:
d2P

dx2 = − a

c



Boundary conditions

By symmetry at x = L
dP

dx
= 0

At x = 0 and x = 2L P = aL

S

and c
dP

dx
= aL

The final solution is P = aL

S
+ aLx

c
− ax2

2c

The maximum pressure Pmax = aL

S
+ aL2

2c

The average pressure Pav = aL
1
S

+ L

3c






1 1 . PROTON STORAGE RINGS

In proton storage rings the energetic protons can ionize the molecules of the residual gas.
These positive ions are then repelled by the positive space charge of the protons and can
bombard the vacuum chamber walls with energies up to a few hundred eV depending on the
proton beam current.  The energetic ions desorb tightly bound surface gas which increases the
pressure and hence, in turn, the ion bombardment.  Thus we have a positive feedback process
which may result in a pressure runaway.

The beam induced gas desorption is pressure dependent, thus we must introduce a
pressure dependent term in addition to the thermal outgassing term in the differential equation
describing the behaviour of the pressure.  This term (Torr l s-1 m-1) can be written as:

103 Pησ I

e

where σ is the ionisation cross-section of the molecule for high energy protons 
(0.25 10-22 m2 for H2)
I is the proton beam current (A)
P is the pressure (Torr)
e is the electronic charge (1.6 10-19 C)

and 103 comes from the units used.

The differential equation then becomes

V
dP

dt
= a + bP + c

d2P

dx2











where

b = 103 ησ I

e



For steady state conditions 
dP
dt   = 0 and the equation to be solved is:

d2P

dx2 = −ω 2P − a

c

where

 ω 2 = b

c

The solution has the form

P = a

cω 2
cos ω L − x( )

cos ωL − ωc

S
 sin ωL

−1

















A solution only exists if

cos ωL − ωc

S
 sin ωL > 0

or

ω tan ωL < S

c
In practice this reduces to the stability criterion

η I < constant (depending on S, C and L)

As an example in the CERN proton storage rings (ISR) the parameters of the vacuum
system were such that the product ηI had to be less than 25.7.  Since proton beam currents

could reach 50 A this meant that the desorption yield η had to be less than 0.5 molecules/ion
for stability.

1 2 . COLD PROTON STORAGE RINGS

In the CERN Large Hadron Collider (LHC) and the American Superconducting Super
Collider (SSC) projects, protons of 7.7 TeV and 20 TeV respectively will circulate in a
vacuum chamber at cryogenic temperatures.  The relativistic protons will emit a significant
amount of synchrotron radiation thus there will be all the photon induced gas desorption as well
as the pressure stability problems described in the previous sections.  In addition, although the
vacuum chamber at cryogenic temperatures is a cryopump with a very large pumping speed for
the desorbed gases, the combination of the photon induced gas desorption and the pumping
surface may turn out to be somewhat of a liability.

In the LHC the superconducting magnets will operate in a bath of superfluid He at
1.9 K.  The power coming from beam induced losses in the vacuum chamber walls and from
synchrotron radiation will be absorbed at 5 to 10 K by a separate inner screen.  The
synchrotron radiation desorbs H2, CH4, CO and CO2. from the surface and near surface of the
screen and these gases are immediately cryopumped by the surrounding surfaces.  Thus, with
continued photon bombardment, the coverage of these gases will gradually build up on the
surface and, since the desorption yields defined above increase with surface coverage, the



pressure may become unstable.  For example, the desorption yield for 5 keV H2
+ desorbing

H2 from a layer three monolayers thick is 5 104 mol/ion.

The gas which is physisorbed on the cold screen surface has a thermodynamic vapour
pressure.  For temperatures <10 K only the vapour pressure of H2 will be significant.
Initially, when the surface coverage is less than a monolayer, the pressure will be very low and
completely insignificant.  But, as the first monolayer becomes completed, the vapour pressure
rises dramatically and exceeds 10-6 Torr at 5 K as shown in Fig. 7.   Such a high pressure is
unacceptable in a storage ring such as the LHC since the beam-gas lifetime is less than 20
minutes instead of the required 24 hours.

It is important, therefore, that the screen surface be as clean as possible initially so that the
photon induced gas desorption is small and the time to build up a thick layer is long.

Since it is not pure H2 which is cryopumped but a mixture containing H2, CH4, CO and
CO2, it is uncertain what the vapour pressure of this composite layer will be.  If the vapour
pressure of the H2 component is suppressed then this will be an advantage but the pressure
instability due to the ion bombardment will not be affected.

An additional complication is that the choice of the screen surface is imposed.  For
reasons of beam stability, the screen wall must have a high electrical conductivity and a suitable
material is pure Cu.  However these chambers are in the 9.5 Tesla magnetic field of the
superconducting dipole bending magnets which, from time to time, may quench.  When this
occurs, the magnetic field drops from 9.5 Tesla to zero in about 0.3 s and hence induces large
currents in the screen which, in turn, produce large forces.  

A pure Cu screen, with its low electrical resistance would have large induced currents and
large forces which would deform it.  The screen will therefore be made of stainless steel for
mechanical strength with a 0.1 mm layer of Cu electrodeposited on the interior for the beam
stability (Fig. 8).  Thus it is this electrodeposited Cu layer which is bombarded by photons and
which should be as free of desorbable gas as possible.

Fig. 7  The vapour pressure of H2 as a function of surface coverage for different temperatures



Fig. 8  A cross section of the LHC vacuum chamber with its Cu-plated stainless steel screen
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INJECTION

G.H. Rees
Rutherford Appleton Laboratory, UK.

1 . INTRODUCTION

Injection covers the final stage of transfer of beam from one accelerator to another, either
from a linear to a circular machine or from one circular machine to another.  The design aims
are to achieve the transfer with little beam loss and with a minimum or a defined dilution of the
beam emittances.

Single-turn injection schemes are relatively straightforward; beam is injected onto a central
orbit via a septum unit and a fast kicker element, with appropriate matching arranged in the
transverse and longitudinal planes.  There should be no beam loss and very little emittance
dilution, only that associated with transfer errors.  For the longitudinal plane, the momentum
spread (∆p/p) and phase (∆φ) parameters of the incoming bunch must be matched to those of
the partial 'bucket' defined by the radio frequency fields of the ring.  Successful single-turn
injection requires that:

i) the stray field of the septum unit is at an acceptable level,

ii) the kicker field is reduced to zero in a time less than a defined fraction of the revolution
period and,

iii) the RF system is capable of containing the transient beam loading introduced at the instant
of injection.

Multi-turn injection involves more complex processes and is significantly different for
electron accelerators than for proton or heavy-ion machines.  The electron rings are often able to
take advantage of radiation damping effects to increase the brightness of the resulting beam.
Proton and heavy-ion machines generally operate at a beam brightness that is set by space-
charge effects.  The final particle distributions are very different in the two cases.  The electron
beams reach a near equilibrium state where there are Gaussian particle distributions in both
transverse and longitudinal planes.  The proton and heavy-ion distributions are functions of the
details of the multi-turn process and of the space-charge levels achieved.  In recent years,
proton machines have utilised a type of multi-turn scheme known as charge-exchange injection.
An injector linac accelerates H- particles which are subsequently stripped to protons in the ring
to be filled.  This allows considerable flexibility in the injection process; below the space-charge
limit, the beam brightness may be increased by large factors, while at the space-charge limit
there is better control of the final beam distributions.

The hardware needed for multi-turn injection is not great1y different from that for single-
turn injection but the role of the fast kicker element is replaced by that of programmed orbit
bump magnets.  The particular case of charge exchange injection also requires the provision of
micron or sub-micron stripping foils.

Historically, multi-turn injection first occurred [1] in weak-focusing synchrotrons, with
filling of the horizontal betatron acceptance of the ring.  Subsequently, energy-ramping systems
were included in the injection beam line to allow simultaneous filling of the longitudinal
acceptance.  Most alternating-gradient machines have used multi-turn injection in the horizontal
betatron plane alone;  injection in both the horizontal and vertical planes has often been
discussed but never utilised in practice except recently in the charge-exchange injection
schemes.



Finally, mention should be rnade of some novel injection schemes:

i) the resonant injection scheme into the Argonne zero-gradient synchrotron [2],

ii) the radio-frequency stacking schemes of the MURA machines [3] and subsequently the
ISR,

iii) the pion-decay scheme for injecting into muon storage rings [4] and

iv) the combined cooling and stacking process for the antiproton accumulator ring at CERN
[5].

2 . SINGLE-TURN INJECTION

The first requirement for the injected beam is that it be matched at the entry point to the
ring.  This means that, at the exit from the septum unit, the betatron and dispersion function,

βy ,  α y ,  βx ,  α x ,  Dx ,  Dx
' ,  Dy   and   Dy

'  ,

must be identical with the machine lattice parameters at that point.  Also the phase-space
contours containing defined percentages of beam must approximate the elliptical contours in
transverse phase space given by:

y2 + α yy + βyy'( )2
= βyε y (1)

x2 + α x x + βx x'( )2 = βxε x (2)

where πε y , πε x  are un-normalised emittance values.  Similar contours exist in longitudinal
space but are somewhat more complex as the synchrotron motion is non-linear.

For horizontal, single-turn injection, the centre of the injected beam must be at a distance
x from the centre of the machine aperture at the exit of the septum, where:

x = βx εi + ε x( ) + Dx
∆p

p





 i

+ ∆p

p





 x







+ xco + xs (3)

where πεi  and πε x  are the un-normalised horizontal emittances in the injected beam line and
the ring respectively,
∆p / p( )i  and ∆p / p( )x  are the momentum spread of the beam in the injection line and the ring

respectively,
xco is an allowance for closed-orbit deviations and clearances and
xs  is the effective thickness of the septum unit.
Note that ε x  may be somewhat larger than εi due to transfer errors and
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 due to subsequent adjustments of the radio-frequency fields.

Horizontal single-turn injection is shown schematically in Fig. 1.  It is assumed that the
fast kicker is located at a point downstream from the septum unit with a phase shift of the
horizontal betatron motion, µ x  , between the two positions.  The injected beam must move to
the centre of the aperture by the time it reaches the kicker and, for this to occur, the input beam
divergence at the exit of the septum is required to be:



x' = − α x +  cot µ x( )x / βx (4)

The angular deflection that the kicker must then impart to the beam for it to move
subsequently on the central equilibrium orbit is:

θ = x / βxβx  sin µ x (5)

where βx  is the horizontal β-function at the kicker position.

From (5) it may be seen that a high value of βx  is advantageous to reduce the kick angle.
Also, a high value of βx  helps in reducing the relative contribution to θ due to the septum
thickness.

For injection into a FODO lattice, as shown in Fig. 1, the septum and kicker units are
placed just downstream of the F quadrupoles, with the kicker one cell downstream from the
septum.  βx  and βx  are nearly equal to the maximum βx  value of the cell and α x  is positive.
In the particular case when the phase shift per cell is π/2:

µ x = π / 2

x' = −α x x / βx

θ = x / βxβx (6)

Septum units may be dc septum magnets or dc electrostatic wire septa.  Magnetic septa are
the more rugged but electrostatic septa are used when it is necessary to reduce the fast kicker
requirements.  The components between the septum and kicker must have an adequate aperture
for the transit of the incoming beam.  If the injection energy is relatively low, it is important that
there be adequate shielding of the beam from the septum leakage field.  The sources of this
stray (fringing) field for a magnetic septum are the magnetomotive loss field from the yoke, the
gap between the yoke and the septum, the gaps between the septum turns and, finally, the
cooling channels in the septum conductors.  Techniques used to reduce the leakage field include
the use of a mild steel vacuum chamber for the region between the septum conductors and the
beam, the use of septum magnet field clamps and the use of powered anti-reluctance field
windings.

Fast kicker magnets require to be switched off in times typically of 50 to 150 ns.  The
kickers are powered from pulse-forming networks which are charged in the off-time of the
machine cycle and rapidly discharged via thyratron switches when needed.  The rise and fall
times of the pulse are functions of the thyratron characteristics and the kicker design.
Originally, the kickers have been built in the form of lumped delay lines which are then
terminated by the characteristic impedance of the line.  This is adequate unless undesirable beam
coupling impedances are introduced above the cut-off frequency of the line.  For a high
intensity machine it is simpler to use a lumped kicker element fed via high-voltage cables,
terminated suitably at the end of the line as sketched in Fig. 2.  Typical voltage and current
levels during the pulse are 40 to 80 kV and 2000 to 5000 A, with magnetic field levels 250 to
500 gauss.  Frequently it is necessary to use ferrites to contain the field and the usual material is
a nickel-zinc ferrite.  If the ferrites are contained within the vacuum chamber of the machine, the
out-gassing properties must be acceptable.  The density of the ferrite must be such that its water
absorbent characteristics are not too high and care is needed in the grinding process that no
undesirable lubricants are used.  Sometimes a ceramic vacuum chamber is inserted between the
ferrite and the beam, with a thin conducting layer deposited on the inner wall of the ceramic.



Fig. 1  Single-turn injection Fig. 2  Injection fast kicker pulser

The beam coupling impedance of this arrangement must be checked because of possible high
frequency modes in the ceramic layer.

Septum and kicker magnets are generally much simpler to design for single-turn injection
systems than for fast-extraction systems.  More details of these components will thus be given
in the discussion on extraction.

3 . MULTI-TURN INJECTION

In the early weak-focusing proton synchrotrons, injection involved a filling of the
horizontal betatron acceptance with a large number of injected turns.  The injection efficiency
tended to be low with the beam loss mainly on the back of the septum.  In time, injector beam
currents improved and the subsequent development of strong-focusing proton rings has
generally been with a relatively small number of injected turns, less than ten.

Conventional multi-turn injection employs an input septum unit with a programmed orbit
bump in the vicinity of the septum.  The horizontal plane is favoured because the horizontal
acceptance is larger than the vertical acceptance in a conventional magnet ring.  A different
technique is employed for electrons and positrons than for protons or heavier particles.

Electrons are at a sufficient energy that space-charge forces are insignificant.  A single
turn is first injected via the septum magnet after which the local orbit bump is collapsed slowly



over a number of revolution periods.  Radiation damping effects in the ring lead to a damping
of the betatron and synchrotron oscillations and use is usually made of the damping of the
horizontal betatron motion.  After a few damping times, the beam bump is re-energized and a
second beam pulse is injected.  The sequence is repeated until a sufficient circulating intensity is
obtained.  Filling times for electrons are short but positron sources are not so intense and then
longer filling times are required.  Sometimes it is necessary to introduce special wiggler
magnets in the ring to reduce the damping time and allow more frequent fillings.  The orbit
bump moves the stored beam radially to approach the septum but it must not be so close that the
tails of the betatron distribution are removed by the septum.  Injection into synchrotron space is
also possible and has been used in the e±  storage rings at Novosibirsk but it is not so common.

In the case of protons or heavy ions, the orbit bump is reduced with time so that the early
beam occupies the central region of the horizontal acceptance and the later beam the periphery of
the acceptance.  At the end of injection the beam bump is reduced to zero.  Because of the finite
thickness of the septum and the elliptical phase-space contours of the injected beam, there must
result some emittance dilution.  If the injector emittance is πεi  and the number of injected turns
is n, the resulting emittance in the ring, even in the absence of transverse space charge, is:

πε x > 1.5πnεi  . (7)

The extent of the dilution depends on the level of transverse space-charge forces, as does
the dilution in the orthogona1 plane.  For small space-charge forces there should be no
reduction in the vertical phase-space density provided that the beam is correctly matched and
there are no error fields in the ring that lead to horizontal-vertical coupling.  At space-charge
levels approaching an incoherent tune shift, ∆Qy , of 0.2, there are appreciable non-linear
forces and some beam loss results as the machine aperture intercepts the halo that develops.
The usual operating procedure is to adjust the waveform of the beam bump power supply
empirica1ly to reduce the beam loss.

It is only in recent years that large space-charge codes have been developed to study the
problem [6].  These have been produced in connection with heavy-ion fusion storage-ring
drivers where loss-less injection is essential.  For the space charge simulation, an initial orbit
bump is defined at the septum azimuth and a K-V a) distribution is assumed for the input beam.
After each revolution the orbit bump is adjusted to ensure that no particles are intercepted on the
inflector septum.

In a particular heavy-ion fusion example [7], five-turn horizontal injection has been
studied with ∆Qy  values of 0.2, nomina1ly.  The input beam emittance, πε has a value of ε = 2
µrad.m and the tracking is continued for twenty turns after the injection of the fifth turn to see
how the resulting distributions evolve.  Results are displayed in Fig. 3 where a) corresponds to
the horizontal distribution after five-turn loss-less injection and b) to the distribution twenty
turns later.  The horizontal acceptance required to contain all the tracked particles is found to be
ε = 30 µrad.m;  in the nomenclature of expression (7), ε x = 3nεi .  A halo develops vertically
and all of the halo particles are characterised by having been injected during the first turn.  It is
not believed that these enhanced particle motions are artefacts of the computer code.  The
horizontal and vertical emittance dilutions are given in Fig. 4 as a function of the turn number in
the ring.  The final emittance is defined for this purpose as that corresponding to the matched
phase-space contours at a given location in the ring which contain a given number of particles.
Thus solutions for 100% and 98% contours are graphed.  There is evidence for strong non-
linear coupling resulting in a very dense core of the beam in the vertical plane.  The incoherent
vertical tune shift of some particles must have been sufficient to cross the nearest integer and

                                    
a) Editor's Note.  See I.M. Kapchinskij and V.V. Vladimirskij, Proc. of the Int. Conf. on High-Energy
Accelerators and Instrumentation, Geneva, 1959 (CERN, Geneva, 1959) p.274.



half-integer resonances.  If field and gradient errors had been included in the simulations,
significantly different distributions would have been expected for the core of the beam.  

Fig. 3  Distribution after 5-turn injection
(a) and 20 turns later (b)

Fig. 4  Injection emittance dilutions

It appears that multi-turn injection in the presence of space charge leads to highly non-
linear beam distributions which takes time to evolve to an equilibrium state.  Also, there results
a large aspect ratio for the horizontal-to-vertical semi-axis.  The use of simultaneous injection in
the horizontal and vertical planes has frequently been discussed but never realised in practice;
there is a difficult task of engineering a suitable septum magnet and the requirement of
simultaneous orbit bumps in the two transverse planes.  

As machines have pushed to higher and higher intensities, the consequences of beam loss
have become more and more important.  The practical alternatives have been to raise the
injection energy of a machine to reduce the tune shifts or to search for a scheme with a higher
injection efficiency.  Fortunately for the case of protons, the idea of multi-turn charge-exchange
injection appeared in 1956 and again in the 1960's.  

4 . H- CHARGE-EXCHANGE INJECTION



The development of intense H- ion sources together with the concept of H- charge-
exchange injection of protons came from Novosibirsk [8].  ANL adopted the idea and
converted the ZGS accelerator for such a scheme [9].  Following their success, H- injection has
become the preferred scheme for most high-intensity proton machines.  

The constraints imposed by Liouville's Theorem on conventional multi-turn injection do
not apply to charge-exchange injection since the stripping of H- ions to protons occurs within
the acceptance of the ring.  Because of this, it is generally possible to inject a large number of
turns.

Though it is possible to inject into a restricted area of the acceptance and allow the proton
density to increase with each succeeding turn, this method is not adopted (except in the case
when a small beam emittance is required).  For a high intensity machine, the aim of the injection
process is to fill prescribed emittances in the longitudinal and both transverse phase planes in
such a way that the resulting beam distributions do not lead to excessive space-charge forces.
Uniform 2-dimensional density distributions are impractical to achieve, but elliptical 2-D
distributions are considered acceptable as a design aim.  A variety of injection schemes has now
been tried or proposed to approximate such a distribution, and the resultant filling schemes have
come to be referred to as injection painting.  

The earlier schemes involved painting only in the transverse planes.  For example, in the
high-intensity synchrotron at the SNS facility [10], (Fig. 5), vertical painting has been achieved
by a programmed vertical steering of the H- beam in the injection line, and the horizontal
painting by the use of a fixed horizontal bump during the injection interval, while the
synchrotron sinusoidal guide field approaches its minimum value.  An additional feature is a
correlation of the proton oscillation amplitudes in the two transverse planes; small horizontal
amplitudes may be linked to large vertical ones or vice-versa or a range of correlated
intermediate amplitudes obtained.  Various distributions may then be devised, and the filling of
the phase space is more gradual than for conventional multi-turn injection, with improved use
of the phase space and more diffuse boundaries between successive turns.  After the injection
interval in SNS and while trapping is being established, the horizontal orbit bump is reduced to
zero within 100 µs to reduce the number of subsequent proton foil traversals.  

Later schemes have proposed combined longitudinal and transverse painting, and the
most advanced of these has been proposed for the TRlUMF KAON Factory Project Definition
Study [1l].  Some details are given here and in the following section and, though devised for
injection from a H- cyclotron to a proton accumulator ring, the scheme may also be adapted for
the case of a H- linac and a proton synchrotron.  The best arrangement for longitudinal painting
is when the injector provides only one or two microbunches per rf bucket per turn in the ring.
Often this is impractical to arrange, and the longitudinal painting must then allow for a much
larger number of microbunches per rf bucket.

At high intensity it is important  to minimise the number of proton foil traversals during
and after the filling process. This objective guided the KAON study, and the solution proposed
has come to be referred to as 'optimised H- injection'.  There is simultaneous painting of a11
three phase planes, commencing with small synchrotron, large horizontal and small vertical
betatron oscillations, and ending with the reverse correlations.  To achieve this optimally
requires:

–  momentum ramping of the injected beam;

–  shaping of the input beam phase space areas at the stripping foil;

–  use of a long-life foil with two free, unsupported edges;

–  removing from the ring unstripped H- and H° particles;

–  providing appropriate lattice parameters at the foil;



–  merging H- and proton beams in a lattice dipole or horizontal bump magnet;

–  creating a programmed vertical orbit bump; and

–  establishing rf containing fields related to the H- beam pulse structure.

Fig. 5  Injection straight section for SNS

The lattice parameters and steering conditions to be satisfied at the foil are;

α yy + βyy' = 0,    α x x + βx x' = 0,    α x Dx + βx Dx
' = 0   and   Dx ≠ 0

for all y and x where (y,y') and (x,x') are coordinates of the input beam centre relative to the
instantaneous values of the vertical orbit bump and the off-momentum closed orbits,
respectively.  The preferred solution is to obtain a double waist at the foil, α y  = α x  = 0, and
also to arrange for Dx = 0.  Additional constraints at the foil azimuth are:

αiy = αix = Dix = Dix
' = 0     for the input beam and

Dx / βx = ε − 2 εixβix / βx[ ] / ∆p / p( )   for the ring

where ∆p / p is the maximum fractional momentum offset in the stripped beam,

αiy ,  αix ,  βiy'  and βix   are the α and β functions for the input H- beam at the foil,

Dix and D'ix are the dispersion functions for the input H- beam at the foil,

πεix  is the full 100% horizontal emittance of the input beam εiy = εix( ) , and

ε is the full 100% horizontal phase space area/π of the final beam ε y = ε x( ).

The input beam is mismatched to the ring for both dispersion and betatron parameters.
Whereas the incoming beam is achromatic, there is finite ring dispersion at the foil, while for
the betatron motions [11], βx > βix  and βy > βiy.  Of the lattice constraints, the most difficult
condition to satisfy is usually that for the value of Dx / βx  at the foil.  



An approximately symmetrical arrangement of the injection elements, with the foil at the
centre position, is the recommended solution for meeting all the requirements.  It is very
desirable to have all the injection elements contained in one long region, free of lattice
quadrupoles, to form a 'separated' injection system.

For the KAON accumulator ring [11], there is a free region of 7 m between quadrupoles
to house the injection elements.  These include an injection septum magnet, eight orbit bump
magnets, four for vertical and four for horizontal deflection, a central stripping foil and a
downstream septum magnet for removing any remaining H- particles.  There is a common
septum type design for the four horizontal benders, the first of which is adjacent to the input,
and the last to the downstream, septum magnet.  During injection, the vertical bump fields are
gradually reduced to zero, but the horizontal bump is constant.  Subsequently, the circulating
beam is ejected, so the horizontal orbit bump may be retained, allowing dc magnet operation.  

The choice of a septum design for the four horizontal bumpers is to minimise the
separation between the injected and extracted ions and the circulating protons.  With the
proposed arrangement, the partially stripped H° particles are able to drift downstream parallel to
the proton beam and self-extract via a hole in the yoke of the nearest lattice dipole magnet.  The
critical separation for the design is that between the H° beam and the unstripped H- ions.  An
alternative is to introduce a second foil ahead of the downstream extraction magnet, for
stripping and hence extracting both the H° and H- particles.  In this case, the critical separation
is that between the H° atoms and the proton beam circulating nearby.  

An important difference between H- injection for an accumulator and a synchrotron is
that, for the latter, the horizontal bump has to be collapsed as acceleration commences.  A very
large pulsed power supply is required to achieve a fall time of approximately 100 µs.  The usual
arrangement is to connect the four identical bumpers in series and to power them with a
common supply.  

The use of an optimised injection scheme, with few proton foil traversals, is to reduce the
foil heating and shrinkage, to extend its lifetime, and to minimise the effect of the particle
interactions in the foil.  The interactions include inelastic effects and multiple and large angle
elastic scattering, with associated energy losses and possible beam loss resulting.  

The specified value of Dx / βx  for KAON is 1.27 m 1/2, but a larger value may be
required for a larger emittance, higher intensity ring.  An example is one of the options
proposed for a possible 5 MW European pulsed spallation source [12].  This option has three,
800 MeV compressor rings, with a specification for Dx / βx  of 2.7 m 1/2.  A different
optimised H- injection system from that of KAON is proposed in this case.  

The two septum and four horizontal bump magnets are replaced by one or two lattice
dipoles of appropriate bend angles.  There results fewer components in the region, simplified
mechanical engineering and a more direct exit route for unstripped particles.  This may be seen
from Fig. 6, which may be compared to that of Fig. 5 for ISIS (SNS) and the Figs. of Ref.
[11] for KAON.  A second advantage of the revised scheme is the improved periodicity.  The
large beam emittances require large horizontal and vertical orbit bumps in the foil region for a
KAON-type scheme, giving a pronounced periodicity-of-one effect.  In the revised scheme,
there is no horizontal bump, and the vertical bump is continually reduced during injection so the
basic lattice superperiodicity of the ring is gradually restored.  It is apparent that the magnet
lattice for the revised scheme has to be designed carefully about the proposed injection region.  



Fig. 6  Optimised H- injection

The foil thickness is chosen to give a high stripping efficiency without introducing
appreciable scattering and spread in beam momenta.  Typically, the stripping efficiency is 98%
with 2%, remaining mainly as Ho atoms, which have to be removed efficiently from the ring.
This presents no problem if the Ho atoms are all in their ground state.  However, there are
indications from the PSR ring at LANL [13] that many of the H° atoms exist in an excited
quantum state and may strip to protons in the magnetic fields of the ring, becoming lost before
being removed.  The question arises on how best to design the injection system to minimise this
effect.  

Since Ho states of high quantum number strip at relatively low magnetic fields, it is
advantageous to have a field at the foil, as in the schemes where the foil is between two bump
or lattice magnets.  High fields are not allowed in the magnets or foil as they cause H- stripping
prematurely and also lead to the foil-stripped electrons spiralling many times through the foil
before reaching an electron collector.  The inter-magnet field has to be chosen carefully to
prevent the electron recirculation and consequent heating.  The use of a relatively low field in
the injection region produces different effects for the different quantum number (n) atomic Ho

states; for low n, there is no stripping, for high n, there is immediate stripping, while for n
values such as 4 to 8 there is possible beam loss due to some delayed stripping in the
downstream region.  The choice of the inter-magnet field levels is thus important, and whether
or not to have an inter-magnet gap at all..  

Foil thicknesses depend on the injection energy;  at 70 MeV, a foil thickness of
50 µg cm-2 is adequate, while at 800 MeV, this must be increased to 250 or 275 µg cm-2.
Stripping to protons involves the removal of the two loosely bound electrons of the H- ion.
Partial stripping involves the removal of only one electron, with the formation of a Ho particle.
A variant of the stripping process at high energy is to first strip to Ho particles in a magnet with
a high field and field gradient, then to inject the Ho into the ring, where they are subsequently
stripped to protons by a stripping foil.  This scheme is no longer favoured as it results in a far
from optimised system.  

Foil materials have usually been of polyparaxylene (ANL) or carbon (FNAL, LANL,
KEK, TRIUMF).  At ISIS, however, where a large foil area is required, 120 mm by 40 mm,
use has been made of an aluminium-oxide foil [10].  A technique has been developed that
produces the large foils with a thickness of 0.25 micron and with a support backing of
aluminium along three or two edges.  A photograph of the ISIS (SNS) foil is shown in Fig. 7.

A key item in an optimised H- injection system is the use of a foil with two free edges,
which allows some non-interception in both transverse directions.  The ISIS foil is separated
from its support along two of its three support edges, so it potentially has two free edges.  It
has been suggested therefore [14] that a suitable foil for the 800 MeV compressor ring of
Ref. [12] is the following.  Initially, an Al203 foil is made, supported along three edges, of
thickness 125 µg cm-2, which is two and a half times the thickness of the present ISIS foils.
Then, after separating a part of the central support to relieve stresses, the foil is folded
symmetrically to obtain the two free edges and an equivalent foil thickness of 250 µg cm-2.



Such a foil may be mounted on the side of the horizontal aperture of the ring, above or below
the median plane, so it may have a relatively small cross-sectional area.  

Fig. 7  Aluminium oxide stripping foil

Finally, some hardware details are given for the ISIS injection system, which is shown in
Fig. 5.  In the 5-m long injection region there are four symmetrical bump magnets, with ferrite
yokes and of a single-turn septum design.  The stripping foil is situated between the central two
magnets, and an input septum magnet is adjacent to the first bump magnet.  All four magnets
are joined in series and powered by a 1.2 kV, 13,000 A supply.  Diagnostics for
commissioning the system include beam toroids and scintillators viewed by TV cameras.
Different scintillators are used to view the input H- beam (stripping foil removed), the resulting
proton beam and the 2% H° beam.  Construction of the delicate foils is described in the next
paragraph.  

ISIS foils are prepared in the laboratory from aluminium foil of purity greater than 99%,
thickness 127 micron, and a mirror finish with few rolling marks.  The 127 microns is
sufficient to provide a good support frame, and the avoidance of rolling marks is to eliminate
potential stress regions.  The aluminium is masked appropriately and then suspended in a weak
electrolyte for anodising of the unmasked surface.  Using a constant current source, the voltage
builds up as the oxide layer forms.  The current density is kept below 2 mA cm-2 to prevent
stress developing in the oxide layer and deposition is allowed to continue until a voltage of
190 V is reached, corresponding to a 0.25 micron layer.  Water is then expelled from the foil
by heating in a vacuum oven, after which the foil is placed in a 3% bromine methanol solution
until all the unprotected aluminium has dissolved.  This leaves the 0.25 micron oxide layer
(50 µg cm-2)supported by the surrounding backing material.  Finally, a flashing of aluminium
is deposited, and one of the long backing edges is removed by using a special clamp and slitting
one of the Al203 edges with a razor blade.  A refractory material such as Al203 is chosen to
withstand the temperature cycling at full intensity.  The H- stripping and subsequent proton foil
traversals cause a maximum temperature increase from 100°C to 260°C during the injection
pulse for a 500 µA average current.  This assumes that the stripped electrons are prevented
from recirculating through the foil by adjusting the fringe fields of the central bump magnets.
The lifetime of the foils is greatly increased by reducing stresses in the foil and a technique for
achieving this is to split the foil from its support backing along its entire lower edge and the
lower half of its back edge.  



5 . INJECTION FROM A CYCLOTRON INTO A SYNCHROTRON

A basic requirement is that the cyclotron is able to accelerate and extract H- ions.  For the
KAON Project Definition Study [11] at TRIUMF, a cyclotron transfers 452 MeV H- ions into
an accumulator ring which is filled over ~ 15 000 turns, during most of the period of repeated
50 Hz cycles.  The long injection interval puts severe demands on the injection system design,
the basis of which has been described in section 4.

There is simultaneous injection painting in the longitudinal and both transverse phase
planes.  Vertical painting is obtained with the aid of a vertical bump magnet system, and the
horizontal and longitudinal painting by a ramping of the momentum of the input H- beam.
There is an appropriate choice of lattice parameters at the stripping foil which is to be made with
two free unsupported edges, as has been discussed.

The average beam current to be accumulated is 100 µA corresponding to 1.25 1013

protons per cycle.  Computer simulations show that the average number of foil traversals is
reduced to about 50 by the use of the optimised injection scheme, assuming input and final
transverse emittances of aproximately 2.5 and 50 π µrad m, respectively.

6 . NOVEL INJECTION SCHEMES

These are mentioned only briefly:

i) The ZGS type of resonant injection scheme [2] employs a fast kicker plus bumper
magnets with dipole, quadrupole and octupole fields.  A separatrix results with two stable
regions, separated by an unstable fixed point; into one stable region beam is injected, in
the other are the previously injected pulses.  The fields are adjusted to merge the beams
after which the injection condition is re-established.  In principle there should be no
dilution of the betatron phase-space density.

ii) Stacking by means of radio-frequency fields [3] provides filling of the longitudinal
phase space.  The scheme has been used routinely at the ISR.  On successive cycles,
bunches are deposited at the stacking radius; particles already stacked are displaced to
make room in phase space for the newly arriving particles.

iii) Injection into muon storage rings [4] is envisaged as following pion-muon decay.  The
pion decay may occur in the injection channel or within one turn in the storage ring.  For
the decay to occur within the ring, the momentum acceptance should be greater than the
pion decay width and be matched to that of the injection channel.  A lithium lens and
matching elements are required.  Muons are stored for the muon lifetime after which they
decay to provide neutrinos.

iv) For the antiproton accumulator [5], each injected antiproton pulse is first subjected to
fast longitudinal cooling.  Then it is deposited by the RF system at the high momentum
edge of the stacked beam after which it undergoes stochastic cooling to make phase space
available for the next injected pulse.  In this manner 36,000 pulses are injected over a 24-
hour period.  Also required are two horizontal and two vertical betatron cooling systems.
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EXTRACTION

G.H. Rees
Rutherford Appleton Laboratory, UK.

1 . INTRODUCTION

Extraction is the mechanism used to remove beam from an accelerator. Beam emerges
automatically from linear accelerators but a number of different techniques are employed to eject
beam from circular machines.

The simplest technique is where the charge state is changed so the beam is bent directly
out of the ring. Such a technique is confined to low-energy machines; an example is H-

acceleration in a cyclotron followed by foil stripping to protons at the extraction radius. Another
simple method is the use of internal targets to scatter beam, either directly out of a ring or via a
septum extraction magnet. The early weak-focusing proton synchrotrons made use of this last
scheme in Piccioni extraction systems [1]. The loss of particle energy in the scattering target led
to an induced radial betatron oscillation which allowed beam to jump the septum. Modern
accelerators avoid the use of such internal targets because of the associated activation; clean
extraction has become a necessity as particle energies and intensities have increased. Typical
ejection efficiencies now achieved are 100% for carefully designed cyclotrons, 100% for fast
extraction from synchrotrons and 99% for slow resonant schemes from synchrotrons and
stretcher rings.

Fast one-turn extraction is employed in the transfer of beam from one circular machine to
another. An example is in the box-car stacking of a main ring from a booster injector.
Sometimes bunch-by-bunch transfers are made and then the fields of the fast kicker magnets
must have both rapid rise and fall times.

Experimental facilities generally use slow-extracted beams though exceptions are to be
found in the fast-extracted beams for pulsed neutron sources and neutrino factories. An
optimum slow extracted beam has a smooth, uniform spill and such a beam may be provided by
controlled excitatlon of a non-linear betatron resonance in the ring.

Many features of extraction are the reverse process of injection. However, one difference
between the two systems is that injection is usually dominated by space-charge effects whereas
extraction occurs at higher energies so that space charge is unimportant. The higher energy may
lead to more complex hardware development.

Extraction systems often influence strongly the overall design of a machine. There must be
sufficient straight section space for the system components and adequate apertures for the
perturbed beam. The magnet lattice may include special insertions to house the extraction
elements. It is also possible to design high-β insertions that magnify the betatron motion in the
vicinity of the first extraction septum. This improves the extraction efficiency for it is equivalent
to reducing the effective thickness of the first septum which is a thin-wire electrostatic unit. The
extraction channel contains one or more septum magnets downstream of the electrostatic
septum, providing enhanced deflections. A machine may adapt its extraction channel for both
slow and fast extracted beams.

In a conventional magnet ring it is more common that slow extraction is in the horizontal
plane. In a superconducting ring the alternative of vertical extraction merits equal consideration.



2 . FAST EXTRACTION

The first stage of fast extraction is the powering of orbit bump magnets to steer the beam
slowly to lie adjacent to the first of the extraction septum elements. This is followed by the
energising of a fast kicker magnet in the time interval between two successive circulating
bunches, typically 50 to 150 ns. The duration and switch-off time of the kicker pulse depend on
the mode of fast extraction. For one-turn extraction, the pulse duration is the revolution period
and the switch-off time is arbitrary. For bunch-by-bunch extraction, the pulse duration is the
bunch repetition period and the fall time of the pulse has to be as rapid as the rise time. The
kicker field deflects the beam into the extraction channel where it receives a sufficient angular
deflection to leave the machine.

As for fast injection, the kicker must deflect the beam by:

θ = x / βxβx sinµ x (1)

where, βx , βx  are the lattice β-functions at the kicker and first septum unit respectively,
µ x is the betatron phase shift between the kicker and septum and,
x is the displacement required at the septum.

The initial slow orbit bump is used to reduce the value for x.

In a FODO lattice the kicker is positioned just upstream of an F quadrupole and the first
septum is one cell downstream from this point. The optimum phase shift per cell is then π/2.

The simplest fast kicker conceptually is a pair of metal plates, one on each side of the
beam, all contained in a grounded enclosure and with the two plates fed by push-pull voltage
pulses formed from pulse forming networks and switches. If each plate is terminated by its
characteristic impedance, Z0, there will be no reflected pulses and the time to establish the full
deflecting field is the time taken to fully close the switches plus the transit time down the
system, of assumed length, l.  The system is fully defined by the following expressions:

F = eV(1 ± β ) / h

  θ = Fl / pβc
(2)

  T = l / c

 I = V / 2Z0

where, F is the sum of the electric and magnetic deflecting forces,
±  V/2 are the pulsed voltages on the plates,
h is the plate separation,
p is the particle momentum, m0cβγ, and
T is the transit time down the line.

The positive sign in the term (1 ±  β) applies to the case of particles travelling in the
opposite direction to that of the voltage pulses. The electric and magnetic forces are essentially
equal for relativistic particles. In general, such a system requires large values of V and I to
provide adequate deflections, θ.

Most operating systems employ a ferrite yoke for the fast kicker to enhance the magnetic
deflection. In this case the relevant formulae are, for a single-turn, push-pull kicker of length l,
width w and gap g, fed with voltage pulses ±  V/2 through cables of impedance Z0:



F = eIβµ0c/g

L = µ0ωl/g
(3)

Tr = L/Z0

I = V/Z0

When the pulses are reflected at the kicker, the voltage levels first double to m V and then
decay with the time constant Tr. After a time of approximately 4Tr  the voltage falls below
m V /50 and the kicker current rises to above 0.98 V/Z0. Then the magnetic field should be
constant to better than m 1% for the remainder of the pulse. A lumped kicker system of this
type is used at the SNS synchrotron [2] with 4Tr = 200 ns. The pulsing system is shown in
Fig. 1 and includes a pulse forming network with resonant charging system, a coaxial switch
employing a double-ended deuterium thyratron, the CX 1168B, the feeder cable Z0 and a
terminating resistor Z0 at the sending end of the cable. During acceleration in the SNS, the
switch is open so that each kicker plate is in parallel with a matched cable. The yoke of the
ferrite kicker has a window-frame design but is separated at the mid-plane by a copper ground
plane which extends for the full length of the unit. This arrangement provides a very low
longitudinal coupling impedance for the circulating beam [3]. In practice the output stages of the
pulse-forming network are modified to enhance the overall system rise time. Figure 2 shows the
SNS coaxial switch housing.

The SNS type kicker is not suitable for bunch-by-bunch extraction as there are some small
reflected pulses after the main pulse. In this case, a matched kicker system must be used, with
the kicker inductance forming one element of a low-pass filter which is terminated by its
characteristic impedance. A pulse forming network charged to a voltage V , when discharged
into a matched load, provides a voltage pulse V/2 for a time equal to twice the transit time of the
network. The impedance of the PFN is made equal to that of the kicker system so that the kicker
excitation current is V/2Z0.

If very fast rise and fall times are a requirement it may prove necessary to replace the
thyratron switch by a triggered spark gap and to subdivide the kicker into shorter length
sections. Each individual kicker may also be modified to form a delay-line unit with lumped
capacitors introduced between the short ferrite sections. Many kickers have adopted this design;
for example, the proposed beam abort system for ISABELLE [4]. Care must be taken with the
high-frequency performance of delay-line kickers for above the cut-off frequency of the line the
kicker may present an undesirable transverse beam coupling impedance. Such a design led to
transverse instability in the KEK booster [5].

3 . SLOW EXTRACTION

Slow extraction is achieved by controlled excitation of a non-linear betatron resonance of
the ring, often a third-integer resonance. An alternative is the choice of a linear second-order
resonance but with some non-linearity introduced by the inclusion of magnetic octupoles.

The efficiency of slow extraction depends on the thickness of the first ejection septum as
compared to the growth of the resonant betatron amplitudes in the final few turns before
extraction. The first septum is thus made as thin as possible and is aligned very carefully
whereas the maximum growth per turn is obtained for the available aperture and for the actual
beam emittance. The larger horizontal than vertical aperture of a conventional magnet ring
favours the choice of a horizontal slow extraction system.



Fig. 1  Fast kicker ejection pulser

Fig. 2  Coaxial thyratron switch housing for SNS

A higher extraction efficiency may be obtained of course at the expense of a larger
machine aperture but a better solution for a high-energy machine is to amplify the betatron
motion in the vicinity of the first septum by the use of a special high-β insertion in the lattice.

The growth in amplitude of a particle depends on its momentum, its initial amplitude and
its proximity to the resonant tune value. The distribution of initial amplitudes and momenta
allows a programmed or a servoed control of the beam spill.

The simpler case of the third-integer resonance will be reviewed here. The resonance is
defined by the expression 3Qh = n, where the factor 3 arises from the sextupole fields that excite
the resonance and the integer n from the nth Fourier harmonic component of these fields. In the
vicinity of the resonance line there is a small range of tunes over which there is resonant betatron



growth. The width of the stop-band is a function of the horizontal emittance and at the edge of
the band it is only the maximum-amplitude particles that are unstable. A stable region of
horizontal phase space is defined within three linear separatrices and the area of this region may
be reduced by increasing the strength of the sextupoles or by adjusting the tune to approach
3Q h = n .

The extraction parameters may be derived as follows. The equation of motion in the
presence of a sextupole distribution is, neglecting the y (vertical) dependence of the motion:

d2x/ds 2+ K(s)x = - [B'' (s)/2Bρ ]x2 (4)

where, x is the horizontal betatron motion,
s is the azimuthal length measured along the orbit,
K(s) are the normalized focusing gradients of the lattice elements,
[B'' (s)/2Bρ ] are the normalized strengths of the sextupole lenses and,

Bρ  is the magnetic rigidity of the particles.

If An is the amplitude of the nth harmonic component of [B'' /2Bρ ]Qβ5/2 and α(s), β(s) are the

horizontal lattice parameters, then a first transformation, u = x / β  and φ = ds∫ / Qβ  leads to:

 d2u / dφ 2 + Q2u = −AnQu2cos(nφ + ψ ) (5)

du / dφ = Q(αx + βdx / ds) / β = Qp (6)

u2 + p2 = (x2 + (αx + βdx / ds)2 ) / β (7)

Only the nth harmonic component of the sextupole excitation has been included in (5). The
resonance may now be interpreted as a harmonic oscillator driven by a non-linear force
containing the frequency components (n  ±  2Q) and with the resonance at Q = n - 2Q.

In the absence of the sextupoles, the parameters u and p describe simple harmonic motion
with circular trajectories in (u, p) space. The radii of the circles are given by ε  where ε is the
invariant emittance term. The motion is clockwise with Q oscillations as φ advances by 2π.

In the presence of the sextupoles and when not exactly on the resonance, the motion in
(u, p) space is little changed at small amplitudes. At larger amplitudes, however, the motion is
perturbed, approaching a triangular shape near the separatrices which are shown in Fig. 3 for
3Q > n. The actual orbits may be obtained from tracking codes and it may be confirmed that at
the largest stable orbit the tune equals the resonant value. An unstable particle moves out along a
separatrix, one turn later it is at the next and after every third turn it returns to its initial
separatrix. Tracking of such particles provides the final distribution at the aperture of the
electrostatic septum. Before tracking it is customary to search for the three unstable fixed points
at the intersection of the separatrices.

A suitable transformation is:

r = u2 + p2

γ = nφ / 3 + tan-1( p / u) (8)

Then, γ = [n / 3 − Q]ϕ (9)



On the resonance, the linear motion in (r, γ) space is stationary so the actual motion
represents the non-linear, off-resonant effects. The unstable fixed points are given by
dr/dφ = dγ/dφ  = 0.

r dr/dφ = Q up + [p/Q][d2u/dφ2] (10)

dγ / dφ = n / 3 + cos2 [γ − nφ / 3]
1

Qu

d2u

dφ 2 − Qp2

u2







(11)

Substituting from (5) and (6):

dr/dφ = - [Anr2 /8] sin [3γ + ψ] (12)

Fig. 3  Horizonta1 third-order resonant extraction

Fig. 4  Lambertson iron-septum magnet Fig. 5  Unclamped septum magnet
dγ/dφ  = [n/3 - Q] - [Anr/8] cos [3γ + ψ] (13)



Setting (12) and (13) to zero gives the unstable fixed points:
γ =  -ψ/3 + [O, -2π/3, -4π/3] (14)

r = [n/3 - Q]8/An (15)

The derivation for the fixed points retains only the slowly-varying terms and omits the
rapidly oscillating components which average to zero. Referring to Fig. 3 and to the expressions
for the fixed points, it may be seen that the orientation and size of the triangle ABC is
determined by the phase and amplitude of the nth harmonic An, together with the distance from

the resonance. For the optimum condition, ψ = π/2, and this is arranged by adjusting the
sextupole distribution. The growth of amplitude is then given by:

dx/dφ= - An (x2 - xu
2 ) / 8 β (16)

∆x  (for 3 turns) = 6π(dx/dφ) (17)

where xu is the displacement of the unstable fixed point and φ changes by -6π  every third turn.

A slow spill may be controlled by adjusting the tune either directly or indirectly (via beam
steering and the chromaticity) or by increasing the sextupole strength. A convenient method is to
use constant strengths for the sextupoles and to then steer the beam so that different momentum
particles move progressively on to the resonance. Extraction begins when the beam emittance
fills the triangular stable area for one end of the momentum distribution. The stable area then
slowly shrinks to zero for these particles and other regions of the momentum distribution are
subsequently extracted. All particles are extracted provided the steering is sufficiently slow. If
that is not the case, some low-amplitude particles may get contained within the stable area that is
re-created before extraction occurs. This feature sometimes leads to the choice of a half-integer
resonance in place of the third-integer if a relatively short spill is required.

4 . SEPTUM UNITS

For a slow-extraction efficiency of greater than 98%, the effective thickness of the first
septum unit must be approximately 0.1 mm. This may be realised by a very carefully aligned
electrostatic septum, formed from a grounded array of tungsten wires of thickness 0.05 mm and
spacing 1 mm. An early design of such a unit is reported from FNAL [6].

Individual wires are tensioned to prevent any sagging under the heat load resulting from
collisions of intercepted beam particles. The wires are at one edge of the machine aperture and
are adjacent to a negatively charged cathode which forms the outer boundary of the septum
aperture. Practical operating conditions are 200 kV dc across a 20-mm gap, corresponding to an
electric field of 10 MV m-1. The ripple in the field due to the wire spacing has a negligible
integrated effect. For high-energy particles the resulting deflections are small and enhanced
deflections are obtained in a thin septum magnet positioned downstream in the shadow of the
wire septum.

The extraction channel may include a number of septum magnets with the number
depending on the energy of the extracted particles. The septum magnets may be one of two
types, Lambertson iron-septum dipoles [7] or current-carrying septum dipoles. The former are
generally the more rugged in service. Design of septum magnets involves analysis of field
uniformity, end-fields, leakage fields, vacuum properties, cooling, corrosion, insulation,
radiation resistance, forces, expansion, clamping and electrical powering. In the case of pulsed



septum magnets, the effect of eddy currents must also be assessed. General design features are
reviewed in the literature [8, 9].

A Lambertson iron-septum dipole is shown in Fig. 4.  It has a window-frame design with
a triangular cut-out on one limb of the yoke.  Assuming that the magnet is excited to saturation
in this limb, the angle of the cut-out then determines the dc deflecting field B. In Fig. 4 the beam
is shown as being deflected horizontally into the septum aperture but it then provides a vertical
deflection to the extracted beam.  A correction winding may be added to the lower limb and used
to control the leakage field in the cut-out region.

A current carrying septum magnet with gap height g, septum thickness t, ampere turns NI
and current density J provides a deflecting field:

B = µ0 NI/g = µ0 Jt (18)

For a 10-mm septum with integrated cooling, the maximum dc value for J is approximately
80 A mm-2 so the peak dc magnetic field is 10 kG. On the other hand, a 2-mm septum, even
with edge cooling, has J reduced to 10 A mm-2 and the dc field to 0.25 kG. Thus the 10-mm
septum may be operated in a dc or pulsed mode but the 2-mm system is only practical for pulsed
operation. Then it may achieve 5-10 kG fields .

A single-turn septum may be fitted tightly into the gap at the outer end of a C-type yoke. If
the core permeability is high and the current sheet has a nearly uniform value of J, there is little
leakage flux outside the gap except at the magnet ends. To achieve a uniform J in a thin edge-
cooled septum, the septum is profiled to provide compensation for the high temperature
gradient.

A multi-turn septum has inter-turn insulation and integrated cooling. The gaps for the
cooling channels and for the insulation contribute to the leakage field [10] outside the magnet. A
current in an anti-reluctance winding may be used to partially compensate for this field.  For
low-energy machines it may also be necessary to introduce a magnetic shield between the
septum and the circulating beam. The stray field may be analysed in terms of its dipole and
higher-order field components. In the case of vertical extraction, the dipole component is
horizontal, leading to vertical closed-orbit deviations in the ring during acceleration. Also the
higher-order terms may require correction lenses to be added to the ring..

The winding insulation may be Kapton, epoxy resin, glass-mica or alumina. The choice
depends on many factors: whether the septum magnet is in vacuum or not, the vacuum
requirements of the ring, the beam extraction energy and the level of beam intensity. For high
intensity, radiation resistant properties are important. Figure 5 is a  photograph of a septum
magnet in which the winding has been plasma sprayed with radiation resistant alumina. It is in
its unclamped position and in use is clamped around the vacuum pipe.

The design of pulse septum magnets is more complex because of the extra forces involved
and also the eddy current effects. An interesting transformer type design has been used at ANL
[11].
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ACCELERATORS  FOR  THERAPY

W. Pohlit
Institute of Biophysics, University of Frankfurt, Frankfurt am Main, Germany

Abstract
In the past decades circular and linear electron accelerators have been
developed for clinical use in radiation therapy of tumors with the aim of
achieving a high radiation dose in the tumor and as low as possible dose
in the adjacent normal tissues.  Today about one thousand accelerators
are in medical use throughout the world and many hundred thousand
patients are treated every day with accelerator-produced radiation.
There exists, however, a large number of patients who cannot be treated
satisfactorily in this way.  New types of radiations such as neutrons,
negative pions, protons and heavy ions  were therefore tested recently.
The clinical experience with these radiations and with new types of
treatment procedures indicate that in future the use of a scanning beam
of high energy protons might be optimal for the treatment of tumors.

1 . INTRODUCTION

Soon after the discovery of X-rays by Conrad Wilhelm Roentgen in 1895 it became
obvious that this new type of radiation was able to damage living tissues.  The radiation
reactions were observed first in the skin of scientists and technicians and  led soon to
regulations for a careful use of ionizing radiations in all fields of application.  At the same time
X-rays were used to destroy tumors in patients.

Today, from a region with a population of about one million, about 6000 patients per year
need treatment for cancer.  Half of them are treated by surgery, the other half with ionizing
radiation.  About two thirds of these patients can be cured.  That means the life threatening
tumor is destroyed by the treatment and the patient may die only much later at a normal age.
This situation today, that 2000 of 3000 patients can be cured per year in such a population, is a
result of using particle accelerators in radiation therapy.  On the other hand, at present about
1000 patients cannot be treated successfully.  This is an unsolved clinical problem where future
accelerators may play a crucial role.  It will be explained here how tumor therapy has been
improved during the last decades using accelerators and what developments are being proposed
for the future.

2 . DEVELOPMENT  OF  PRESENT  TUMOR  THERAPY

2 . 1 Tumor therapy with X-rays

The central problem of tumor treatment with ionizing radiation is depicted in Fig. 1.  A
beam of X-rays is directed to the tumor which usually is located deep in the patient's body.
The radiation dose D decreases as a function of depth as indicated in the lower part of Fig. 1
with the result that a tumor situated 10 cm deep receives only about 25 percent of the surface
dose.  Later it will be explained in detail how the destruction of tumor cells is related to
radiation dose.  But it is already obvious from Fig. 1 that radiation damage in the skin of the
patient would be much larger than in the tumor.

In order to increase the dose in the tumor more radiation beams can be used successively
as shown in Fig.1.  With three beams the dose in the tumor region can already be increased in
this way  to about 75 percent of the skin dose.  This principle of using multiple beam iradiation



Fig. 1 Decrease of X-ray dose with depth in water (below).  Use of multiple beam crossing in 
the tumor region for increasing the dose in the tumor (above).

for increasing the dose in the tumor was  most important in the beginning of radiotherapy and it
will be shown later how this principle was developed further during the last decades.
Nevertheless, the steep decrease in the depth dose curve of 100 kV X-rays as shown in Fig. 1
was a serious physical draw back.  It  led to intense efforts by physicists to increase the energy
of X-rays and produce more penetrating radiations.

As shown in Fig. 2, the relative radiation dose at 10 cm depth can be increased by about a
factor of two using 1 MeV photons.  Such high energy photon radiation was available at the
beginning of our century only from radioactive sources such as radium.  In fact, sources
containing many grams of radium were manufactured at that time for tumor irradiation.
However, these sources were extremely expensive and only very few hospitals in the world
were able to purchase one of them.  Therefore, a high-voltage installation for producing one
million Volt was constructed in our institute in Frankfurt by Friedrich Dessauer in 1920.  I
think this was the first time in the world that such a high-voltage generator with a current of
many milliamperes was installed.  During the worldwide financial crisis in the early twenties the
whole equipment had to be sold to a Japanese institute.

Fig. 2  Relative dose as a function of depth d in water for various types of radiations



In 1940 a cascade generator for three million Volts and 10 mA current was constructed in
our institute with the aim to produce high energy photons and fast neutrons.  This equipment
had to be moved because of safety reasons to a salt mine in eastern Germany during the second
world  war and was shifted from there to Russia after the war.

2 . 2 Tumor therapy with high energy photons

A big step forward was the invention by Rolf Wideröe, a Norwegian physicist, who in
this year (1992) celebrated his 90th birthday in Switzerland.  He is well known in accelerator
physics for his ideas of multiple acceleration of ions in linear tubes, which were formulated in
his doctoral thesis at the Technical High School at Aachen.  These ideas were later used by
Lawrence for the construction of the cyclotron.  Wideröe worked also at this time on the
acceleration of electrons by the induced electric field of an increasing magnetic field, the so-
called betatron.  He formulated the basic equations for a particle beam, the well known 1:2
condition between the accelerating inductive magnetic field and the magnetic field being
responsible for the Lorentz force of circular movement of the electrons.  The physical
conditions for stable beams in such an accelerator were formulated much later by Steenbeck in
Berlin working for the Siemens Company at that time.  Finally, for obtaining a high beam
current, a suitable electron injector was developed for the betatron by Kerst in USA.  He finally
succeeded in obtaining a photon beam with an intensity equivalent to many grams of radium
and a photon energy of around 20 MeV.

As shown in Fig. 2, with photons of such a high energy, a completely different rate of
the radiation dose with depth can be achieved.  The relative dose in the skin is very low and in a
depth of about 10 cm a broad maximum exists.  This can be explained easily as follows:  It is
shown schematically in Fig. 3 that high energy photons enter from the left side into solid matter
and induce secondary electrons, mainly Compton electrons, emitted in the forward direction.
In Fig. 3 it is assumed that in each layer of matter one of these electrons is emitted.  Radiation
dose is defined by the energy imparted by directly ionizing particles to matter.  Therefore
radiation dose is proportional to the number of electrons traversing the layers in Fig. 3.  In the
first layer one half electron path is contributing to the dose.  In the second layer there are one
and a half electrons and so on.  The maximum dose is reached at about the range of the
electrons.  For a spectrum of bremsstrahlung with a maximum energy of 30 MeV the mean
photon energy is around 15 MeV and the corresponding electrons with dE/dx = 2 MeV/cm have
a range of about 7 cm in water.  The decrease of radiation dose behind the maximum is due to
the attenuation of the photons in matter which was neglected for the sake of simplicity in the
explanation given above.

This expected advantageous depth-dose curve in the irradiated body of a patient was  the
main reason for us to construct a 35 MeV betatron for tumor therapy around 1950 (see Figs. 4
and 5).  But when we applied this new type of radiation in clinical trials, other more-or-less
unexpected advantages were observed.  If a bone is situated in front of a tumor then with
100 kV X-rays a 'shadow' exists in the irradiated tumor due to the strong attenuation of
photons by the photo effect in the calcium atoms.  The influence of a bone was much less with
the high energy photons from the betatron since the attenuation by Compton effects is
independent of the atomic number of the material.

The most important advantage of high energy photons, however, was really a surprise for
the radiologists.  The treatment of a tumor needs a radiation dose of about 60 Gy which is given
usually in daily fractions of one to two Gy.  If X-rays of some hundred kilovolts are used for
such a treatment, the patients feel very ill a few days after the beginning of the treatment.  They
have to stay in bed and suffer severely from nausea and vomiting.  These very unpleasant
symptoms in the patients did not appear during the treatment with the high energy photons from
a betatron.  The reason is the very small angle of Compton scatter of high energy photons as
indicated schematically in Fig. 6.  In the treatment with 100 kV X-rays the whole body of the
patient receives a rather high dose of radiation leading to the above mentioned symptoms.
Whereas with high energy photons the radiation dose is restricted to the primary beam.



Fig. 3  Relative dose as a function of depth for high energy photons

Fig. 4 Section of the 35 MeV betatron of the Institute of Biophysics in Frankfurt, Germany, 
constructed around 1950 together with Siemens.



Fig. 5 Installation of the 35 MeV betatron in the Institute of Biophysics in Frankfurt, 
Germany, for nuclear physics experiments in a large experimental hall on the ground 
floor and clinical treatment of tumors in the basement.

Fig. 6  Scheme of Compton scattering of 100 kV X-rays (left) and 30 MeV photons (right)

This is an example of the often observed effect that a certain procedure is proposed for
clinical application having in mind a certain advantage.  In the case of high energy photons this
was the favourable depth-dose curve as depicted in Figs. 2 and 3.  In practice, however,
another effect then turns out to be much more important.  Here it was the unexpected positive
influence of the small angle of scattering on the general health condition of the patient.  The
avoidance of radiation sickness, as these symptoms were often called, therefore seems to be the
most important advantage of high energy photons in tumor therapy.

In Fig. 2 a dose profile for 30 MeV electrons is also shown.  The radiation dose stays
more or less constant from the surface up to a certain depth, e.g. 6 cm for 30 MeV electrons.
Then a steep decrease of the dose follows caused by the range of electrons modified by the
large scattering and energy straggling of the electrons.  The normal tissue behind the tumor in
this way receives only a relatively small dose.  The energy of the electrons used has to be
adjusted to the spatial extension of the tumor.



Today most of the cancer patients are treated either with high energy photons or fast
electrons.  The circular electron accelerators, the betatrons, are replaced mostly by electron
linear accelerators.  These machines are easier to handle, are smaller and deliver a higher dose
rate.  It is estimated that altogether nearly one thousand of these accelerators are now in medical
use throughout the world.

3 . DEVELOPMENTS FOR FUTURE RADIATION THERAPY OF TUMORS

As mentioned already in the introduction about two thirds of the patients can be treated
satisfactorily nowadays using accelerator-produced high energy radiation.  On the other hand, a
large number of patients, who come to the clinic for a tumor treatment cannot yet be cured
today.  Their tumor cannot be treated by surgery because of the presence of essential normal
tissues in the neighbourhood of the tumor.  If these tumors are treated with ionizing radiation,
only a tempory relief can be achieved by the destruction of the tumor.  The unintentional
radiation reactions in the normal tissues adjacent to the tumor, however, very often lead to the
death of the patient.  In the last decades many attempts were made, therefore, to treat these
patients using other types of radiations and new modalities of treatments.  To understand the
basic problems which have to be solved in tumor therapy, some important fundamental
biological facts will now be explained.

3 . 1 Radiobiological effects in living cells

In Fig. 7 a living cell is shown schematically.  The organisation of such a cell can be
compared with that of a large chemical factory, the cell nucleus being the leading directorate.
Here all the information necessary for maintaining life processes in the cell and for cell
reproduction is stored in a double-stranded macromolecule, called deoxyribonucleic acid
(DNA).  The information is presented here in a text of about 109 bits using an alphabet
consisting of only four different letters (A = adenine, C = cytosine, G = guanine and T =
thymine) as shown schematically in the middle and right of Fig. 7.  The DNA molecule is made
of two opposite strands and the pairs of letters A-T and C-G fit together by hydrogen bonds as
shown to the right of Fig. 7.  In this way the second strand in the DNA is just a negative copy
of the first strand.

Fig. 7  Scheme of a living cell and DNA structure
This information in the DNA is used by the cell in the following way: A small part of the



DNA of about 300 to 500 letters is copied by the cell from the DNA.  This molecule is called
messenger-RNA since it leaves the cell nucleus and transports information to the cytoplasm of
the cell.  There, this text is translated into a sequence of amino acids, called a protein or an
enzyme.  The living cell is using an alphabet of 20 different amino acids for this purpose.
Therefore a triplet of RNA letters is always coding for one amino acid in the enzyme molecule.
There is much redundancy in this genetic code of a living cell.  But in general, one letter in the
DNA decides on a certain amino acid being put in a distinct position in an enzyme.

Due to the specific sequence of the amino acids in the enzyme this molecule gets a special
spatial structure.  It is then able to recognize and bind selected substrates, e.g. a glucose
molecule.  Another part of this enzyme may, for example, bind an energetic molecule with a
phosphorus group, such as adenosine triphosphate (ATP).  Both reactive partners have lost by
this binding most of their freedom of statistical movement in space and consequently the
entropy is reduced in this system.  In this way the enzymes in a living cell act like the well
known 'Maxwellian demons' reducing the entropy of the system.  In a next step, the enzyme
brings together both reactants and in this way the biochemical reaction of this binding procedure
is accelerated by a factor of 106 to 108.  Each biochemical reaction in the living cell is catalysed
by a special specific enzyme and it is obvious that destroying one letter in the DNA may lead to
the death or inactivation of a complete cell.

In experiments measuring the inactivation of living cells by irradiation with ionizing
particles a very important discovery was made: If the cells were tested for their vitality
immediately after irradiation, a large number of dead cells was registered at a certain radiation
dose.  If this test of vitality was done, however, several hours later, a smaller number of cells
suffered from the irradiation and most were vital as if unirradiated.  This was an indication of
the repair of radiation damage in living cells.  The biochemical mechanism of repair of radiation
damage should be explained here briefly using a simple example (see Fig. 8).

Fig. 8  Repair of a single base damage in the DNA by four different repair enzymes

If a letter in the DNA is destroyed by the passage of an ionizing particle, this can be
recognized by a special enzyme molecule which moves up and down the DNA.  This enzyme
makes a cut into the backbone of the DNA at the position of the damage and is called therefore
'endonuclease'.  Then a second enzyme cuts out the damaged DNA letter and some more
adjacent letters.  It is called therefore 'exonuclease'.  A third enzyme, the DNA polymerase,
fills the existing gap with new DNA letters using the opposite strand of the DNA as a template.



Finally an enzyme, called 'ligase' closes the gap in the DNA backbone and the radiation damage
has vanished.  This is only one example of an enzymatic repair in a living cell.  We know from
our experiments that this repair system is able to repair about 1000 lesions per minute in each
cell.  The repair enzymes mentioned above have been isolated and can be purchased as
biochemical tools for molecular biological experiments in cells today.

From the molecular mechanism of repair in the DNA explained above, it can be
understood that this system may not operate perfectly.  If during the time necessary for the
repair more damage takes place in the DNA in the same region of the DNA but in the opposite
strand, then a correct repair of the original sequence of letters by the DNA polymerase is not
possible due to the lack of information from the template.  Such a double base damage in the
DNA is irreparable.

Fig. 9  Reparable and irreparable radiation lesions in the DNA

In Fig. 9 the most important radiation lesions in the DNA are shown, some being
reparable, the others irreparable.  By the passage of an ionizing particle lesions in the DNA
letters as well as in the backbone of the DNA may occur.  Breaks of covalent bindings in the
DNA backbone are called 'strand breaks'.  Single strand breaks are reparable lesions.  They can
be closed by the enzyme ligase as explained already.  Double strand breaks (dsb) are also
reparable if they stay together for a sufficiently long time.  This is the case if the two opposite
strand breaks are diagonal in the DNA.  Such a double strand break is called staggered-ended
dsb.  The ends of a blunt-ended double strand break, on the other hand, diffuse away from
each other very quickly and therefore are irreparable.

It can be understood from the pattern of energy depositions along a particle track of
ionizing radiation in matter that the reparable DNA lesions i.e. single-base damage and single-
strand breaks and also the staggered-ended double-strand breaks are induced mainly by
sparsely ionizing radiation such as high energy photons and electrons.  Densely ionizing
radiations, such as alpha particles or protons of a few MeV, in contrast, induce preferentially
the irreparable lesions: blunt ended dsb and double-base damage.  This is, by the way, the
reason that densely ionizing radiation is considered to be more dangerous than sparsely ionizing
radiation in the field of radiation protection.

In general, a more densely ionizing radiation is more effective in the inactivation of living



cells.  This can be expressed by the relative biological effectivenes, RBE which is defined as
follows:

RBE = Dr/Di

where Di is the dose which is necessary to get a certain radiation effect with radiation type i
(e.g. densely ionizing radiation) and Dr is the dose of a sparsely ionizing reference radiation,
necessary to obtain the same biological effect.  In general, more densely ionizing radiation
induces a larger number of irreparable lesions per dose as compared with sparsely ionizing
radiation.  Therefore the RBE for densely ionizing particles is larger than one for many
biological reactions.

An optimal radiation for the treatment of tumors should consist of particles which are
sparsely ionizing as long as they penetrate the normal tissue and induce there mainly reparable
lesions.  In the tumor these particles should be densely ionizing inducing mainly irreparable
radiation lesions.  Such a particle exists indeed:  the negative pion.  A negative pion with an
energy of about 80 MeV penetrates about 12 cm of water with sparse ionization and small
scattering.  At the end of its track it is captured by an atomic nucleus and densely ionizing
particles are set free in a nuclear spallation reaction (see Fig. 10).

Fig. 10  Photoemulsion showing a nuclear spallation by a negative pion

3 . 2 Tumor therapy with negative pions

The idea to use negative pions for tumor therapy was first mentioned by the physicist
Fowler in 1961.  At that time negative pions could already be produced with some accelerators
which delivered beams of protons of more than 600 MeV.  The current in these accelerators,
however, and consequently the particle fluence of the negative pions, was so small that they
could not be used for tumor therapy.  Since that time, three accelerators in the world are able to
deliver enough negative pions for medical tumor treatment: Los Alamos, USA;  Vancouver,
Canada;  and the Paul Scherrer Institute (PSI) in Villigen, Switzerland.  The installation at the
PSI is the most dedicated one and we have worked there from the beginning, more than ten
years ago, on the development of tumor therapy with negative pions.

The first experiments with suspensions of hypoxic tumor cells proved the basic
assumption that at the track ends of negative pions densely ionizing radiation with a high RBE
of about 2.4 was present.  With the financial help of the Swiss cancer league a small clinic and
a special applicator for pion tumor therapy was constructed and is shown in Fig. 11.

A beam of 590 MeV protons (current 20 µA) hits a beryllium target.  The resulting
negative pions are picked up by sixty superconductiing coils and are bent into a direction



parallel to the proton beam.  All sixty pion beams are then bent by 90o coils and impinge
concentrically on the patient as indicated in Fig. 11.  There, in the center, a spot of spallation
products exists with a volume of about 30 cm3 and a dose rate of about 1 Gray per minute.  The
patient is protected from the target radiation by a 3-m thick iron plug.  

Fig. 11 Installation for irradiation of patients with negative pions, PIOTRON, at the Paul 
Scherrer Institut, Villigen, Switzerland

Fig. 12  Scheme of the spot scan for irradiation of tumors with negative pions
For the irradiation of a tumor (T) which is larger than the small pion spot (Sp) and has an

irregular shape, the patient (P) is embedded in solid material (G) to obtain a cylindrical contour



as shown in Fig. 12.  With this cylinder the patient is inserted into a circular water filled ring
(W) with rubber side walls.  The patient can be moved by computer control relative to the spot
of stopped pions which stays always at the same fixed position in space.  In this way the
radiation dose can be distributed homogeneously in the irregularly shaped tumor and the
adjacent normal tissues can be spared.  A few hundred patients have been treated in this way
during the last years with negative pions at the PSI.  The clinical experience can be summarized
as follows:

a) Negative pions were thought to be advantageous due to the induction of a large fraction of
irreparable radiation lesions in the tumor.  This advantage is reduced, however, by the fact that
the tumors are much larger than the small spot of densely ionizing spallation products and must
be treated by the scanning procedure explained above.  As a consequence, each part of the
tumor is irradiated for a certain time with densely ionizing radiation from the spot and the rest of
the irradiation time with sparsely ionizing radiation from the pions in flight.  Instead of an RBE
of 2.4 as determined from cell suspensions and from irradiation of small mouse tumors, an
RBE of only 1.7 can be achieved in large tumors in the patients.

b) The clinical trials indicated that the most important advantage of the pion treatment is
related to the scanning procedure taking into account the unregular shape of the tumor and
sparing as much as possible the adjacent normal tissue.  This important advantage, however, is
reduced by the fact that neutrons are produced also by nuclear spallation and are scattered out of
the treatment volume.  The RBE of this densely ionizing radiation is high and this is in contrast
with the initially expected advantage of negative pions that they would traverse normal tissue
with sparse ionisation.

This clinical experience which has been proven by further systematic and more precise
experiments led to the proposal to use protons in radiation therapy.  The disadvantages of
negative pions mentioned above can be avoided and all important advantages can be used with
even higher efficiency.

3 . 3 Tumor therapy with high energy protons

With high energy protons a high dose rate can be achieved easily with a relatively small
proton current.  With a current of one nanoampere  a volume of one liter can be irradiated with a
dose of one Gray in about one minute.  Therefore a single beam of protons can be used for
tumor therapy.  For reaching every point in the human body a proton energy of about 200 MeV
is neccessary.  As was shown in the previous chapter, the most important advantage in the
clinical use of negative pions was the conformal irradiation of the tumor with the spot scan
method.  With high energy protons the irregular shape of the tumor can also be taken into
consideration as is explained in Fig. 13.  A proton beam with a small diameter of about 5 mm is
scanned over the tumor and the energy is continuously modulated by absorbers in such a way
that the proton range coincides with the edge of the tumor.  The first irradiation would be done
e.g. from the direction indicated with (a) in Fig. 13.  The next day the irradiation is given from
direction (b) and so on.  In this way the tumor can be irradiated with a homogeneous distributed
dose.  By selecting a suitable set of beam directions a very sensitive and essential normal tissue,
indicated by "S" in Fig. 13 can be spared completely.  It should be mentioned that such a sharp
dose gradient from the tumor (T) to an essential senisitive normal tissue (S) can only be
obtained with protons.  Other types of particles, such as light or heavy ions would always
result  in a considerable dose behind the range of these particles due to densely ionizing
secondary particles from nuclear reactions.

The development of a suitable scanning procedure for a 200 MeV proton beam is very
advanced at the PSI.  The construction of a small proton accelerator dedicated to medical use,
however, still is an open technical problem to be solved in the near future.  It seems that the use

 of high energy protons will be a big step forward in tumor therapy, comparable with that of
using high energy photons and fast electrons thirty years ago.



Fig. 13  Multiple beam scanning procedure for irradiation with high energy protons

Fig. 14  Scheme of a clinical setup for tumor therapy with high energy protons



CONVENTIONAL MAGNETS  –  I

Neil Marks.
Daresbury Laboratory, Warrington, UK.

1. INTRODUCTION

This first paper is restricted to direct current situations, in which voltages generated by the
rate of change of flux and the resulting eddy-current effects are negligible. This situation therefore
includes slowly varying magnets used to ramp the energy of beams in storage rings, together with
the normal effects of energising and de-energising magnets in fixed energy machines.

Formally, the term 'field' refers to the magneto-motive force in a magnetic circuit, expressed
in Amps/metre and for which the conventional symbol is H. In a medium or free space this
generates a magnetic flux (units Webers, symbol Φ ). The flux per unit cross section is referred
to as either the 'flux density' or the 'induction'; this has units of Tesla (T) and symbol B. Students
new to the topic may well be confused by the almost universal habit, in conversations involving
accelerator and magnet practitioners, of referring to 'flux density' also as 'field'. This can be
justified by the identical nature of the distributions of the two quantities in areas of constant
permeability and, particularly, in free space. This, of course, is not the case for the units of the two
quantities. Hence, when distributions only are being referred to, this paper will also use the term
field for both quantities. Further difficulties may arise due to the use of the old unit Gauss (and
Kilo-Gauss) as the unit of flux density (1T = 104 G) in some computer codes.

2 MAGNETO-STATIC THEORY

2.1 Allowed Flux Density Distributions in Two Dimensions.

A summary of the conventional text-book theory for the solution of the magneto-static
equations in two dimension is presented in Box 1. This commences with the two Maxwell
equations that are relevant to magneto-statics:

Abstract
The design and construction of conventional, steel-cored, direct-current
magnets are discussed. Laplace's equation and the associated cylindrical
harmonic solutions in two dimensions are established. The equations are
used to define the ideal pole shapes and required excitation for dipole,
quadrupole and sextupole magnets. Standard magnet geometries are then
considered and criteria determining the coil design are presented. The use
of codes for predicting flux density distributions and the iterative tech-
niques used for pole face design are then discussed. This includes a
description of the use of two-dimensional codes to generate suitable
magnet end geometries. Finally, standard constructional techniques for
cores and coils are described.



div B=0

curl H =j

The assumption is made, at this
stage, that electric currents are not
present in the immediate region of the
problem and hence j , the vector cur-
rent density, is zero. The fuller signifi-
cance of this will appear later; it does
not imply that currents are absent
throughout all space.

With the curl of the magnetic
field equal to zero, it is then valid to
express the induction as the gradient
of a scalar function Φ, known as the
magnetic scalar potential. Combining
this with the divergence equation gives
the well known Laplace's equation.

The problem is then limited to
two dimensions and the solution for
the scalar potential in polar coordi-
nates (r, θ) for Laplace's equation is
given in terms of constants E, F, G, and
H, an integer n, and an infinite series
with constants J

n
, K

n
, L

n
 and N

n
. The

terms in (ln r) and in r -n in  the  summa-
tion all become infinite as r tends to
zero, so in practical situations the co-
efficients of these terms are zero. Like-
wise, the term in θ is many valued, so
F can also be set to zero.

This gives a set of cylindrical
harmonic solutions for Φ expressed in
terms of the integer n and and two
associated constants J

n
 and K

n
. It will

be

Maxwell's equations for  magneto-statics:

∇.B = 0 ;
∇×H = j ;

In the absence of currents:
j = 0.

Then we can put:
B = ∇ Φ

so that:
∇2 Φ = 0  (Laplace's equation)

where  Φ  is the magnetic scalar potential.

Taking the two dimensional case (constant in the
z direction) and solving for  coordinates (r,θ):

Φ = (E+Fθ)(G+H ln r) ∑
n=1

∞
 
(J

n
 r n cos nθ +

         K
n
 r n sin nθ +L

n 
r -n cos nθ + M

n 
r -n sin nθ )

In practical magnetic applications, this becomes:

Φ= ∑
n 
(J

n
 r n cos nθ +K

n
 r n sin nθ),

with n integral and J
n
,K

n
 a function of geometry.

This gives components of flux density:

B
r
 =  ∑

n 
(n J

n
 r n-1 cos nθ +nK

n
 r n-1 sin nθ)

Bθ =  ∑
n 
(-nJ

n
 r n-1 sin nθ +nK

n
 r n-1 cos nθ)

Box 1: Magnetic spherical harmonics
derived from Maxwell's equations.

seen that these are determined from the geometry of the magnet design. By considering the grad
of  Φ, equations for the components of the flux density (B

r
 and Bθ) are  obtained as functions of

r and θ.

It must be stressed that all possible physical distributions of flux density in two dimensions
are described by these equations. For a particular value of n, there are two degrees of freedom
given by the magnitudes of the corresponding values of J and K; in general these connect the
distributions  in  the two planes. Hence, once the values  of the two  constants  are defined, the



distributions in both planes are also defined. Behaviour in the vertical plane is determined by the
distribution in the horizontal plane and vice versa; they are not independent of each other. The
practical significance of this is that, provided the designer is confident of satisfying certain
symmetry conditions (see later section), it is not necessary to be concerned with the design or the
measurement of magnets in the two transverse dimensions; a one-dimensional examination will
usually be sufficient.

The condition relating to the presence of currents can now be defined in terms of the polar
coordinates. The solution for Φ in Box 1 is valid providing currents are absent within the range
of r and θ under consideration. In practical situations, this means areas containing free space and
current-free  ferro-magnetic material, up to but excluding the surfaces of current-carrying
conductors, can be considered.

2.2 Dipole, Quadrupole and Sextupole Magnets

Each value of the integer n in the magnetostatic equations corresponds to a different flux
distribution generated by different magnet geometries. The three lowest values, n=1, 2, and 3
correspond to dipole, quadrupole and sextupoles flux density distributions respectively; this is
made clearer in Boxes 2, 3 and 4. In each case the solutions in Cartesian coordinates are also
shown, obtained from the simple transformations:

B
x
 = B

r 
cos θ - Bθ sin θ,

B
y
 = B

r
 sin θ + Bθ cos θ.

For the dipole field (Box 2),
the lines of equipotential, for the
J=0, K non-zero case, are equis-
paced and parallel to the x axis.
The gradient gives a constant ver-
tical field; if J were zero, the lines
of B would be horizontal. This
therefore is  a simple, constant
magnetic distribution combining
vertical and horizontal flux densi-
ties,  according to the values of J
and K and is the common magnetic
distribution used for bending mag-
nets in accelerators.

Note that we have not yet
addressed the conditions necessary
to obtain such a distribution.

Cylindrical: Cartesian:

B
r
 = J

1
 cos θ + K

1
 sin θ; B

x 
= J

1

Bθ = -J
1
 sin θ + K

1
 cos θ; B

y
 = K

1

Φ  = J
1
 r cos θ +K

1
 r sin θ. Φ = J

1
 x +K

1
 y

So,  J
1
 = 0,    K

1
 ≠  0 gives vertical dipole field:

K
1
 =0,  J

1
 ≠  0  gives  horizontal  dipole  field.

Box 2: Dipole field given by  n=1 case.

B

φ = const.



For the n=2 case (Box 3) the quadrupole field is generated by lines of equipotential having
hyperbolic form. For the J=0 case, the asymptotes are the two major axes and the flux distributions
are normal to the axes at the axes; the amplitudes of the horizontal and vertical components vary
linearly with the displacements from the origin. With zero induction in both planes at the origin,
this distribution provides linear focusing of particles. As explained in the paper on linear optics,
a magnet that is focusing in one plane will defocus in the other. This is an important example of
the point explained above; the distributions in the two planes cannot be made independent of each
other.

The J=0 case dealt with above is described as the normal quadrupole field. For zero value
of the constant K (non-zero J) the situation is rotated by π/4 and the distribution is referred to as
a skew quadrupole field.

The equations for sextupole field distribution are given in Box 4. Again, the normal
sextupole distribution corresponds to the J=0 case. Note the lines of equipotential with six-fold
symmetry and the square law dependency of the vertical component of flux density with
horizontal position on the x axis. As explained in the papers dealing with particle optics, normal
sextupole field is used to control chromaticity - the variation in focusing with particle momentum.

Cylindrical: Cartesian:

B
r
 = 2 J

2
 r  cos 2θ +2K

2
 r  sin 2θ; B

x
 = 2 (J

2
 x +K

2
 y)

Bθ = -2J
2
 r  sin 2θ +2K

2
 r  cos 2θ; B

Y
 = 2 (-J

2
 y +K

2
 x)

Φ = J
2
 r 2 cos 2θ +K

2
 r 2 sin 2θ; Φ = J

2
 (x2 - y2)+2K

2
 xy

These are quadrupole distributions, with  J
2
 = 0 giving 'normal'

quadrupole field.

Then K
2
 = 0  gives  'skew'  quadrupole  fields (which  is  the above  rotated  by

π/4).

Box 3: Quadrupole field given by  n=2  case.

B

φ = - C φ = + C

φ = + C φ = - C 



Cylindrical : Cartesian:

B
r
 = 3 J

3
 r2  cos 3θ +3K

3
 r2  sin 3θ; B

x
 = 3 J

3
 (x2 -y2) +6K

3
 xy

Bθ = -3 J
3
 r2  sin 3θ +3K

3
 r2  cos 3θ; B

y
 = -6J

3
 xy + 3K

3
 (x2 - y2)

Φ  =  J
3
 r 3 cos 3θ +K

3
 r 3 sin 3θ; Φ  = J

3
 (x3 - 3y2x) + K

3
 (3yx2 - y3)

For J
3
 = 0, B

y
 ∝ x2.

Box 4: Sextupole field given by  n=3  case.

φ =+C

=-Cφ

φ =+C

φ =+C

=-Cφ
=-Cφ

Β

The sextupole skew field case is given by K=0, (J non-zero), and is rotated by π/6.

It is now clear that ascending powers of n give higher orders of field harmonics, the circular
symmetry having the order of 2n. It is easy to show that for any n, the vertical component of flux
density on the x axis for a 'normal' distribution is proportional to x to the power (n-1):

B
y
 (y=0) ∝ xn-1

It must be stressed that in spite of reference to practical magnetic situations, the treatment
of each harmonic separately is still a mathematical abstraction. Whilst the designer may strive to
produce a magnet generating only one type of field, in practical situations many harmonics will
be present and many of the coefficients J

n
 and K

n
 will be non-zero. A successful design will,

however, minimise the unwanted terms (particularly the skew terms in a normal magnet) to small
values.

In some cases the magnet is designed to produce more than one type of field and multiple
harmonics are required. A  classic example is the combined-function bending magnet, which
includes dipole and quadrupole field at the beam position. The different harmonic fields are
generated by the shaping of the pole and the ratio between the dipole and quadrupole components
is therefore fixed by this geometry; such a magnet can be regarded as a conventional quadrupole
with the origin shifted to provide non-zero induction at the magnet's centre. More recently, the



criticality of space in accel-
erator lattices has led to the
investigation of geometries
capable of generating dipole,
quadrupole and sextupole
field in the same magnet, with
independent control of the
harmonic amplitudes, and a
number of successful designs
have been produced.

2.3 Ideal Pole Shapes

To the basic theoreti-
cal concepts of the field har-
monics, we shall now add the
more practical issue of the
ferro-magnetic surfaces re-
quired to make up the magnet
poles. To many, it is intui-
tively obvious that the cor-
rect pole shape to generate a
particular harmonic, for the
ideal case of infinite permea-
bility, is a line of constant
scalar potential. This is ex-
plained more fully in Box 5.
This is the standard text book
presentation for proving that
flux lines are normal to a sur-
face of very high permeabil-
ity; it then follows from

At the steel boundary, with no currents in the steel:

curl H =0

Apply  Stoke's theorem to a closed loop enclosing the
boundary:

∫ ∫ (curl H).dS = ∫ H.ds

Hence around the loop:    H. ds =0

But for infinite permeability in the steel:   H=0;

Therefore outside the steel  H=0 parallel to the bound-
ary.

Therefore B in the air adjacent to the steel is normal to
the steel surface at all points on the surface.

Therefore from B=grad Φ, the steel surface is an iso-
scalar-potential line.

Box  5: Ideal pole shapes are lines of equal magnetic

Steel, µ = ∞

Air

d

ds

s
B

For normal (ie not skew) fields:

Dipole:
y= ± g/2;

(g is interpole gap).

Quadrupole:
xy= ± R2/2;

(R  is  inscribed  radius).

Sextupole:
3x2y - y3 = ± R3;

Box 6:  Equations of ideal pole shape

the definition:

B = grad Φ

that this is also an equi-potential line.

The resulting ideal pole shapes for
(normal) dipole, quadrupole and sextupole
magnets are then given in Box 6. These are
obtained from the Cartesian equipotential
equations with the J coefficients set to zero,
and geometric terms substituted for K. For
perfect, singular harmonics, infinite poles
of the correct form, made from infinite
permeability steel with currents of the cor-
rect



Magnet Symmetry Constraint

Dipole φ(θ) = −φ(2π -θ) All  J
n 
=

 
0;

φ(θ) = φ(π -θ) K
n
 non-zero only  for:

n = 1, 3, 5, etc;

Quadrupole φ(θ) = −φ(π -θ) K
n 
= 0  for all odd n;

φ(θ) = −φ(2π -θ) All  J
n 
=

 
0;

φ(θ) =  φ(π/2 -θ) K
n
 non-zero only  for:

n = 2, 6, 10, etc;

Sextupole. φ(θ) = −φ(2π/3 -θ) K
n 
= 0  for all n not

φ(θ) = −φ(4π/3 -θ) multiples of 3;
φ(θ) = −φ(2π -θ) All  J

n 
=

 
0;

φ(θ) = φ(π/3 -θ) K
n
 non-zero only  for:

n = 3, 9, 15, etc.

Box 7:  Symmetry  constraints  in normal  dipole,  quadrupole  and
sextupole  geometries.

magnitude and polarity located at infinity are sufficient; in practical situations they are happily
not necessary. It is possible to come close to the criterion relating to the steel permeability, for
values of µ in the many thousands are possible, and the infinite permeability approximation gives
good results in practical situations. Various methods are available to overcome the necessary
finite sizes of practical poles and certain combinations of conductor close to high-permeability
steel produce good distributions up to the surface of the conductors. Before examining such
'tricks', we shall first investigate the theoretical consequences of terminating the pole according
to a practical geometry.

2.4 Symmetry Constraints

The magnet designer will use the ideal pole shapes of Box 6 in the centre regions of the pole
profile, but will terminate the pole with some finite width. In so doing, certain symmetries will
be imposed on the magnet geometry and these in turn will constrain the harmonics that can be
present in the flux distribution generated by the magnet. The situation is defined in a more
mathematical manner in Box 7.

In the case of the normal, vertical field dipole, the designer will place two poles equi-distant
from the horizontal centre line of the magnet; these will have equal magnitude but opposite
polarity of scalar potential. This first criterion ensures that the values of J

n
 are zero for all n.

Providing the designer ensures that the pole 'cut-offs' of both the upper and lower pole are
symmetrical about the magnet's vertical centre line, the second symmetry constraint will ensure
that



all K
n
 values are zero for even n. Thus, with two simple symmetry criteria, the designer has ensured

that the error fields that can be present in the dipole are limited to sextupole, decapole, fourteen-
pole, etc.

In the case of the quadrupole, the basic four-fold symmetry about the horizontal and vertical
axes (the first two criteria) render all values of J

n
 and the values of K

n
 for all odd n equal to zero.

The third constraint concerns the eight-fold symmetry ie the pole cut-offs being symmetrical
about the π/4 axes. This makes all values of K

n
 zero, with the exception of the coefficients that

correspond to n=2 (fundamental quadrupole), 6, 10, etc. Thus in a fully symmetric quadrupole
magnet, the lowest-order allowed field error is twelve pole (duodecapole), followed by twenty
pole, etc.

Box 7 also defines the allowed error harmonics in a sextupole and shows that with the basic
sextupole symmetry, eighteen pole is the lowest allowed harmonic error; the next is thirty pole.
Higher order field errors are therefore usually not of high priority in the design of a sextupole
magnet.

Given the above limitations on the possible error fields that can be present in a magnet, the
magnet designer has additional techniques that can be used to reduce further the errors in the
distribution; these usually take the form of small adjustments to the pole profile close to the cut-
off points.

It must be appreciated that the symmetry constraints described in this section apply to
magnet geometries as designed. Construction should closely follow the design but small tolerance
errors will always be present in the magnet when it is finally assembled and these will break the
symmetries described above. Thus, a physical magnet will have non-zero values of all J and K
coefficients. It is the task of the magnet engineer to predict the distortions resulting from
manufacturing and assembly tolerances; this information then becomes the basis for the
specification covering the magnet manufacture, so ensuring that the completed magnet will meet
its design criteria.

Before leaving the topic of magnetic cylindrical harmonics, it is necessary to put this
concept into the wider context of the interaction of beams with magnetic fields. Particles are not
able to carry out a cylindrical harmonic analysis and are therefore not sensitive to the amplitude
or phase of a particular harmonic in a magnet. They  see flux densities B and, in resonance type
phenomena, the spatial  differentials of B, sometimes to high orders. It is a mistake, therefore, to
associate a certain order of differential with one particular harmonic, as all the higher harmonic
terms will contribute to the derivative; the magnet designer may well have balanced the
amplitudes and polarities of a number of quite high harmonics to meet successfully a stringent flux
density criterion within the defined good field region of the magnet.

The two-dimensional cylindrical harmonics are therefore a useful theoretical tool and give
a valuable insight  into the allowed spatial distributions of magnetic fields. However, when
judging the viability of a design or the measurements from a completed magnet, always re-
assemble the harmonic series and examine the flux density  or its derivatives. These are the
quantities corresponding to the physical situation in an accelerator magnet.



3 PRACTICAL ASPECTS OF
MAGNET DESIGN

3.1 Coil Requirements

Current-carrying conductors will now
be added to the consideration of magnet
design. Central to this development is the
equation:

curl H =j ,

and the application of the well known Stoke's
theorem to the magnetic circuit. This is sum-
marised in Box 8. This shows the transfor-
mation of the vector equation into the scalar
relationship equating the line integral of the
field H to the area integral of the enclose
current density j . The resulting equation is
fundamental to all electromagnetic applica-
tions.

The application of this to a simple
dipole circuit with a high permeability ferro-
magnetic core is shown in Box 9. This dem-
onstrates how, with approximately constant
flux density B around the complete circuit,
the Ampere-turns are concentrated across
the gap g. This gives the required Ampere-
turns in a dipole circuit. The expression,
relating the flux density to the magneto-
motive force and the magnet dimensions is
roughly analogous to the simple expression
for current in an electrical circuit containing
an emf and resistance. The similarity is
strengthened by the nomenclature that refers
to the terms 'g' and 'l/µ' as the reluctance of
the gap and the steel core respectively.

In Box 10, one method for establish-
ing the required Ampere-turns per pole for
quadrupole and sextupole magnets is shown.
The method can be applied generally to
higher-order multipole magnets.Note that
the strength of the quadrupole in Box 10 is
defined in terms of the 'gradient'. In the case
of the quadrupole, this is unambiguous, for if

Stoke's theorem for vector V:
∫ V.ds =∫ ∫ curl V.dS

Apply  this  to:
curl H  = j ;

Then  for  any  magnetic  circuit:
∫ H.ds = NI;

NI  is  total  Amp-turns through loop  dS.

Box 8: Magneto-motive force in a
magnetic circuit.

dS

ds

V

B  is  approx  constant  round loop l & g,

and H
iron

 = H
air

 /µ ;
B

air
 = µ

0
 NI / (g + l/µ);

g,  and  l/µ are  the  'reluctance'  of  the
gap  and  the  iron.
Ignoring  iron  reluctance:

NI = B g /µ
0

Box 9: Ampere-turns in a dipole.
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the field is expressed as:

B
y
 = gx

where g is the quadrupole gradient, then

dB
y 
/dx = g

ie, g is both the field coefficient and the
magnitude of the first derivative. For a
sextupole, the second differential is
twice the corresponding coefficient:

B
y
 = g

S
 x2

d2B
y 
/dx2  = 2 g

S

In the case of sextupoles and higher
order fields, it is therefore essential to
state whether the coefficient or the
derivative is being defined.

3.2 Standard Magnet Geometries

A number of standard dipole magnet
geometries are described in Box 11. The
first diagram shows a 'C-core' magnet.
The coils are mounted around the upper
and lower poles and there is a single asym-
metric backleg. In principal, this asymme-
try breaks the standard dipole symmetry

Quadruple has pole  equation:

xy = R2 /2.
On x axes

B
y
 = gx,

g  is gradient  (T/m).

At  large  x (to  give  vertical  B):

NI = (gx) ( R2 /2x)/µ
0

ie
NI = g R2 /2 µ

0
(per pole)

Similarly,  for  a  sextupole,  (field coeffi-
cient  g

S,
),   excitation  per  pole  is:

NI = g
S 
R3/3 µ

0

Box 10: Ampere-turns in
quadrupole and sextupole.

described in section 2.4 but, providing the core has high permeability, the resulting field errors
will be small. However, a quadrupole term will normally be present, resulting in a gradient of the
order of 0.1%  across the pole. As this will depend on the permeability in the core, it will be non-
linear and vary with the strength of the magnet.

To ensure good quality dipole field across the required aperture, it is necessary to
compensate for the finite pole width by adding small steps at the outer ends of each of the pole;
these are called shims. The designer must  optimise the shim geometry to meet the field
distribution requirements. The maximum flux density across the pole face occurs at these
positions, and as the shims project  above the face, it is essential to ensure that their compensating
effect is present at all specified levels of magnet operation. Some designers prefer to make the
poles totally flat, resulting in a considerable increase in required pole width to produce the same
extent of good field that would be achieved by using shims. Non-linear effects will still be present,
but these will not be as pronounced as in a shimmed pole.

The C-core represents the standard design for the accelerator dipole magnet. It is straight

x B



Box 11: Dipole goemetries, with advantages and disadvantages.
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Shim Detail

'C' Core:

Advantages:
Easy access;
Classic design;

Disadvantages:
Pole shims needed;
Asymmetric (small);
Less rigid;

'H' Type

Advantages:
Symmetric;
More rigid;

Disadvantages:
Also needs shims;
Access  problems.

'Window Frame'

Advantages:
No pole shim;
Symmetric;
Compact;
Rigid;

Disadvantages:
Major access problems;
Insulation thickness.
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Box 12: Standard quadrupole magnet geometry

forward to manufacture and
provides good access to the
vacuum vessel and other beam-
line components.

The 'H-type' dipole is
very similar to the C core, but
has two return backlegs, mak-
ing the magnet fully symmetri-
cal. Quadrupole error fields are
therefore eliminated at the ex-
pense of restricting access to
the pole area. To allow such
access, and to mount the coils
during magnet assembly, it is
necessary to split the magnet at
the horizontal median plane.
Note that pole shims are still
required for this design.

The third design is re-
ferred to as a 'Window-Frame'
magnet. This is a very com-
pact, rigid design in which the

coils are placed on either side of the gap. This has the major advantage of significantly improving
the dipole field distribution. Providing the copper conductor extends very closely to the pole, the
linearity of exciting Ampere-turns across the gap matches the uniform distribution of the scalar
potential in this region, and good field will be achieved right up to the surface of the conductor.
In practical situations, the coil insulation takes up a finite space and the good field region is
reduced. However, the window frame design has valuable advantages and a number of accelera-
tors have used this concept. There are, however, major access problems.

Box 12 shows a standard design for the quadrupole magnet geometry. The core is symmetric
around the four poles, with the coils mounted on the pole sides. This is the equivalent of the H
dipole design and shims are required to compensate for the finite pole width. A design
corresponding to the window-frame dipole would have the coils on the vertical and horizontal
axes, fitting tightly between the extended pole surfaces. This produces good quality field, but
provides difficulties in the coil design. In this arrangement, the pole sides diverge by an angle of
90° from the pole face, and the design is therefore suitable for a high gradient quadrupole, where
saturation in the pole root could be a problem.

Other variations on the basic quadrupole scheme include a single-sided yoke design,
corresponding to the C-cored dipole. This is frequently used in synchrotron radiation sources,
where radiation emerges close to the centre of the quadrupole and space is required for a beam
pipe in an area that would normally house the outer return yoke.



 j = NI/A
C

where:
j is the current density,
A

C 
the area of copper in the coil;

NI is the required Amp-turns.

E
C
 = K (NI)2/A

C

therefore
E

C
 = (K NI) j

where:
E

C
 is energy loss in coil,

K is a geometrical constatnt.

Therefore, for constant NI, loss varies as j.

Magnet capital  costs  (coil &  yoke  materials,
plus assembly,  testing  and  transport)  vary as
the size of the magnet  ie as   1/j.

Total  cost  of  building  and  running  magnet
'amortised'  over  life  of  machine  is:

£ = P + Q/j + R j

P, Q, R and therefore optimum   j
  
depend  on

design,  manufacturer, policy, country,  etc.

Box 13: Determination  of  optimum  current
density  in  coils.

3.3 Coil Design

The standard coil design uses
copper (or occasionally aluminium)
conductor with a rectangular cross
section. Usually, water cooling (low
conductivity de-mineralised water)
will be required and in d.c magnets
this is  achieved by having a circular
or racetrack-shaped water channel
in the centre of the conductor. The
coil is insulated by glass cloth and
encapsulated in epoxy resin.

The main tasks in coil design
are determining the optimum total
cross section of conductor in the coil
and deciding on the number of indi-
vidual turns into which this should
be divided.

The factors determining the
choice of current density and hence
copper cross section area are de-
scribed in Box 13. Unlike the other
criteria that have been examined in
earlier parts of this paper, the prime
consideration determining conduc-
tor area is economic. As the area is
increased, the coil, the magnet mate-
rial and the manufacturing costs in-
crease, whilst the running costs de-
crease. The designer must therefore
balance these effects and make a
policy based judgement of the num-
ber of years over which the magnet
capital costs will be 'written off'. The
optimum current density is usually
in the range of  3 to 5 A/mm2, though
this will depend on the relative cost
of electric power to manufacturing
costs that are applicable. Note that
the attitude of the funding authority
to a proposed accelerator's capital
and running cost will also have a
major influence on the optimisation
of the coil.
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I  ∝ 1/N, R
magnet

 ∝ N2 j, V
magnet

∝ N j, Power ∝ j

Box 14: Variation of magnet parameters with N and j (fixed NI).

Having determined the
total conductor cross section,
the designer must decide on
the number of turns that are to
be used. Box 14 shows how
the current and voltage of a
coil vary with the current den-
sity j and number of turns per
coil, N. This leads to the crite-
ria determining the choice of
N, as shown in Box 15.

The choice of a small
number of turns leads to high
currents and bulky terminals
and interconnections, but the
coil packing factor is high. A
large number of turns leads to
voltage problems. The opti-
mum depends on type and size
of magnet.  In  a large dipole

Large  N (low  current) Small N (high  current)

* Small, neat  terminals. * Large, bulky terminals

* Thin interconnections * Thick, expensive inter-
  - low cost & flexible.   connection.

* More  insulation layers  * High  percentage  of
  in coil, hence  larger coil,    copper  in  coil.  More
  increased assembly  costs.    efficient use of  volume.

* High  voltage  power * High  current  power
   supply - safety  problems.   supply - greater losses.

Box 15: Factors  determining  choice  of  N.

magnet, currents in excess of 1,000A are usual, whereas smaller magnets, particularly quad-
rupoles and sextupoles would normally operate with currents of the order of a few hundred Amps.
In small corrector magnets, much lower currents may be used and if the designer wishes to avoid
the complication of water cooling in such small magnets, solid conductor, rated at a current
density of 1A/mm2 or less, may be used; the heat from such a coil can usually be dissipated into
the air by natural convection.

3.4 Steel Yoke Design

The steel yoke provides the essential ferro-magnetic circuit in a conventional magnet,
linking the poles and providing the space for the excitation coils. The gross behaviour of the
magnet is determined by the the dimensions of the yoke, for an inadequate cross section will result
in excessive flux density, low permeability and hence a significant loss of magneto-motive force
(ie Ampere-turns) in the steel. The examination of the properties of steel used in accelerator
magnets will be covered in the second conventional magnet  paper, which is concerned with a.c.
properties. This paper will therefore be restricted to a few general comments relating to yoke
design and the significance of coercivity in determining residual fields.

The total flux flowing around the yoke is limited by the reluctance of the air gap and hence
the geometry in this region is critical. This is shown in Box 16, indicating that at the gap, in the
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Box 16: Flux  at magnet gap.

transverse plane, the flux extends outwards
into a region of fringe field. A rule of thumb
used by magnet designers represents this fringe
field as extending by one gap dimension on
either side of the physical edge of the magnet.
This then allows the total flux to be expressed
in terms of the pole physical breadth plus the
fringe field. Sufficient steel must be provided
in the top, bottom and backleg regions to limit
the flux  density to values that will not allow
saturation in the main body of the yoke. Note
however that it is usual to have high flux
densities in the inside corners at the angles of
the yoke. The flux will be distributed so that
the reluctance is constant irrespective of the
length  of the physical path through the steel

In a continuous ferro-magnetic core, residual
field is determined by the remanence B

R
. In a

magnet with a gap having reluctance much
greater than that of the core, the residual field
is determined by the coercivity H

C
.

With no current in the external coil, the total
integral of field H around core and gap is zero.

Thus, if H
g
 is the field in the gap, l and g are

the path lengths in core and gap respectively:

∫
l 
H

C
 . ds + ∫

g
H

g
  . ds  =  0,

B 
resid

 =  -  µ
0 
H

C
 l /g

Box 17: Residual field in gapped magnets.

H
C

-

H

B

B R

and this implies that low permeabili-
ties will be encountered in the cor-
ners. Providing the region of low
permeability does not extend com-
pletely across the yoke, this situation
is acceptable.

The effect of the gap fringe
field has less significance in the lon-
gitudinal direction, for this will add
to the strength of the magnet seen by
the circulating beam; a high fringe
field will result in the magnet being
run at a slightly lower induction.
Thus, the total longitudinal flux is
determined by the specified mag-
netic length and the fringe field in
this dimension can be ignored when
considering both the flux density in
the steel yoke and the inductance in
an a.c. magnet.

The yoke will also determine
the residual flux density that can be
measured in the gap after the magnet
has been taken to high field and then
had the excitation current reduced to
zero. In Box 17 it is explained that
the residual field in a gapped magnet
is not determined by the 'remanence'
or 'remanent field' (as might be ex-



pected from the names given to these parameters) but by the coercive force (in Amps/m) of the
hysteresis loop corresponding to the magnetic excursion experienced by the steel. This is because
the gap, as previously explained, is the major reluctance in the magnetic circuit and the residual
flux density in the gap will be very much less than the remanent field that would be present in an
ungapped core. The total Ampere-turns around the circuit are zero and hence the positive field
required to drive the residual induction through the gap is equal and opposite to the line integral
of (negative) coercive force through the steel.

Typical shims for dipole and quadrupole magnets are shown in Box 18. The dipole shim
takes the form of a trapezoidal extension above the pole face, whilst the quadrupole shim is
generated from a tangent to the hyperbolic pole, projecting from some point on the pole face and
terminating at the extended pole side.

In both cases, the area A of the shim has the primary influence on the edge correction that
is produced. In the dipole case, it is important to limit the height of the shim to prevent saturation
in this region at high excitations; this would lead to the field distribution being strongly dependent
on the magnet excitation level. On the other hand, if a very low, long shim is used, the nature of
the field correction would change, with different harmonics being generated. The shim size and
shape is therefore a compromise that depends on the field quality that is desired and on the peak
induction in the gap; shim heights and shapes vary widely according to the magnet parameters and
the quality of field that is required.

3.6 Pole Calculations

It is the task of the magnet designer to use iterative techniques to establish a pole face that
produces a field distribution that meets the field specification: ∆B/B for a dipole,  ∆g/g for a
quadrupole, etc, over a physical 'good-field region'. The main tool in this investigation is one or
more computer codes that predict the flux density for a defined magnet geometry; these codes will

Dipole Shim:

Quadrupole  Shim:

Box 18:  Standard pole shims.

A

A

3.5 Pole face design

Whilst this subject is just a particu-
lar feature of the yoke design, it is proba-
bly the most vital single feature in the
design of an accelerator magnet, for it
will determine the field distribution seen
by the beam and hence  control the be-
haviour of the accelerator. In the early
part of this paper, the various types of
field were derived from the cylindrical
harmonics and the allowed and forbid-
den harmonics were established in terms
of the magnet's symmetry. It was ex-
plained that the remaining error fields,
due to there being a non-infinite pole,
could then be minimised by the use of
shims at the edges of the pole.
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Very large pole, no shim
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Large pole, small shim

Smaller pole, large shim
(note change in vertical scale)

Box 19: Effect of shim and pole
width on distribution.

1 08642

be described in the next section. The vari-
ables in the optimisation  are the width of
the pole and the size and shape of the
shims. For economy sake (particularly in
an a.c.magnet where stored energy deter-
mines the power supply rating) the de-
signer will usually wish to minimise the
pole width. Having made an initial esti-
mate of a suitable pole width, the magnet
designer will explore a range of shims in an
attempt to establish a good geometry. If
this proves to be impossible, the pole width
is increased; if it is easy, economies can
possibly be made by reducing the pole
width. In this work,  past experience is very
valuable, and time and trouble is saved by
having a rough idea of what will result
from a given change.

In an attempt to steer the student who
is new to the topic through this rather
intuitive subject, the following brief notes
are offered as a guide; they do not repre-
sent a definitive procedure for establishing
a design:

i) Start with a small shim to explore the
sensitivity of the distribution to the shim
area. Use this to obtain a better estimate
of the size of shim that you need. In a
dipole, the shim height will normally be
a few percent of the gap, extending over
less than five percent of the pole face.

ii) Note that the above numbers are very
dependent on the required field quality;
very flat dipole fields (of the order of 1
part in 104) will need very low shims
and a wide pole, whilst a bigger shim,
which produces a significant rise in
field at the pole edge before it falls off
rapidly, can be used for lower quality
fields. This will  give  a saving in pole
width. The effects of pole width and shim  size are described in Box 19.

iii) When near the optimum, make only small changes to shim height; for an accelerator dipole,
with gaps typically between 40 and 60 mm, a 20µm change across the shim makes some
difference when the field is close to optimum. This sensitivity gives a clear indication of the



dimensional tolerances that will be needed
during magnet construction.

iv) In the case of a quadrupole, vary the
point at which the tangent breaks from the
pole; this of course will also vary the posi-
tion of the corner of the pole. Make changes
of 1 mm or less at the position of the tangent
break; again, sensitivity to 20µm changes in
the vertical position of the corner will alter the distribution for a  typical accelerator quadrupole.

v) For a sextupole, the pole shaping is less critical; the ideal third-order curve would be
expensive to manufacture and is not necessary. Start with a simple rectangular pole and make
a linear cut symmetrically placed at each side of the pole. Optimise the depth and angle of this
cut and it will usually be found to be adequate.

vi) When judging the quality of quadrupole and sextupole fields, examine the differentials, not
the fields. When using numerical outputs from the simpler codes, take first or second
differences. This is illustrated in Box 20.

vii) In all cases, check the final distribution at different levels of flux density, particularly full
excitation. If there is a large change in distribution between low and high inductions (and these
are unacceptable), the shims are too high. Start again with a slightly wider pole and a lower,
broader shim.

viii) Steel-cored magnets are limited by saturation effects. In dipoles, this appears as an inability
to achieve high values of flux density without using excessive currents. In the case of
quadrupoles and sextupoles, saturation may also limit the extent of the good field region at full
excitation. In this case, the only solution is to lengthen the magnet and reduce the gradient.

Dipole: plot (B
Y 

(x) - B
Y 
(0))/B

Y 
(0)

Quad: plot  dB
Y
 (x)/dx

Sext: plot  d2B
Y
(x)/dx2

Box 20: Judgement of field quality.

3.7 Field computation codes

A number of standard codes are available for the pole design process described above. Three
well known packages are compared in Box 21. The first two are simpler, two-dimensional codes,
and are ideal for those new to the subject.

MAGNET is a 'classical' two-dimensional magnetostatic code with a finite rectangular
mesh, differential analysis and  non-linear steel. Separate  iterations  for  the  air  and  steel
regions are used to converge on the solution with  permeabilities approximating to the physi-
cal situation. The first solution (cycle 0) uses infinite permeability in steel; this is then ad-
justed on subsequent cycles. Output is B

X
 and B

Y
 in air and steel for the complete model, plus

plots of permeability in steel and vector potential in air (to give total fluxes) and (in one
version) an harmonic analysis. It is quickly and easily learned but suffers from the lack of pre-
and post-processing. This means that all input data is numerical and the complete geometry
has to be worked out exactly in Cartesian coordinates before entering into the code. Likewise,
the output is in terms of numerical flux densities (in Gauss) and any calculation of gradients
etc must be carried out by hand calculation or by typing into another code. A potentially mis-



leading feature of MAGNET is the way the program interprets input data  by registering
boundaries only on the lines of the fixed rectangular mesh. This means that data containing points
that are not on a mesh line in at least one plane can be seriously misinterpreted and the geometry
used for the prediction will differ from that intended by the designer.

A number of different versions of POISSON now exist. They offer similar capability to
MAGNET, but go a long way to overcoming the more major problems with that program. A
flexible triangular lattice is used and this is 'relaxed' by the software to fit the geometry during the
first stage of execution. This overcomes the data input problem outlined above, it allows a more
complex set of input specifications to be used (linear and curved boundaries can be specified) and
post-processing gives output graphs in the interactive versions. The triangular mesh can be
concentrated into areas of high induction, resulting in better handling of saturation. It is still,
however, two dimensional.

Advantages Disadvantages:

 MAGNET :

* Quick to learn, simple to use; * Only 2D predictions;
* Small(ish) cpu use; * Batch  processing  only - slows down

   problem turn-round time;
* Fast execution time; * Inflexible  rectangular lattice;

* Inflexible data input;
* Geometry errors possible from
   interaction of input  data with lattice;
* No pre or post processing;
* Poor  performance in high saturation;

POISSON:

* Similar computation as MAGNET; * Harder to learn;
* Interactive input/output possible; * Only 2D predictions.
* More  input options with greater

flexibility;
* Flexible lattice eliminates

geometery errors;
* Better handing of local saturation;
* Some post processing available.

TOSCA:

* Full three dimensional package; * Training course needed for
* Accurate prediction of distribution familiarisation;

and strength in 3D; * Expensive to purchase;
* Extensive pre/post-processing; * Large computer needed.

* Large use of memory.
* Cpu time is hours for non-linear 3D

problem.

Box 21: Comparison of three commonly used magnet computation codes.



By comparison, TOSCA is a state-of-the-art, three dimensional package that is maintained
and updated by a commercial organisation in U.K. The software suite is available from this
company, and training courses are offered to accustom both beginners and more experienced
designers to the wide range of facilities available in the program.

There are now a large number of field computation packages available for both accelerator
and more general electrical engineering purposes. The decision not to mention a certain package
in this paper does not imply any criticism or rejection of that program. The three chosen for
description are, however, 'classic' packages that perhaps represent three separate stages in the
development of the computation program.

It should not be believed that the lack of three-dimensional information in the simpler
packages prevents the designer obtaining useful information concerning the magnet in the
azimuthal direction. The next two sections will therefore deal with the topic of magnet ends and
how they are addressed numerically.

3.8 Magnet ends

Unless the magnet is playing a relatively unimportant role in the accelerator, the magnet
designer must pay particular attention to the processes that are occurring at the magnet ends.
The situation is summarised in Box 22. A square end (viewed in the longitudinal direction)
will collect a large amount of flux from the fringe region and saturation may occur. Such a
sharp termination also allows no control of the radial field in the fringe region and produces a
poor quality distribution. This fringe area will normally contribute appreciably to the inte-
grated field seen by the beam, the actual percentage depending on the length of the magnet. It
is quite pointless to carefully design a pole to give a very flat distribution in the centre of the
magnet if the end fields totally ruin this high quality. The end distribution, in both the longitu-
dinal and transverse planes, must therefore be controlled.

Box 22: Control  of longitudinal  field distributions in magnet ends.

Square ends:

* display non linear effects (saturation);
* give no control of radial distribution in the

fringe  region.

Chamfered ends:

* define magnetic length more precisely;
* prevent saturation;
* control transverse  distribution;
* prevent flux entering iron normal to

lamination  (vital for ac magnets).

Saturation



Dipole:

Quadrupole:

Box 23: Contol of transverse distribu-
tion in end regions with non-standard

poles.

This is usually achieved by 'chamfering'
or 'rolling off' the magnet  end, as shown in
Box 22. A number of standard algorithms have
been described for this, but the exact shape is
of  no great importance except in very high
flux density magnets. The important criteria
for the roll off are:

i) It should prevent appreciable non-linear
(saturation) effects at the ends for all levels
of induction.

ii) It should provide the designer with con-
trol of transverse distribution throughout
the region where the fringe flux is contrib-
uting appreciably to the magnet strength.

iii) It should not occupy an uneconomically
large region.

iv) It should, in a.c. applications, prevent
appreciable flux entering normal to the
plane of the laminations.

practice to profile the magnet pole to attempt to maintain good field quality as the gap increases
and the flux density reduces. Box 23 describes the typical geometries that are used. In the case of
the dipole, the shim is increased in size as the gap gets larger; for the quadrupole the pole shape
is approximated to the arcs of circles with increasing radii. It should be appreciated that such
techniques cannot give ideal results, for it must be assumed that the pole width was optimised for
a given gap dimension. Hence, no shim will be found that can give a good field distribution with
the same pole width and larger gap. However, the fringe region will only contribute a certain
percentage to the overall field integral and hence the specification can be degraded in this region.
In some cases, integrated errors in the end region can be compensated by small adjustments to the
central distribution; however, to use this technique, the designer must be particularly confident
of the end-field calculations.

3.9 Calculation of end field distributions

Even using two-dimensional codes, numerical estimates of the flux distribution in the
magnet ends can be made. The use of an idealised geometry to estimate the longitudinal  situation
in a dipole is shown in Box 24. The right hand side of the model approximates to the physical
magnet, with the end roll-off and the coil in the correct physical positions. However, the return
yoke and the coil on the left are non-physical abstractions; they are needed to provide the magneto-
motive force and a return path for the flux in the two dimensional model. Thus the flux distribution
in the end region will be a good representation of what would be expected on the radial centre plane
of the magnet. This model can therefore be used to check the field roll off distribution, the

Looking at these chamfered end regions
in  the  transverse plane  again,  it  is  then  the



flux density at the steel surface in the chamfer, and the expected integrated field length of the
magnet; this last parameter is, of course, of primary importance as it determines the strength of
the magnet.

In the case of the quadrupole, the similar calculation is less useful. The same model can be
used, taking a section through the 45° line, ie on the inscribed radius, but this will look like a dipole
and predict a non-zero field at the magnet centre. The only useful feature will therefore be an
examination of the flux densities at the steel surface in the end regions by normalising to the value
predicted for the central region in the transverse calculations. As saturation on the pole is seldom
encountered in a quadrupole (if present, it is usually in the root of the pole), this is of little value.

It is not usually necessary to chamfer the ends of sextupoles; a square cut off can be used.

Turning now to the transverse plane in the end region, it is quite practical to make
calculations with the increased pole gap and enlarged shim for each transverse 'slice' through the
end. The shim can be worked on to optimise the field distribution as best as possible, and the
prediction of transverse distribution used with some confidence. However, the predicted ampli-
tude of flux density will be incorrect, for there will be a non-zero field derivative in the plane
normal to the two-dimensional model. In principle, the distribution is also invalidated by this term,
but experience indicates that this is a small effect. Hence, the designer must normalise the
amplitude of the flux density in each 'slice' to that predicted in the longitudinal model. The
resulting normalised distributions can then be numerically integrated (by hand calculation!) and
added to the integrated radial distribution in the body of the magnet. This gives a set of figures
for the variation of integrated field as a function of radial position - the principal aim of the whole
exercise. Of course, all this can be avoided if a full three-dimensional program is used and the
complete magnet will be computed in one single execution. However, the above procedure  gives
a very satisfactory prediction if an advanced code is not available; it also gives the designer a good
'feel' for the magnet that is being worked upon.

The diagram shows an idealised geometry in the longitudinal  plane of a dipole, as
used to estimate end-field distributions. The right hand coil is at the correct physical
position; the coil and return yoke on the left are idealised to provide excitation and a
return path for the flux in two dimensions.

Box 24:  Calculation of longitudinal  end effects using two-dimensional  codes.
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3.10 Magnet manufacture

This is a specialised topic, the details of which are perhaps best left to the various
manufacturers that make their living by supplying accelerator laboratories. However, a few
comments should help the designer when preparing for this exercise.

For  d.c. accelerator magnets, yokes are usually laminated. This allows the 'shuffling' of steel
to randomise the magnetic properties. Laminations also prevent eddy current effects which, even
in d.c. magnets, can cause problems with decay time constants of the order of minutes.
Laminations are therefore be regarded as essential in storage rings which are ramped between
injection and full energy.

The laminations are 'stamped' using a 'stamping tool'. This must have very high precision
and reproducibility (~20µm). Manufacturers involved in standard electrical engineering produc-
tion will regard this figure as stringent but possible. The dimensions of the lamination must be
checked on an optical microscope every five to eight thousand laminations.

Assembly of the laminations is in a fixture; the number of laminations in each stack is
determined by weight and hydraulic pressure is used to define the length. At one time, the stacked
laminations were glued together, but now it is more usual to weld externally whilst the stack is
firmly held in the fixture. If a.c. magnets are being assembled the welding must not produce
shorted turns.

Coils are wound using glass insulation wrapped onto the copper or aluminium  conductor
before receiving an 'outerground' insulation of (thicker) glass cloth. The assembly is then placed
in a mould and heated under vacuum to dry and outgas. The mould is subsequently flooded with
liquid epoxy resin that has been mixed with the catalyst under vacuum.  The vacuum tank is let
up to atmosphere, forcing the resin deep into the coil to produce full impregnation. 'Curing' of the
resin then occurs at high temperature. Total cleanliness is essential during all stages of this
process!

Rigorous testing of coils, including water pressure, water flow, thermal cycling and 'flash'
testing at high voltage whilst the body of the coil is immersed in water (terminals only clear) is
strongly recommended. This will pay dividends in reliability of the magnets in the operational
environment of the accelerator.
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Abstract

This second paper covers the wide range of techniques associated with
a.c. and pulsed magnets and associated power supplies.  The necessary
changes in magnet design to minimise eddy losses in low frequency
magnets are first considered and this leads to a broader discussion of the
different types of steel used in magnet yokes. Inductance is then consid-
ered and the traditional power supply circuit used for a.c. magnets is
described.  The paper then presents a simple description of the higher
frequency pulsed magnets and supply circuits used for injection and
extraction and contrasts a number of different design concepts for both
kicker and septum systems.  In conclusion, the relevant properties of high
frequency magnetic materials are briefly reviewed.

1. INTRODUCTION TO AC EFFECTS

The paper resulting from the first seminar dealt exclusively with the design of accelerator
magnets generating d.c. or what was referred to as 'slowly varying' fields.  This second paper will
mainly concentrate on magnet systems with time varying fields and will separately discuss 'low-
frequency' and pulsed or 'higher-frequency' devices.  It is therefore useful to give some definition
to further clarify the arbitrary distinction between these three separate classifications, as used in
this paper.

A convenient, though not rigorous, criterion relates to eddy current effects.  These are the
currents that are induced in any conducting material by the emf generated by a rate of change of
magnetic flux cutting the material, as given by the Maxwell equation for electromagnetic
induction:

curl E  = -dB/dt

The d.c. or slowly varying magnet can therefore be regarded as one in which eddy currents
have a negligible effect on the performance of the magnet and its power losses. It will be seen that
this definition includes laminated magnets with excitations having Fourier components extending
from d.c. to one or two Hertz.  It should be noted, however, that if solid steel is used in the yoke,
eddy effects are produced by very much lower frequency fields, oscillating at 0.1 Hertz or less.
The first seminar was devoted to d.c. systems, though much of the physics was quite general.

In a low-frequency magnet, the eddy currents will increase, perhaps appreciably, the
power losses in the coil.  However, their potential for  influencing the magnetic field distribution



can be largely nullified by the standard power frequency design criteria. Consequently, there will
be no significant modification to the d.c.field distribution and  magnetostatic codes can be reliably
used.  The magnet design can therefore be based on standard d.c. magnet criteria, but with some
design modifications, particularly to the coil and ends, to prevent excess eddy currents. Such
magnets would use the standard techniques that are used for distribution transformers in the
electrical engineering industry.  This somewhat arbitrary definition includes magnets operating
from a few Hertz up to several hundred Hertz.

Pulsed or higher-frequency  magnets can then be regarded as devices with waveform
components at or above 1 kHz; however, it is not the intention of this paper to consider radio
frequency effects, so the upper l imit will be pulsed magnets with switching times of the order of
0.1 µs. In such magnets, induced a.c. effects will dominate and will result in the necessity for
radical alterations in the design of the unit and its power supply.  The dynamic effects may also
produce major changes to the field distribution which, in one particular case, can be used  to
produce certain desirable results.

The first part of this paper considers low frequency magnets used as the main bending and
focusing elements in a synchrotron.  The later section, dealing with pulsed and higher-frequency
devices, is more relevant to switching magnets used for injection and extraction systems.

2. LOW FREQUENCY SYSTEMS

2.1 Eddy Current Losses

Rectangular conductor  (no cooling hole):

resistivity ρ;
width  a;
cross section  A;

in a.c. field: B sin ωt;

Power loss/m  is:

P = ω2 B2 A a2/(12 ρ)

Circular conductor, diameter d:

P = ω2 B2 A d2/(16 ρ)

eg  10 mm square copper
in a 1T peak, 50 Hz a.c. field,

P = 3.4 kW/m.

Box 1: Eddy losses in Conductors.

The power losses associated
with eddy currents in conductors
with simple geometries in exter-
nally imposed oscillating fields
are given in Box 1. These are
simply obtained by taking the eddy
loss in a small element and inte-
grating over the conductor cross
section.  The magnet designer us-
ing the simple two-dimensional
magneto-static codes discussed in
the first paper can, therefore, as-
sess the expected eddy loss in a
given coil design by examining
the distribution of flux density
predicted by the code at the coil
position and then summing the
loss calculated for each turn.

This calculation assumes
that  the  eddy  currents  will not
appreciably  influence  the flux
distribution    predicted  by     the

a

B

A



magneto-static code, a feature of the definition of 'low frequency' given above.  The validity of
this assumption can then be tested from the result. In an economically viable design, the eddy loss
should be much less than the d.c. ohmic loss in the coil and this condition also indicates that the
modification in the flux passing through the coil by the eddy currents will be negligible. It should
be appreciated that the small changes to the field distribution that will occur will result in some
reduction of the field cutting the coil conductor; hence the losses predicted using the above
technique will be slightly pessimistic.  A number of the more advanced codes now include
magneto-dynamic calculations and hence predict the eddy effects for a given frequency of field.
These codes will solve the differential equations, so that the eddy current influence on the field
distribution is predicted along with the loss, thus giving a more accurate result and saving the
tedious work of numerically summing the losses over the coil.

2.2 Design Changes to Limit Eddy Losses in Coils

It can be seen from Box 1 that the loss per unit length of conductor is proportional to the
conductor's cross sectional area and, additionally, to the square of the conductor width presented
to the field (the dimension a in the diagram).  Hence, the widths of solid conductor in a coil and
the steel laminations in the yoke have a very major influence on the eddy losses in an a.c. magnet.
The numerical example given in Box 1 shows that the eddy current loss in a  100 mm2 cross section
copper conductor in a 1T peak, 50 Hz a.c. field is of the order of 3 kW/m.  This is a very appreciable
loss, indicating that it would be impractical to design a 50Hz magnet with solid copper coils of
such large cross section.

The eddy losses vary as the square of the frequency, so standard solid conductor, with an
internal cooling hole, can be used up to about 10Hz.  Even at this frequency, the conductor cross
section must be kept small.  If large cross sections are required, separate small conductors must
be wound together within the coil and connected in parallel to provide the necessary cross section
area.  These conductors must be individually insulated and then transposed through the coil.  This
standard electrical engineering technique, illustrated in Box 2, ensures that the multiple conduct-
ing paths through the coil couple approximately the same total flux.  Without this provision, there
would be  different magnitudes of alternating current in each separate conductor and as the ohmic
loss varies as the square of the current, this results in higher total losses.  The alternative model
is to regard the main excitation current as identical in each conductor path, with a superimposed

c		 d
ba b   a

d   c
d   c
b   a

c   d
a   b

Standard transposition to avoid excessive eddy loss;
The conductors a, b, c, and d making up one turn
are transposed into different positions on subse-
quent turns in a coil to equalise flux linkage.

Box 2: Transposition of conductors.

circulating current that pro-
duces further losses;  either
approach gives the same
total loss.  In a compact coil
design, transposition be-
tween turns, as shown in
Box 2, is difficult and it is
more usual to use different
layers or 'pancakes' in the
complete coil assembly.
The separate conductors are
then transposed between
pancakes to equalise the flux
linkage on each path.



Box 3:  Indirect cooling of a transposed,
stranded conductor in a cable used at

50 Hz.

For operating frequencies signifi-
cantly above 10Hz, it is generally neces-
sary to use stranded cable. This is fabri-
cated from thin strands of conductor with
diameters of the order of 1mm; each strand
is separately insulated. These are twisted
along the length of the cable during manu-
facture, so that transposition occurs. A
number of manufacturers now supply such
cable with a rectangular cross section.

In Box 3, the cross section of a single
turn in a coil designed to conduct approxi-
mately 1000 A rms at 50 Hz and used in the
old 4 GeV synchrotron NINA at Dares-
bury Laboratory, is shown. Four sepa-
rately insulated stranded cables are exter-
nally transposed to limit circulating currents.  The stranded conductor presents cooling problems,
as a central cooling tube cannot be used. In the example shown, a thin-walled 'indirect' water
cooling circuit has been introduced to dissipate the conductor losses.  It will be seen that at 50 Hz
and above, the construction of coils for a.c. magnets becomes complex and correspondingly
expensive.

2.3 The Choice of Steel for Low Frequency Magnets.

In this section the properties of the various steels that are available for low -frequency
magnet applications are discussed.  Much of the alternating effects, this topic has been held over
from the first paper and is also discussed here.

To limit eddy losses, steel cores are laminated, with a thin layer (~2 µm) of insulating
material coated on one or both sides of each lamination. At 10 Hz, lamination thickness of 0.5 mm
to  1 mm can be used.  At 50 Hz, lamination thickness of 0.35 mm to 0.65 mm are more usual.

Steel also has hysteresis loss, caused by the finite area of the B/H loop in each a.c. cycle.
The magnitude of the hysteresis loss is strongly dependent on the formulation of the steel 'mix',
on the necessary rolling of the material to form the laminations and the subsequent annealing
process that is vital to provide good magnetic properties and low losses.  The magnet designer is
therefore dependent on the steel manufacturer to provide data on the expected losses, as a function
of frequency and excitation.  Manufacturers provide catalogues  of standard data giving figures
for the magnetic properties and the total loss  (in W/kg) in their steels as a function of field
(European standard is at 1.5 T peak), and at a stated frequency (50 Hz in Europe).  Separate figures
for eddy and hysteresis loss are difficult to obtain, as are projected performance figures for unusual
operating conditions, such as fully biased excitation and non-standard frequencies.

The accelerator builder must appreciate that, apart from the largest international projects,
the weight of steel that is required for a complete magnet system is financially insignificant to most

Transposed,
stranded conductor.

Cooling
tube.



national steel companies. Hence, good will and the prestige value of an accelerator order are the
only means of persuading a manufacturer's laboratory to carry out special magnetic and loss tests.
However, much information can be obtained by extrapolating from the standard curves and tables.
Box 4 gives the relationships that can be used to calculate the eddy and hysteresis losses in a non-
standard application, from conventional data.  For example, the hysteresis loss varies linearly with
frquency whilst the eddy loss follows a square law; many manufactures will quote losses at both
50 Hz and 60 Hz, and hence the two components can immediately be separated.

Many different types of steel are manufactured for magnetic applications. Sheet material
can be divided into 'grain oriented' and 'non-oriented' grades with varying quantities of silicon
present. 'Soft' material with very low  carbon content and no silicon is also available; this can be
in sheet form but is more usually purchased as solid forgings. The properties and uses of these
various grades are summarised below.

Grain oriented sheet steel has a high silicon content and is strongly anisotropic. It has  very
high quality magnetic properties and very low loss figures in the 'rolling direction' – the axis along
which the sheets were rolled in the steel mill to obtain the required thickness. Grain oriented
material must be used with the magnetic flux in the rolling direction, for normal to that direction
it is very much worse than non-oriented steel. When used in transformers, rectangular strips of
grain oriented steel are assembled, with the correct orientation, to form the limbs of a yoke, the
corners being 'interleaved' to eliminate gaps in the magnetic circuit; such treatment is difficult in
the case of accelerator applications. Furthermore, stamping and machining during magnet
manufacture causes loss of magnetic quality and increase of losses. Stamped grain-oriented
laminations must be annealed at high temperature before final assembly to obtain the character-
istics advertised by the manufacturer. This additional treatment, together with the problem of
designing a lamination in which the flux is always running parallel to the rolling direction, makes
grain-oriented material an infrequent choice for standard accelerator magnets. However, it can be
used to advantage in specialised applications.

Non-oriented sheet steel has some anisotropy (~5%), and is manufactured in many
different grades, with the magnetic and loss parameters controlled by the percentage of silicon
included in the original mix. Again, rolling and the subsequent annealing of sheet material, usually

Variation with: Eddy loss Hysteresis loss

A.c. frequency: Square law; Linear;

A.c. amplitude: Square law; Non-linear; depends on level;

D.c. bias: No effect; Some increase;

Total volume of steel: Linear; Linear;

Lamination thickness: Square law; No effect;

Box 4: Comparison between  eddy and hysteresis losses in steel.



in this case by the steel manufacturer before delivery to the customer, are important. High silicon
gives  low losses but poorer magnetic performance at high field. The presence of the silicon also
mechanically stabilises the steel so that laminations can be stamped and assembled without loss
of performance or the need for subsequent annealing. Of particular importance to the magnet
designer is the enhancement of permeability at low fields and the reduced value of coercivity that
results from the inclusion of silicon. These requirements would be of over-riding importance for
a synchrotron application with low injection field, and the designer may then be prepared to
sacrifice high-field performance by using a high-silicon grade. Conversely, a storage ring
application with injection at or close to the operational energy would favour a steel with low
silicon content and better high-field permeability. For reasons mentioned below, a laminated steel
would still generally be regarded as the best solution.

Low carbon steels are used for d.c. or very low frequency magnets, where high field
performance is paramount. Solid steel, with very low levels of impurities can be obtained, or
laminated material, containing little or no silicon is available. Very good magnetic properties at
medium and high fields are obtained in both types of material, at the expense of a large hysteresis
loop, which produces strong remanence effects. Only accelerator magnets that have a very high
peak field specification are made from such magnetically 'soft' material, though it is standard for
experimental and beam-line magnets. It should be noted that in a solid magnet used in an
application where the field level is critical, the magnetic effects of eddy currents may be apparent
for up to a few minutes after switch-on.

To illustrate these effects, Box 5 gives data for three differing types of steel: a non-oriented
low-silicon  material (in laminated form), a non-oriented high-silicon sheet steel, and a high
quality grain-oriented sheet steel (along the grain).

Non-oriented Non-oriented Grain-oriented
low-silicon high-silicon (along grain)

Silicon content Low (~ 1%) High (~3%) High (~3%)

Lam. thickness 0.65 mm 0.35 mm 0.27 mm

A.c. loss (50 Hz):
at 1.5  T peak 6.9 W/kg 2.25 W/kg 0.79 W/kg

µ (B = 0.05 T) 995 4,420 not quoted

µ (B = 1.5 T) 1680 990 > 10,000

µ (B = 1.8 T) 184 122 3,100

Coercivity HC 100 A/m 35 A/m not quoted

Box 5: Comparison between a low-silicon non-oriented steel, a high-silicon
non-oriented steel, and a grain-oriented steel



This steel data is taken from the standard brochure of a national European steel manufac-
turer. Note:

• there is nearly an order of magnitude decrease in a.c. loss at 50 Hz between the low-silicon
and the grain oriented material;

• the high-silicon material has a much larger value of permeability at the low flux density
value of 0.05 T compared to the low-silicon grade; this enhanced low-field performance is
also demonstrated by a factor of three reduction in coercivity, the parameter that will
determine the residual field in the magnet at injection; the manufacturer does not give low-
field parameters for the grain-oriented grade, as in power distribution applications this
material will always be operated at high flux densities;

• the poorer permeability of the high-silicon grade at high inductions and the spectacular
values of permeability of the oriented compared to the non oriented grades.

2.4 Magnet Inductance.

Before moving to the topic of a.c. magnet power supplies, it is worthwhile examining the
significance and calculation of magnet inductance, which is the measure of stored magnetic
energy. Some relevant relationships are given in Box 6.

Inductance of a coil defined as:

L = NΦ /I

For an iron cored dipole:

Φ = B A =  µ0 nI A/(g +l/µ);

g is gap;
l  is length of steel path;
A is total area of flux;
µ is permeability of steel;

Inductance of the magnet: LM = µ0 N
2 A/(g +l/µ);

Note that A ≈ ΛM ( b + 2g);

ΛM is magnetic length;
b is pole breadth;
g is pole gap.

Box 6: Inductance of a dipole magnet.

Φ

N turns,
current I



From the formal definition of inductance as the total magnetic flux per unit exciting current
cutting a coil with N turns, it is straightforward to establish the inductance of a simple dipole
magnet. In this relationship, it is important to realise that A, the flux cross section, must include
the fringe flux on either side of the pole; a 'rule of thumb' for giving a rough estimate of this is
given in Box 6 (or see Box 16 of the first article on Conventional Magnet Design). Note that in
the direction of the beam, the fringe field also adds to the particle deflection, so, providing the
magnetic length and not the physical length is used, the fringe field at the magnet ends is not
included when calculating A.

Magnet inductance determines the operating voltage and hence power supply rating of an
a.c. magnet system; it is therefore important to minimise it in an a.c. magnet design. Most modern
magnetostatic codes will provided the necessary information to allow inductance to be calculated.
This can either be as the total stored energy in a magnetic assembly or as a plot of vector potential.
In a two-dimensional problem this vector field quantity is, at all points, normal to the plane in
which the magnet has been defined. In this plane it has values equal to the change in total flux per
unit magnet length from an arbitary origin. The difference between the vector potential at two
points, multiplied by the magnetic length, therefore gives the total flux between those points.

A number of somewhat unexpected relationships are uncovered when dealing with magnet
inductance. For example, for two identical coils on the same magnet yoke, with full flux coupling,
the series connection results in an increase in a factor of four in the inductance, whilst a parallel
connection leaves the inductance unchanged, as illustrated in Box 7. However, if there is no
mutual coupling, inductors connected in series or parallel follow the same relationship as resistors
connected in the same configuration.

For two coils, inductance L, on the same
core, with coupling coefficients of 1:

Inductance of coils in series = 4 L
Inductance of coils in parallel = L

Box 7: Mutual inductances in series and
parallel.

LL

Power supply voltages will
be proportional to the operating
frequency and also the product  of
the inductance and the exciting
current ie to the bending power of
the magnet. Variation in the physi-
cal length of the magnet, with a
corresponding adjustment to field
strength, will therefore not change
the voltage. The number of turns
per coil is then the only significant
variable at the disposal of the a.c.
magnet designer to change the
power supply voltage. Once this is
chosen and the required pole width
determined, the total alternating
voltage in the circuit is fixed, for a
fixed beam energy and frequency.
Depending on the operating fre-
quency, the alternating voltage in
an a.c. magnet system will be one
to two orders of magnitude greater
than the resistive voltage.



2.5 Low Frequency a.c. Power Supply Systems

The major difficulty facing the designer of an alternating power supply for accelerator
applications is the large amount of energy that must be transferred to the magnets during the
acceleration part of the cycle, and subsequently removed, to lower the field for the next injection.
In an accelerator supply, the instantaneous power rating of this transfer of energy, to and from the
magnet, will depend on whether the system is slow cycling (~1 Hz or less), or fast cycling
(typically 10 to 50 Hz); it will be of the order of 1 MVA or more in any appreciably sized system,
and in a large fast cycling circuit can exceed 100 MVA. It is both uneconomical and environmen-
tally unfriendly  to 'dump' this energy each cycle, so it must be stored in an appropriate energy
storage device. A primary power source will be needed to makes up the a.c. and d.c. losses and
this will have a rating that is one to two orders of magnitude less than the reactive power rating
of the magnet circuit.

A number of different methods have been used to tackle the energy storage problem. Before
the advent of strong focusing, the physically large magnets had very high stored energies.
Alternators, of a size that would be used in a small power station, were coupled to large energy
storage fly-wheels and the direction of transfer of energy was determined by  phase controlled
rectifiers at the output of the alternator. Such systems were suitable for the slow cycling proton
synchrotrons built in the 1950s and 60s. With the design of the CERN SPS, the method of 'direct
connection' to the high voltage distribution system was perfected. This used the very large energy
storage capacity of a national grid system as the temporary repository of the magnet energy during
the low field part of the cycle and is the standard method now used for slow cycling systems.

With cycling rates of the order of 10 Hz or higher, fast-cycling synchrotrons can use neither
mechanical energy storage nor direct connection. Over the last three decades, a resonant circuit
containing both inductive and capacitative energy storage has been developed and this is the
standard power supply system for accelerators with rapid repetition rates. The circuit, known as

the White Circuit after Prof. Milton
White of the Princeton-Penn Accelera-
tor, generates a magnet current in the
form of a fully-biased sine wave, as
shown in Box 8.

The power circuit is shown in diagram-
matical form in Box 9. In the general
case, the network is divided into a
number of individual cells (the net-
work in the diagram contains four cells).
The magnets L

M
 are in series to ensure

current equality, and between each 'cell'
of magnets there is connected a series
resonating capacitor which has a d.c.
bypass  inductor  connected  in  paral-
lel.  For  economic reasons, the mul-
tiple windings  of  this  inductor  are
wound  on   a  common  iron  core, the

BDC

( BDC + BAC )

B

t

B(t) = B
DC 

+ B
AC

 sin ω t

Box 8: Usual magnetic field  biased sine

wave in a fast cycling synchrotron.
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Box 9: The 'White Circuit' – the standard circuit configuration used to
power fast cycling synchrotrons. The magnets LM  are resonated by
series capacitors C. The auxiliary inductor LCH provides a path for the
d.c. bias. The diagram shows a four-cell network.
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resulting device being referred to as the 'energy storage choke'. Note that each capacitance C must
be adequate to resonate both one cell of magnets in series and one choke winding in parallel; ie

C = 1/(ω2L
M
) +1/(ω2L

CH
)

where ω is the oscillation frequency of the power supply system.

The required direct current bias is introduced by connecting a rectifier set at the mid point
of a special split winding of the energy storage choke; this is usually the position of the network
earth. A.c. power is generated by an alternating power source, usually an invertor, connected to
a further set of windings also wound on the yoke of the energy storage choke. These additional
coils are usually referred to as the 'primary' windings, and are magnetically closely coupled to the
main choke coils, which are therefore referred to as the 'secondary' windings. The device is
therefore both an inductor and a transformer.

The important features of this circuit, that make it well suited for powering fast-cycling
synchrotrons, are:

* the magnet waveform is close to ideal;

* the a.c. and d.c. power sources are electrically isolated from each other;

* the magnet voltages are not cumulative, for the alternating voltage across the capacitor
and choke winding is π out of phase with the magnet voltage; whilst the total magnet voltage
may be in excess of 100 kV, the voltage to earth can be kept an order of magnitude lower
by dividing into larger numbers of cells;

* the power drawn from the public supply system represents an almost steady load, with a
power factor close to one;

* in addition to feeding power to the network, the primary windings on the energy storage
choke also balance the network voltages and stabilise the oscillations at the required
fundamental frequency.

3. HIGH FREQUENCY MAGNETS

3.1 Magnets used in Injection and Extraction Systems

In general, the injection and extraction systems of accelerators require two types of magnet
systems - called 'kicker ' and 'septum' magnets.

The kickers are used for the temporary, very rapid displacement of the closed orbit that is
needed, either to accept a newly injected beam into a stable, unobstructed orbit, or to move the
beam close to the final extraction element at the end of the acceleration process, prior to extraction.
In either case, the kicker magnets in an accelerator (for usually more than one is needed) are
required to have waveforms that provide a constant deflection for some period of time with a very
rapid switch-on and/or switch-off, depending on the beam orbit dynamics that are required. Pulse



time scales are typically of the order of 10 -6 s, with rise and/or fall times of less than 10 -7 s being
achievable. In such circumstances, the short, high-current pulses require very high voltage
generators and the design of the magnet and associated power supply must be fully integrated.

The change of closed orbit produced by the kickers usually moves the beam path into the
field of a septum magnet, and this device then provides the necessary deflection to the incoming
or outgoing beam to match the angle of the beam transfer line to the accelerator orbit. The essential
feature of a septum magnet is the need to have two distinct regions of magnetic field: a high,
approximately spatially constant region that produces the required uniform beam deflection, and
a very low (ideally zero) field region through which the circulating beam can pass without
suffering unacceptable deflection or orbit distortion. The space between these two regions is
usually occupied by a thin conductor (the septum) and hence beam entering this area strikes the
septum and is lost. It is therefore the aim of the designer to minimise this unuseable region. Septum
magnets are not, per se, high-frequency, pulsed devices, and can be designed using conventional
d.c.techniques. However, it will be seen that the technical and economic advantages of using pulse
techniques justify the inclusion of these magnets as a special case in this high-frequency section.

In view of the very different natures of kicker and septum magnets, and their associated
power supplies, they will be treated separately.

3.2 Kicker Magnet Systems

The magnetic requirements of a kicker magnet are relatively straightforward – the device
is required to generate a region of flat field which can be turned on and off rapidly. Field volume,
and hence stored energy, has significant economic and technical consequences in any a.c. magnet
system, and with switching time of much less that 1 µs, it is vital to minimise the gap height and
pole breadth in a kicker magnet. These requirements are usually best met by the standard window-
frame dipole design, as shown in Box 10, with the magnet often placed inside the accelerator
vacuum system, to minimise the aperture. This also eliminates the problem of the penetration of
the rapidly changing magnetic field through the walls of the vacuum chamber; if the magnet is not

beam

Conductors

Ferrite Core

Box  10: Simple windowframe
'Kicker Magnet' design.

included in the accelerator vacuum, a high-
resistivity, non-magnetic (usually ceramic)
vessel is required. It should be appreciated
that the diagram in Box 10 is schematic; the
detailed design of a kicker magnet will in-
volve stringent electrical and mechanical en-
gineering considerations that produce com-
plex detailed designs.

The power supply is an inherent part of
any successful kicker system design. A num-
ber of approaches to the complete magnet/
power supply system are possible, but proba-
bly the most frequently used technique, and
the one that has been adopted and further
developed at CERN to meet the very high
injection and extraction specifications of the



Surge  impedance: Z
0
 = √(L/C);

Pulse transit time: τ = √(LC);

Box 11: Simplified diagram of delay line kicker magnet
and power supply with matched surge impedance  Z0.

accelerator complex, uses the concept of delay line magnets and power supplies. A delay line is
a circuit having distributed series inductance and parallel capacitance to earth; any pulse induced
in such a delay line will travel along the line with a surge velocity and the ratio of the pulse voltage
to current is given by the surge impedance of the line; providing the d.c. resistance of the line is
low, both the surge parameters are determined by the distributed inductance and capacitance.

The advantage of such an approach to a kicker magnet system is that the high-frequency,
square-current pulse can be generated at the power supply and transmitted to the magnet with little
degradation of pulse shape or lengthening of rise time. A schematic diagram of a typical circuit
is shown in Box 11, which also gives the equations for the surge impedance and the pulse transit
time in terms of the line inductance L and capacitance C. In the diagram the power supply is to
the left, and comprises a high voltage d.c. source which charges the delay line L

1
, C

1
. This line can

be a piece of high-voltage coaxial cable, or a set of lumped inductors and capacitors connected
in an array of cells to produce a quasi-delay line.

To produce the required current pulse, the line is discharged by means of a thyratron T,
which is a high frequency switching valve, capable of holding off tens of kilo-Volts when in the
non-conducting mode, and conducting kilo-Amps when 'turned on' by a pulse on an auxiliary
electrode; like the rest of the circuit, the thyratron will have a coaxial configuration. The high-
current pulse is transmitted to the magnet,  L

2
, C

2
,  through coaxial cables. The current pulse is

close  to square, so  the  field rise time in the magnet  is  determined by  the  pulse transit time
through the magnet delay line. Note that  the magnet  may  have different total  inductance and

L   , C L   , C

Z 0

1 1 2 2T

dc

     Power  Supply     Magnet Termin-
ation



capacitance to the power supply line but the surge impedances of the complete system must be
the same to avoid unwanted reflections of the pulse and give optimum transfer of energy. The
inductance L

2
 will be the inherent self inductance of the magnet, but the capacitance to earth, C

2
,

is built into the magnet as an additional design requirement. The magnet is terminated by a
matching resistor, shown as Z

0
 in the diagram. This element is, ideally, a pure resistance, with a

value equal to the surge impedance of the system, also to prevent reflection of the pulse.

The delay line magnet is often mechanically and electrically very complex, for the designer
must incorporate the distributed capacitors by including conducting plates, connected to the high-
voltage magnet winding, interleaved with a corresponding set of plates at earth potential, with a
thin dielectric separating layer. The magnet core will be assembled from a high-frequency ferrite
material (see later section) which usually will not tolerate high-voltage stress. Hence, ceramic
insulators are needed to locate and restrain the magnet conductors. The whole assembly is
mounted in the accelerator vacuum so that stringent vacuum specifications must be met; long term
reliability is essential, as access to the magnet will be both difficult and costly in terms of
accelerator down-time.

It should be understood that kicker-magnet power supplies are also highly detailed and
complex; the description given here is of a simplified nature. Alternative configurations, with
different behavioural characteristics, have been developed for specialised applications and in
practice the circuits can be further modified by small trimming elements that sculptor a required
pulse waveform. The theory and practice of kicker magnet power systems are closely related to
the modulator technology that is used in radar and other pulsed r.f. systems and there is an
extensive body of literature and conference proceedings covering the topic.

The delay line method of generating high-current pulses has a number of advantages and
disadvantages, as summarised in Box 12. Perhaps the most important advantage is the possibility
of locating the power supply remotely from the magnet, using up to ten meters of interconnect-

Advantages: Disadvantages:

Very rapid rise times (<0.1 µs); Volts on power supply are twice the
pulse voltage;

Good quality flat top on square Pulse voltage (10 s of kV) present on
current pulse; magnet throughout  pulse;

Matched connection allows supply to Complex and expensive magnet;
be remote from magnet;

Reverse volts on valve are not large; Difficulty with  terminating resistor
manufacture;

Box 12: Advantages and disadvantages of using matched 'delay-line' type
kicker magnet and power supply circuit.



ing coaxial cable with little or no loss of pulse amplitude or distortion to the flat top. Thus, the
power supplies can be in service buildings that are accessible at times when there is beam in the
accelerator. A serious disadvantage of  this circuit is the presence of the pulse voltage (often tens
of kilo Volts) between the magnet and earth throughout the pulse, for even though the current in
the magnet is unchanging during the flat portion of the pulse, the delay-line voltage is still present
across the terminating resistor. Furthermore, the delay line must be initially charged to twice the
required pulse voltage.

Because of these problems, alternative circuits have been developed that use lumped
inductive magnets, with no additional capacitance added to produce delay lines. As examples of
'lumped' systems that can be used, two simple circuits are shown schematically in Box 13. In the
first, the magnet pulse is generated by discharging a capacitor through the magnet, a resistor R
being used to generate a distorted half sine-wave that will provide some degree of flatness over
a limited time. In the second circuit, the capacitor has been replaced by a delay line, which is
discharged through  a  matching resistor into the lumped magnet to give improved flattness. The

Box 13: Alternative kicker-magnet circuits using 'lumped
inductance' type magnets.

Ldc

R = Z

Z 0

0

Ldc

R



Box 14: Alternative septum magnet designs.

advantages of such circuits are that the d.c. power supply volts are now equal to the pulse voltage,
and this only appears on the magnet during the pulse rise or fall; the magnet becomes much simpler
and costs are substantially reduced. The very major disadvantage is that the inductance in the
magnet interconnections must be minimised, so the power supply must be located immediately
next to the magnet, with interconnections as short as 100 to 200 mm. There is also the possibility
of a large negative voltage appearing across the switching valve at the end of the magnet pulse,
and this can seriously limit the life of this expensive device.

Notwithstanding these problems, non-delay line systems result in simpler magnets. These
can be as basic as a set of conductors, comprising one or two turns, mounted in the accelerator
vacuum with no ferromagnetic materials present. The power supplies also tend to be of a simpler
nature, and successful designs based on
these methods  have been used in many
accelerators, with substantial reductions
in capital costs.

3.3 Septum Magnet Systems

The role of the septum magnet
was summarised in 3.1 above; the mag-
net is usually located inside the machine
vacuum and deflects the incoming or
out-going beam. It was explained that it
was possible to use d.c. techniques for
this type of magnet and such a device is
shown in the upper half of Box 14 as the
'conventional design'. The simple C-
core yoke has the coil placed in the plane
of the beam, as in a window-frame de-
sign. The other conductor, placed inside
the throat of the magnet, is not subject to
any dimensional constraints. The outer
component of the coil forms the septum
and must therefore be as thin as possible;
this dimension will usually be of the
order of a few millimetres. Because of
the problems of introducing inter-turn
insulation into this small space, such
septum magnets usually have a single-
turn design. The septum is shown ex-
tended over the full height of the magnet
gap. As explained in the paper on d.c.
magnets, provided the permeability of
the magnetic material is high, this con-
figuration provides a flat field distribu-
tion up to the surface of the septum with
zero field to the right of the conductor.

- +

Single or multi turn coil

Eddy current
screen

Eddy current design

Yoke.

Single turn coil

Beam

Conventional design



This is the required distribution, for the circulating beam is to the right of the septum, with the
injected or extracted component receiving a deflection inside the magnet, as indicated in the
diagram.

The major problem with d.c. excitation in this design is the very high current density
required in the outer conductor. With an internal field of 1 T and a 1mm thick septum, the required
direct current density in this conductor is of the order of 800 A/mm2. This results in a major thermal
loading problem which, in the case illustrated, is probably un-resolvable; in a practical design, the
septum would have to be thickened to between 5 mm and 10 mm, and water cooling introduced
into this region, where space is at a premium.

A possible solution is to excite the magnet with a half sine-wave current pulse, using a pulse
length  that provides sufficient  flatness at the peak of the waveform during the short time that beam
is present in the magnet. This will reduce the heat loading by a factor equal to the duty-cycle of
the magnet. Additionally, the pulse excitation can be used to further reduce the septum thickness
and eliminate  the thermal loading problem by means of the design modification  illustrated in the
lower diagram of Box 14. The magnet shown is powered by a coil wound round the backleg. The
space in this area is not critical and large conductor cross sections can be used, with multiple turns
if required. In a d.c. magnet this would produce a very poor field distribution (the back-leg is the
worst place for locating a coil), but with a pulsed design a substantial modification can be
produced by the presence of the eddy-current screen shown in the diagram. This is a skin of high-
conductvity material (usually copper) surrounding the C-core at the front, top, bottom and ends.
The penetration of a high-frequency magnetic field into a conductor is defined by the skin depth
of the conducting material which is defined in Box 15. Providing the thickness of the conductor
surrounding the magnet is much greater than the skin depth corresponding to the frequency of the
pulse, the field will be almost completely constrained within the magnet gap and a flat field will
be obtained up to the surface of the septum. In the diagram, a very thick screen is used in non-

Example:  (SRS injection septum magnet )

Screen thickness (at beam) 1 mm;
     "                "       (elsewhere) 10 mm;
Excitation pulse 25 µs,

half sinewave;
Skin depth (copper, 20 kHz) 0.45 mm,

Injected beam pulse length < 1 µs.

Box 15: Criteria relating to eddy current
septum magnets.

Skin depth in material:
resistivity ρ,
permeability µ,
frequency ω,  is given by:

δ = √ (2 ρ/ωµµ0 )

critical regions, and is reduced to a
minimum acceptable thickness in
the  septum region. Currents are
generated in the screen and these
have the required configuration to
prevent the field penetrating the
conductor. However, as they are
not providing the main excitation
to drive flux across the gap, they
are an order of magnitude less than
the current needed in the septum in
a conventional design. Ohmic heat-
ing still occurs in this region, but
the heat is conducted down to the
magnet base plate, which is elec-
trically and mechanically bonded
to the screen. The heat is then  con-
ducted from the base plate to atmo-
sphere by whatever conventional
means are most appropriate.



Conventional: Eddy current:

Excitation d.c. or low frequency pulse:
 pulse; waveform frequency > 10 kHz;

low repetition rate;

Coil single turn including single or multi-turn on backleg
front septum; allows large cross section;

Septum cooling complex water cooling heat generated in shield
in thermal contact with conducted to base plate;

septum;

Yoke material conventional steel; high-frequency material
(ferrite or  radio metal).

Box 16 : Features of alternative septum magnet designs.

The features of the two alternative designs are summarised in Box 16, whilst Box 15
provides information on skin depth criteria and gives an example of use in an accelerator
application where a septum thickness of 1mm at the beam was obtained. This data also shows that
adequate flatness was obtained in the central 1 µs region of a 25 µs pulse. This is therefore a rare
case of eddy currents being beneficial, and being used by the designer to produce desirable results
that would otherwise be difficult or impossible to achieve.

3.4 High-Frequency Magnetic Materials.

A number of different magnetic materials are available for high-frequency pulsed magnets.
The standard high-frequency material that is used in the radio industry is ferrite, and grades
specified for operation at frequencies that are much higher than those considered in this paper are
available. Detailed information relating to permeability, saturation flux density and a.c. losses can
be obtained from the appropriate manufacturers. In general, however, the higher the specified
frequency of operation, the lower the saturation flux density and permeability. In material
specified for Mega-Hertz operation, these parameters are so low that magnet performance would
be considerably compromised.

For lower frequency  pulsed applications, various specialised steels are available. These are
often nickel-iron alloys, produced  in lamination form with thickness of the order of 0.1 mm. They
have permeabilities and saturation flux densities normally associated with good quality trans-
former steel, and are specified for operating frequencies up to a few kilo-Hertz.

Magnet designers should, however, be aware that the operational data for these high-
frequency materials are presented for transformer applications, where, in the absence of a gap, the



primary inductance is directly proportional to the core permeability; any reduction  in permeabil-
ity will result in increased magnetising current. Furthermore, the eddy and hysteresis losses
appear as a resistance in parallel with the high primary inductance, and therefore even a small
increase in losses will result in a reduction in the transformer efficiency.

These criteria do not apply in an electromagnet, where the coil inductance will be very much
less than that in a transformer. There is consequentially a very high magnetising current and the
parallel loss currents will have much less significance. Changes in the core properties are therefore
a lot less important, and the magnet can operate effectively with permeabilities and losses that
would be unacceptable in high frequency transformer applications.

This situation is explained a little more fully in Box 17, which also indicates that the
presence of the gap also modifies the magnetic effect of eddy currents. The permeability term that
appears in the skin depth equation is then modified; the ratio of the eddy currents in the laminations
to the magnetising current in the excitation coil is one to two orders of magnitude lower than in
an ungapped core and the magnetic flux is able to penetrate the laminations more effectively. The
situation is further complicated by the concentration of flux into the outer regions of the
laminations causing non-linearities and different regions of the laminations will have different
permeabilities. The equation for skin depth  given in Box 17 must therefore be regarded as an
approximation, to demonstrate the significant increase that will occur in the case of an inductor.

Transformer:

Inductance = µµ0 n
2 A/l; l is length of magnetic circuit,

A is cross section area of flux;

Magnet:

Inductance =  µ0 n
2 A/(g+ l/µ); g is gap height.

ie L (magnet) << L(transformer).

Losses appear as resistance in parallel with inductance; they are therefore
much less significant in a magnet.

Skin-depth effects modified by gap:

The gap also decreases the magnetic effect of eddy currents in the lamina-
tions, which control the penetration of flux into the steel:

δ ≈ √ { 2 ρ g/ωµ0( l + g ) }

Box 17: Criteria relating to choice of material in a high frequency magnet.



Application:

Type of septum:     Eddy current;
Excitation:     25 µs half sine-wave;
Effective frequency:     20 kHz
Material used:     Nickel Iron Alloy
Lamination thickness:    0.1 mm
Skin depth (nickel-iron

 µ ~5,000)     ~0.01mm

Lamination  manufacturer's  data:

Max frequency quoted
in µ and loss curves:     400 Hz

Max recommended
operational frequency:   1 kHz

Box 18: Example of use of magnetic
material at higher than recommended

frequencies.

The consequence of these ef-
fects is that a magnetic material that
is used in a gapped magnet can be
operated at a much higher frequency
than that given in the material speci-
fication. This is illustrated in Box
18, which compares the operating
characteristics of the SRS eddy-
current septum with the operating
data published by the manufacturer
of the nickel-iron laminations. It
can be seen that  the magnet is
operating at a frequency roughly an
order of magnitude higher than that
recommended in the published data.
The 0.1 mm laminated material per-
formed adequately, with no excess
losses or indications of saturation,
in spite of the skin depth in this
material at the operating frequency
being of the order of 0.01 mm in an
ungapped core.

4. CONCLUSION

This paper resulting from the second seminar on conventional magnets has covered a much
wider range of topics than the first paper and has, consequently, dealt with them in a less detailed
way. However, the intention has been to highlight the fundamental features of the designs so that
those new to the topic can identify the areas where more detailed examination will be necessary
and roughly the direction that the further study should take.

Notwithstanding the distinctive features of a.c. and pulsed systems, it should be clear that
the design of such magnets is fundamentally based on the magnetostatic topics introduced in the
first seminar, but with additional constraints and considerations that are necessary for a successful
magnetodynamic project. These are to be found in a number of areas that belong in academic
electrical engineering degree courses, including power, high-voltage and radio-frequency engi-
neering. Whilst the design of d.c. magnets can be undertaken by accelerator builders without such
experience, the more stringent and demanding requirements of the a.c. systems described in this
paper need such experience and expertise to achieve an effective and reliable design.
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Magnet Measurement Techniques
D.C. Magnets

Traversing methods:

The probe is traversed in the magnet. Its position is con-
troled and monitored to high precision; a map of field in
two (or three) dimensions is generated. This can take
(many) hours to measure a magnet - best used for dipoles.
Probe types:

NMR probes:

Very high accuracy and sensitivity
(parts in 106 or better);

Only possible in very homogeneous field;
Large probe (~10 mm cube);
Limited range of field;
Best used as absolute standard.

Hall probes:

Need temperature stabilisation/compensation;
Accurate to  better than 10-4 T;
Cover a large range of field;
Small compact probe;
No range limitation.

Flip coils:
Usually used as transfer standard between

NMR and Hall probes.



Daresbury Laboratory

Coil Methods

Rotating coil:

'State of the art' method for quads and sextupoles;

High precision coil with multiple harmonic
windings rotates slowly for ~ 1 turn in bore of
magnet;

Induced volts are integrated w.r.t angle (not time!);

Integrated signal is Fourier analysed to obtain
harmonics phase and amplitude values;

Coils with fundamental rejection give greater
signal to noise ratio for harmonics;

Long coils give total integrated fundamental and
harmonics through magnet;

Very rapid and efficient measurements (< 1 hour);

Full automated systems available commercially.

LEP and ESRF  quadrupoles and sextupoles all measured
using such systems.



Daresbury Laboratory

A.C. Measurements.

Coils:

The induced voltage in a coil makes this method
very practical. A variety of techniques are
available using either small traversing coils (for
spot measurements) or long coils for integrated
measurements.

Peaking strips:

Small thin pieces of ferromagnetic material with
square hysteresis loop. They are wound with coils
of very fine wire which produce a short pulse
when H in the ferromagnet passes through zero.
Calibrated  bias coils can be added to produce the
pulse at a predetermined level of B.

These devices are also very useful for control
purposes in a.c. machines. In a 50Hz field rise times
are < 1µs and can therefore be used for
synchronisation, timing and switching purposes.























































































PHOTON BEAMLINES AND MONOCHROMATORS

P. Suortti
ESRF, Grenoble, France

Abstract
The principles of constructing synchrotron radiation beam lines are
reviewed and a short summary of the properties of the sources is
given.  The basic x-ray optical components (mirrors, perfect crystals,
multilayers) are discussed while phase-space analysis is introduced and
is applied to calculation of radiation focusing.  Practical equipment and
various solutions to the problem of beam heating are described.
Finally, the common features of experimental stations are summarized.

1 . INTRODUCTION

The basic theory of synchrotron radiation (SR) having been described in a previous CAS
course [1] only a short summary is included here.

The source is an electron or positron moving on a curved path at relativistic speed.  It
emits SR in a narrow cone about the tangent of the trajectory.  The opening of the cone is of the
order 1/γ, where γ is the ratio of the electron energy to the rest energy.  However, the spectrum
of radiation is continuous, and the opening angle varies approximately as the square root of the
photon energy.  In practice, the electron or positrons form bunches in the storage ring, and the
effective source is that of a single particle convoluted by the size and divergences of the bunch.
Also a finite length of the particle orbit is seen from the observation point, and the source is the
integral over this length.  Actually, the source may be an extended periodic magnetic structure,
wiggler or undulator, where interference phenomena take place.

Characteristic features of SR are the following:

- radiation is pulsed;  the pulse duration is typically 0.1 ns (bunch length of 3 cm), and the
interval varies from a few ns to a few µs

- the mean energy of the continuous spectrum is called the critical or characteristic energy,
it is proprtional to the square of the electron energy and to the magnetic field strength

- radiation from a dipole magnet source is horizontally linearly polarized in the orbit plane
and elliptically polarized above and below the orbit plane

- a wiggler is a periodic magnetic structure, where the magnetic field is strong enough to
make the beam excursion large in comparison with the opening angle of radiation, so that
the magnet poles are independent sources;  however, right- and left-handed elliptical
polarizations cancel out at least partially

- an undulator is a periodic magnetic structure with a weak field, so that the radiation is
concentrated within the single electron radiation cone;  this leads to interference effects
and concentration of radiation into energy bands, and to complicated polarization states

- modern SR sources are designed for small electron beam size and divergence (their
product is called emittance), and they are equiped with wigglers and undulators;  typical
design parameters are collected in Table 1.

A thorough review of the properties of SR is given by Hofmann [2].



Table 1

ESRF parameters and beta-values and RMS dimensions for the generic source points

Nominal beam energy 6 GeV
Beam current > 100 mA
Number of bunches 1 to 992
Horizontal emittance 7 nmrad
Vertical emittance 0.6 nmrad
Beam lifetime > 10 hours
Number of straight sections 32 (29 available for experiments)
Length of straight sections 6 m
Radiation sources Undulators, wigglers, wavelength shifters,

bending magnets
Useful spectral range 1 keV to 1 MeV

Bending magnet source High beta (undulator) Low beta (wiggler)
βm (m)   2.2 26.6 0.8
βy (m) 26.8 11.3 3.5
σx (mm)     0.16     0.41     0.069
σy (mm)       0.129       0.084     0.047
σ' (mrad)       0.137       0.015     0.089
σ'y (mrad)       0.005       0.007     0.013

2 . X-RAY OPTICS

X-ray optics are based on certain reflecting and diffracting elements, which are used to
select an energy band from the SR beam and to focus it on the sample.  In this section we
discuss the properties of the optical elements and the principles of ray-tracing, i.e.
transformation of the beam at the optical elements.

Two phenomena are utilized in x-ray optics: diffraction by single crystal or synthetic
multilayer structure, and total external reflection from a mirror.  Focusing is achieved by curved
crystals, multilayers or mirrors.

2 . 1 Mirrors

The refractive index of matter is smaller than unity at x-ray energies, and this leads to total
external reflection at the mirror surface.  The refractive index is generally complex,
corresponding to phase-shift and absorption in the vacuum-mirror interface,

n = 1 − δ − iβ  . (1)

In the case of small absorption, there is a well-defined critical angle of total reflection,

θ = 2δ = 2.3λ ρZ / A, (2)

where λ is the x-ray wavelength in Å, ρ the mirror density in units of g/cm3, Z the atomic
number, and A the atomic mass.  This gives θ in units of mrad.  Absorption rounds off the
sharp edge of reflectivity at the critical angle, as shown in Fig. 1.

Because of the small opening angle of SR, totally reflecting mirrors provide efficient
solutions even when θ is only a few mrad in a typical case.  Ideal point-to-point focusing is
achieved with an elliptical mirror, when the source is at one of the focii.  In practice, mirrors



Fig. 1 Schematic shape of the total reflection curve for (a) negligible absorption, β = 0;
(b) weak absorption, β/δ = 0.033;  (c) strong absorption, β/δ =0.23 [3].

are ground and bent to shapes approximating an ellipsoid.  This with the effects of the source
size leads to optical aberrations.

Another useful feature of an x-ray mirror is that it acts as a low band-pass filter, as the
critical angle is inversely proportional to the x-ray energy.  In many experiments, the high-
energy harmonics cannot be allowed, and they are rejected by a mirror set to reflect the
fundamental energy.

2 . 2 Perfect crystals

A few compounds are available as perfect or nearly perfect crystals of sufficient size for
x-ray optical applications (diamond, Si, Ge, quartz).  These crystals reflect  monoenergetic
beams within narrow angular ranges, or conversely, narrow bands of energies from a parallel
polychromatic beam.  Within these narrow bands, the crystal is almost totally reflecting.  The
relative width of the band in the energy scale is constant for a given reflection,

δE / E = re 2d( )2 CF / πV  , (3)

where re  is the classical electron radius, d the spacing of the reflecting planes (order of 1 Å), C
the polarization factor (1 in many SR applications), F the structure factor of the reflection, and
V the unit cell volume.  Numerical values for commonly used reflections are given in Table 2.

The energy and wavelength scales are related to the angular scale through  Bragg's law,

2d sin θ = λ  , (4)

where θ is the angle between the incident beam and the reflecting planes.  By differentiating
Bragg's law one obtains

δE / E = cot θ  δθ  . (5)

The values in Table 2 indicate that the angular range of total reflection is narrow, but at photon
energies of the order of 10 keV it matches well the angular opening of the radiation cone.



Table 2

Energy and angular resolution of various Si and Ge monochromators.
Darwin widths are given by δθ, and 2σr  is the opening angle of the radiation
cone from a typical ESRF source (6 GeV, critical energy 20 keV).

Si(111) Si(220) Si(311) Ge(111) Ge(220) Ge(311)
2d ( A

o

) 6.2706 3.8399 3.2747 6.5327 4.0005 3.4116
(δE/E) x 106 131 56 27 323 145 70
F(hkl) 59.5 67.5 44.5 153 183 121

10 keV, 2σr = 150 µrad
cot θ 4.9 2.9 2.4 5.2 3.1 2.6
δθ (µrad) 26.4 19.1 10.9 62.5 47.3 27.2

20 keV, 2σr = 110 µrad
cot θ 10.1 6.1 5.2 10.5 6.4 5.4
δθ (µrad) 13.0 9.2 5.2 30.1 22.8 12.9

2 . 3 Multilayers

Multilayers are synthetic periodic structures, where alternating layers of light and heavy
elements are deposited on a substrate.  Typically, the layer thickness for each element is 5 to 10
atomic layers, so that the period in the direction of the surface normal is 20 to 50 Å.  Because of
the large period, the Bragg angles are small, as seen in Fig. 2.  The relative width of the Bragg
reflection in the energy scale is 1/N, where N is the number of periods (typically 1000), so that
multilayers can be used as wide band-pass monochromators and focusing elements.  Actually,
the x-ray optical properties of multilayers are somewhere between mirrors and crystals, which
make them useful in many applications.

Fig. 2 Reflectivity vs. scattering angle for a tungsten-carbon multilayer for 8 keV x-rays;
(a) linear scale;  (b) log-scale showing diffracted orders [4].

2 . 4 Ray-tracing

Ray-tracing is used in the design of an x-ray optical system.  A representative set of x-
rays is followed from the source to the sample or even to the detector.  A graphic variant of ray-
tracing is the use of phase-space diagrams, where a contour of the of the beam distribution is
transformed at the optical elements along the beamline (z-direction).  The distribution is actually
5-dimensional, involving position and angles in the (x,y) plane and the energy.  In addition,
separate calculations for different states of polarization may be needed.  However, the variables
are often independent enough to make separate 3- or 2-dimensional diagrams sufficient.



The principle of constructing phase-space diagrams is illustrated in Fig. 3.  The vertical
distribution of position and divergence of a dipole magnet or wiggler source is approximately
Gaussian, and the 1σ-contour is an ellipsoid in the (y,y') plane.  This contour is constant over a
sufficiently narrow energy range, so that the 3-dimensional distribution can be described by a
tube of elliptical cross section.  A point (y,y ') of the source will transform to (y+zy',y') at the
distance z, and the contour ellipse will be tilted to the right.  The area of the ellipse is constant,
which is another statement of Liouville's theorem.  The effect of a slit is shown in the figure as
well.  For a given wavelength, a reflection from a perfect crystal is an angular slit of width
given by Eqs. (3) and (5).  From a continuous energy distribution, the crystal reflects a band of
wavelengths, as shown in Fig. 4.  If an identical crystal is placed opposite to the first one, the
beam is reflected in the original direction.  This is the standard non-dispersive (+n,-n) setting of
double-crystal monochromators, shown in Fig. 5.  In general, the x-ray optical elements may
be regarded as windows in phase-space, and the challenge of the beamline design is to match
the various windows to yield the desired phase-space volume at the sample, and then optimize
the analyzer and detector of the experiment.

Fig. 3 Vertical phase-space representation of a bending magnet or wiggler source (top);  (a) 
at the center of the source, (b) upstream and (c) downstream source points projected 
at the center, and (d) the effective source.  Propagation of the emittance ellipse 



downstream and the effect of a slit is shown in the middle and the action of a 
double crystal monochromator as an angular slit in the bottom diagram [5].

Fig. 4 The acceptance (A) and emittance (E) windows in position-angle-wavelength space
of an asymmetrically cut flat perfect crystal in the reflection case.  The angle x' or 
y' = δθ  is related to δE  or δλ through Eq. (5) (left).  The beam distribution 
reflected by the crystal (shadowed volume);  also the effect of a slit is shown [6].



Fig. 5 Double crystal monochromator in the dispersive (n,n) and in the non-dispersive 
(n,-n) setting.  A typical reflectivity curve of a perfect crystal is shown in the 
insert, ∆ψ0 = δθ is the Darwin width [7].

2 . 5 Focusing

Focusing is used to collect radiation on the sample, and to match the monochromator and
mirror acceptances with the source and each other.  In the idealized case, the phase-space
volume of the x-ray beam is maintained at all stages of focusing, and only the shape of this
volume is tailored for the experiment.  Two types of focusing are used:  meridional, where the
crystal, mirror or multilayer is curved in the plane of reflection, i.e. in the (x,z) or (y,z) plane,
and sagittal, where the crystal is curved in the perpendicular plane; see Fig. 6.  If point-to-point
focusing is used, these are the components of focusing by an ellipsoid, approximated by a
toroid.  The bending radii in this case are in the meridional and sagittal planes, respectively

Rm = 2F1F2 / F1 + F2( ) sin θ[ ] (6a)

Rs = Rm sin2θ  , (6b)

where F1 and F2 are the focal distances.   In a typical case, the focal distances are fixed.
Doubly-focusing mirrors are ground to the sagittal radius of the order of 10 cm and bent to the
meridional radius of the order of 10 km.

Fig. 6  Focusing by an ellipsoidal mirror.  R1 = Rs is the sagittal radius

Sagittally  focusing crystals are used as the second crystals in the non-dispersive pairs,
and they are not bent in the meriodinal plane, because the reflecting planes must stay parallel
with those of the first, flat crystal.  Sagittal focusing is used to collect radiation from the
relatively wide horizontal fan of a dipole magnet or wiggler beam and to focus it on the sample.
Typical intensity gains are one or two orders of magnitude.

The geometry of meridional  focusing is shown in Fig. 7, and it is mostly used for
horizontally focusing monochromators.  However, there are many other possibilities,
depending on the position of the source in respect to the focusing circle.  The crystal is bent to a
cylinder, and the radius ρ is the diameter of the focusing circle.  The focal distances p  and q
are related through

q = q0 / 2 − p0 / p( )  , (7a)



where

Fig. 7  Different focusing geometries in transmission (α and γ) and reflection (β and δ) 
geometries.  Focusing is monochromatic when the source and image (real or 
virtual) are on the focusing circle, otherwise a polychromatic focus is formed.
The crystal, which is not shown in the figure, is tangential to the focusing circle 
and bent to the radius equal to the diameter of the circle [8].

p0 = ργ 0 = ρ cos χ + θ( )  , (7b)

q0 = ργ r = ρ  cos χ - θ( )  , (7c)

are those for monochromatic focusing.  Here γ0  and γr  are the direction cosines of the incident
and reflected beams, respectively.  The signs are chosen such that p  is positive for a real
source, q  is of the the same sign as p  when on the same side of the crystal, and ρ is positive
when the incident beam is on the concave side.  A band of energies, ∆E, is reflected due to the
equatorial divergence of the incident beam, ∆ϕ = h /p, unless the source is on the focusing
circle.  The width of the band is

∆E / E =  cot θh 1 / p0 −1 / p[ ]  . (8)

When the source is on the focusing circle, the only contributions to the energy band come from
the width of the reflectivity curve, w , and the size of the source as seen by the crystal,

∆E / E( )0 = w2 + ∆x / p0( )2[ ]1/2
 cot θ  . (9)

The phase-space diagram of a monochromator is shown in Fig. 8.  Because of bending the
window of the monochromator crystal matches the beam.



A composite beamline, which involves two focusing mirrors and a double flat-crystal
monochromator is shown in Fig. 9, and various phase-space sections in Fig. 10.

Fig. 8 The acceptance and emittance windows in position-angle-wavelength space of
an asymmetrically cut Johansson-type curved crystal (case β in Fig. 7) [6].



Fig. 9 Schematic layout of a beamline consisting of a paraboloidal mirror M1, a double-
crystal monochromator with a fixed exit beam, and another paraboloidal mirror 
M2.  Typical distances are given by z in mm [7].

Fig. 10 Phase space sections of the beam in the arrangement of Fig. 9 demonstrating 1:1 
focusing and reduction of the beam divergence by the paraboloidal mirror for a 
better match  to the acceptance of the monochromator [7].

3 . CONSTRUCTIONS

The actual beamline components must be able to withstand considerable heat load.  The
integrated power of radiation is

P[kW] = 0.633 E2 [GeV] I [A] ∫ B2 [T] ds [m] , (10)

where E is the electron energy, I the average electron current circulating in the storage ring and
∫B2 ds is the integral of the magnetic field over the portion of trajectory seen by the optical
element of the beamline.  For instance, at the ESRF the electron energy is 6 GeV, and the
stored current 100 mA, so that a 1.6 m-long wiggler with a sinusoidally varying field of 1.5 T
(maximum) generates 8.2 kW.  The peak intensity is also high; the power per unit solid angle is

dP/dΩ  [W/mrad2] = 10.84 B0[T] E4 [GeV] N  G(K) f(γθ,γϕ) , (11)

where B0  is the peak field, N the number of periods, G is a function that varies from 0 (very
weak field device) to 1 (strong field device), and f gives the angular distribution (maximum
value 1).  The above mentioned wiggler may have 12 periods, so that the peak power is
25 kW/mrad2 and the heat load on an optical element 30 m away from the source 28 W/mm2.

3 . 1 Adaptive mirrors



The angle of incidence on an x-ray mirror is small, typically a few mrad so that the
footprint of the beam is large, so that the local heat load is much reduced, but it is not uniform
and the total absorbed power may still be several kW.  While the mirror can be cooled, the
thermal distortion of its shape must be corrected mechanically.  The principle of an adaptive
mirror is shown in Fig. 11 where it can be seen that the shape of the mirror is monitored by
laser beams, and the deviations from the ideal shape compensated by piezoelectric actuators.
The slope errors can be corrected on the 1 µrad level, as seen in Fig. 12.

Fig. 11 Adaptive mirror, where the shape is measured by laser light reflection from 
the surface and the distortions due to beam heating are compensated by 
external forces exerted by piezoelectic actuators [9]

Fig. 12  Correction of thermal deformation of the adaptive mirror [9]

3 . 2 Crystal cooling

Cooling of crystal monochromators is technically demanding as crystal perfection needs
to be maintained over a large area, up to 10 x 10 cm.  The widths of the perfect crystal
reflections are quite narrow, as seen in Table 2, and in the standard construction the reflectivity
curves of two crystals must be accurately matched.  The beam heating of the crystal increases
the spacing of lattice planes, makes the planes curved, and causes non-uniform strain.  These
aberrations result in losses of intensity and resolution, and the effects are time-dependent,
because the beam power decays during a fill of the storage ring.



Various cooling schemes have been introduced, and these seem to be able to handle the
heat loads of the most powerful SR sources.

Filters  are used to cut off the low-energy part of the wiggler spectrum, which is not
useful for the experiments.  If only energies above 50 keV are needed, strong filtering makes Si
monochromators almost transparent to the remaining spectrum, and no cooling is required; see
Fig. 13.

Fig. 13  Attenuation and energy absorption of synchrotron radiation in Si (left).  The solid 
line is the mass attenuation coefficient and the broken line the energy absorption 
coefficient.  The other solid line indicates the transmitted fraction and dotted line the 
fraction absorbed by the crystal.  The effect of absorbers is shown to the right.  The 
unfiltered beam is that from a 5 T superconducting wiggler at the ESRF.

Jet cooling  by water on the rear of the crystal face exposed to the beam is very efficient.
Beam power densities of the order of 100 W/mm2  has been successfully transferred.  Both the
beam heating and the water pressure make the crystal surface curve outwards, but this is
compensated by pulling the sides of the crystal, as shown in Fig. 14.  By controlling the water
pressure and the pulling force the crystal surface can be made flat within an arcsec.



Fig. 14  Cross section of monochromator crystal cooled by water jets [10]

Cryogenic cooling  of Si crystals is based on the fact that close to the liquid nitrogen
temperature the thermal expansion coefficient of Si is zero and thermal conductivity is high.
Figure 15 demonstrates that distortions of the cooled crystal become negligible even at high
power densities.

Fig. 15 Ratio of thermal expansion coefficient to heat conductivity for Si and the measured 
broadening of the 333 reflection (above), and the reflection profile from a liquid 
nitrogen cooled (99 K) and water cooled (291 K) crystal [11].

Transmission  monochromators  with side cooling can be used at high power loads as the
dissipation is uniform in the crystal and the heat sink is close.  Such a construction is shown in
Fig. 16, and images of the beam show no traces of distortions even when the beam power is
over 300 W (Fig. 17).



Fig. 16 Cross section of bent Laue type monochromator for coronary angiography studies. The
incident beam is split in two parts to provide two focused beams, which have energies 
bracketing the K-absorption edge of the iodine contrast agent (case γ in Fig. 7).  The 
thick top and bottom parts of the crystal are water cooled, and the thin middle part is 
bent to a cylinder by pushing two leaf springs attached to the top part [12].

Fig. 17 A pair of beams reflected by the bent Laue monochromator (Fig. 16).  The beams 
focus and converge to cross at the patient position and diverge to be recorded 
separately by a position sensitive dual-line detector.

3 . 3 Beamline components

In addition to mirrors and crystal monochromators a SR beamline consists of apertures,
filters, isolating valves and windows, beam position monitors, pumps and vacuum gauges,



transport pipes, bellows and flanges, local shielding, shutters and beam stops.  Most of these
components are placed in radiation shielding enclosures, called "hutches".  The hutch entrances
and local shielding of the beamline components are interlocked to the personnel safety system,
which controls access to radiation areas.

The layout of a typical beamline is shown in Fig. 18.  The overall length from the source
is 25 m; at the ESRF the standard length is 75 m, and special long beamlines may extend up to
600 m.

4 . EXPERIMENTAL STATIONS

In the detail, there is much variation from one experimental station to another, because the
studies range from nuclear physics to medical therapy.   However, there are many common
features.

The incident beam is monitored before it hits the sample.  In the simplest form the
monitor is an ionization chamber, which measures the changes of the incident flux.  Often a
weakly absorbing scatterer is placed in the beam, so that the flux, spectral composition and
polarization of the incident beam can be monitored.  The monitor may be connected to the
monochromator by a feedback loop.

The function of the sample stage is to position and orientate the sample in respect to the
incident beam, and to control the sample environment.  Basically the sample sits on a
goniometer, where it can be rotated about three intersecting axes, and the goniometer can be
moved in the plane perpendicular to the beam.  The sample may be in a vacuum chamber,
where it can be heated or cooled, it may be subjected to high pressure, electromagnetic field, or
external stimulation by laser pulses which are synchronized with the SR pulses.



Fig. 18 Perspective view of a beamline at the ESRF. The components after the shield wall are
primary slits, selective filters, mirror, secondary slits, monochromator, slits,
mirror,  beam position monitor, collimator slits, beam shutter, intenmsity monitor
and diffractometer



The scattered or transmitted radiation is observed through an analyzer-detector
combination.  The intensity and sometimes the state of polarization is measured varying the
scattering angles, and this may be combined with a spectral analysis.  In time resolved
experiments, the time interval between the stimulating pulse and the probing SR pulse is varied,
or the decay of an excited state is followed by a time-resolving detector.  The analyzer may be a
single crystal that is tuned to reflect only a narrow energy band, or the crystal may disperse the
scattered radiation which is analyzed by a position sensitive detector, or the detector itself is
energy dispersive.  Large area detectors are becoming more and more common in SR
experiments, particularly in protein crystallography, where a diffraction pattern consisting of
thousands of reflections has to be recorded in a short time.

*  *  *
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