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1 The discrete Poisson problem

We consider the 2D elliptic Boundary Value Problem (BVP) given by the Pois-
son equation with Dirichlet boundary condition{

∆u (x, y) = f (x, y) , (x, y) ∈ Ω,
u (x, y) = g (x, y) , (x, y) ∈ Γ,

(1)

where Ω = (0, 1)
2

is the open unit square in R2 and Γ is the boundary of Ω (see
Figure 1).

Figure 1: Ω = (0, 1)2 and its boundary Ω.

In the following, we show how to numerically solve the Poisson problem by
using finite differences.
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Let N be a positive integer and set the stepsize h = 1
N .

The plane R2 is discretized by the mesh (see Figure 2)

R2
h := {(mh, nh) : m,n ∈ Z}

Figure 2: The mesh R2
h.

Each mesh point (mh, nh) ∈ R2
h has four nearest neighbors in the mesh (see

Figure 3):

• ((m− 1)h, nh) to the left,

• ((m+ 1)h, nh) to the right,

• (mh, (n− 1)h) below,

• (mh, (n+ 1)h) above.

Figure 3: The four nearest neighbors of (mh, nh).
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Now, we introduce discretizazions of Ω, Γ and Ω (see Figure 4).

• Let Ωh = Ω ∩ R2
h. We consider Ωh as a discretization of Ω.

• Let Γh be the set of the mesh points not in Ωh but with a nearest neighbor
in Ωh. We consider Γh as a discretization of Γ. Note that Γh ⊆ Γ but
Γh 6= Γ ∩ R2

h: the four corners of Γ are in R2
h but not in Γh.

• Let Ωh = Ωh ∪ Γh. We consider Ωh as a discretization of Ω.

Figure 4: The discretizations Ωh, Γh and Ωh.

In the discretization of the BVP (1), we look for a function uh : Ωh → R
such that {

∆huh (x, y) = f (x, y) , (x, y) ∈ Ωh,
uh (x, y) = g (x, y) , (x, y) ∈ Γh,

Here ∆h is a discrete Laplacian, i.e. an operator such that:

• it associates to a mesh function Ωh → R an interior mesh function Ωh → R;

• it approximates the Laplacian ∆ in the sense that if v : Ω → R is a
sufficiently smooth function, then

∆hv|Ωh
(x, y) ≈ ∆v (x, y) , (x, y) ∈ Ωh,

where v|Ωh
is the restriction of v to Ωh ⊆ Ω.

Now, we define a discrete Laplacian ∆h by finite differences.

1.1 The five-point discretization of the Laplacian

Given a sufficiently smooth function v(t) of one real variable t, we want to
construct a finite difference approximating the second derivative v′′ (t).
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Let h > 0. We have

v′′ (t) ≈ v′ (t+ h)− v′ (t)
h

≈
v(t)−v(t+h)

−h − v(t−h)−v(t)
−h

h

=
v(t+h)−v(t)

h − v(t)−v(t−h)
h

h
=
v (t− h)− 2v (t) + v (t+ h)

h2
.

So, an approximation of v′′ (t) is given by

v′′ (t) ≈ v (t− h)− 2v (t) + v (t+ h)

h2
. (2)

The scheme (2) for approximating v′′ (t) is called the second central difference.
What about the error of this approximation? If v is of class C4, we have

v (t− h) = v (t)− hv′ (t) +
h2

2
v′′ (t)− h3

6
v′′′ (t) +

h4

24
v(4) (αh)

v (t+ h) = v (t) + hv′ (t) +
h2

2
v′′ (t) +

h3

6
v′′′ (t) +

h4

24
v(4) (βh) ,

where αh ∈ (t− h, t) and βh ∈ (t, t+ h). Thus, we obtain

v (t− h) + v (t+ h) = 2v (t) + h2v′′ (t) +
h4

24

(
v(4) (αh) + v(4) (βh)

)
.

and then

v (t− h)− 2v (t) + v (t+ h)

h2
− v′′ (t) =

h2

24

(
v(4) (αh) + v(4) (βh)

)
.

Now, we define a discrete Laplacian. Since for function v : Ω → R of class
C2 in Ω

∆v (x, y) =
∂2v

∂x2
(x, y) +

∂2v

∂y2
(x, y) , (x, y) ∈ Ω,

we can set, for a mesh function vh : Ωh → R

∆hvh (x, y) =
vh (x− h, y)− 2vh (x, y) + vh (x+ h, y)

h2

+
vh (x, y − h)− 2vh (x, y) + vh (x, y + h)

h2
,

(x, y) ∈ Ωh.

Note that, for (x, y) ∈ Ωh, we have (x± h, y), (x, y ± h) ∈ Ωh. This the reason
for which ∆hvh : Ωh → R is defined for vh : Ωh → R.
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This discrete Laplacian ∆h is known as the five-point discretization of the
Laplacian.

Now, we study how well ∆h approximates ∆.
Let v : Ω→ R be of class C4. We have, for (x, y) ∈ Ωh,∣∣∆hv|Ωh

(x, y)−∆v (x, y)
∣∣

=

∣∣∣∣v (x− h, y)− 2v (x, y) + v (x+ h, y)

h2
+
v (x, y − h)− 2v (x, y) + v (x, y + h)

h2

−
(
∂2v

∂x2
(x, y) +

∂2v

∂y2
(x, y)

)∣∣∣∣
≤
∣∣∣∣v (x− h, y)− 2v (x, y) + v (x+ h, y)

h2
− ∂2v

∂x2
(x, y)

∣∣∣∣
+

∣∣∣∣v (x, y − h)− 2v (x, y) + v (x, y + h)

h2
− ∂2v

∂y2
(x, y)

∣∣∣∣
=
h2

24

∣∣∣∣∂4v

∂x4
(αh, y) +

∂4v

∂x4
(βh, y)

∣∣∣∣
+
h2

24

∣∣∣∣∂4v

∂y4
(x, γh) +

∂4v

∂y4
(x, δh)

∣∣∣∣
with αh ∈ (x− h, x), βh ∈ (x, x+ h), γh ∈ (y − h, y) and δh ∈ (y, y + h).

Thus: for v : Ω→ R of class C4, we have

max
(x,y)∈Ωh

∣∣∆hv|Ωh
(x, y)−∆v (x, y)

∣∣
≤ h2

6
max

{
max

(x,y)∈Ω

∣∣∣∣∂4v

∂x4
(x, y)

∣∣∣∣ , max
(x,y)∈Ω

∣∣∣∣∂4v

∂y4
(x, y)

∣∣∣∣
}
.

Exercise. Given v : Ω → R of class C6, find a function C(x, y), (x, y) ∈ Ω,
and a nonnegative constant M such that

max
(x,y)∈Ωh

∣∣∆hv|Ωh
(x, y)−∆v (x, y)− C(x, y)h2

∣∣ ≤Mh4.

Just above we have shown the expansion

∆hv|Ωh
(x, y) = ∆v (x, y) + E2(x, y), (x, y) ∈ Ω,

where

max
(x,y)∈Ωh

|E2(x, y)| ≤ h2

6
max

{
max

(x,y)∈Ω

∣∣∣∣∂4v

∂x4
(x, y)

∣∣∣∣ , max
(x,y)∈Ω

∣∣∣∣∂4v

∂y4
(x, y)

∣∣∣∣
}
.

By this exercise , we can expand one more term:

∆hv|Ωh
(x, y) = ∆v (x, y) + C(x, y)h2 + E4(x, y), (x, y) ∈ Ω,

where
max

(x,y)∈Ωh

|E4(x, y)| ≤Mh4.
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1.2 The discrete problem as a linear system

The discrete problem{
∆huh (x, y) = f (x, y) , (x, y) ∈ Ωh,
uh (x, y) = g (x, y) , (x, y) ∈ Γh,

is a system of (N − 1)
2

scalar linear equations into (N − 1)
2

scalar unknowns.
In fact, the discrete Poisson equation is

uh (x− h, y)− 2uh (x, y) + uh (x+ h, y)

h2
+
uh (x, y − h)− 2uh (x, y) + uh (x, y + h)

h2

=
uh (x, y − h) + uh (x− h, y)− 4uh (x, y) + uh (x+ h, y) + uh (x, y + h)

h2

= f(x, y), (x, y) ∈ Ωh.

By setting

uij := uh (ih, jh) , (ih, jh) ∈ Ωh, i.e. (i, j) ∈ {0, 1, . . . , N − 1, N}2 \ {(0, 0), (N, 0), (N,N), (0.N)},
fij := f (ih, jh) , (ih, jh) ∈ Ωh, i.e. (i, j) ∈ {1, . . . , N − 1}2 ,
gij := g (ih, jh) , (ih, jh) ∈ Γh, i.e. (i, j) ∈ {0, N} × {1, . . . , N − 1} ∪ {1, . . . , N − 1} × {0, N} ,

the discrete Poisson problem becomes{
uij−1 + ui−1j − 4uij + ui+1j + uij+1 = h2fij , (i, j) ∈ {1, . . . , N − 1}2
uij = gij , (i, j) ∈ {0, N} × {1, . . . , N − 1} ∪ {1, . . . , N − 1} × {0, N} .

This is the system of the (N − 1)2 scalar linear equations

uij−1 + ui−1j − 4uij + ui+1j + uij+1 = h2fij , (i, j) ∈ {1, . . . , N − 1}2 ,

into the (N − 1)2 scalar unknowns

uij , (i, j) ∈ {1, . . . , N − 1}2 .
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We want to write the linear system in the form

AU = b,

where

• A is the square matrix of the system of order (N − 1)2.

• U is the column vector of the unknowns of dimension (N − 1)2.

• b is the column vector of the known terms of dimension (N − 1)2.

In order to do this, the (N − 1)2 unknowns

u1,N−1, u2,N−1, . . . , uN−1,N−1

...

u1,2, u2,2, . . . , uN−1,2

u1,1, u2,1, . . . , uN−1,1,

which are arranged in a square because they are values at the mesh points in

Ωh :

◦ ◦ · · · ◦
...

◦ ◦ · · · ◦
◦ ◦ · · · ◦

,

need to be ordered in a column vector.
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For example, in the case N = 4, by ordering the (N − 1)
2

= 9 unknowns as

U = (u11, u21, u31, u12, u22, u32, u13, u23, u33)

we obtain the following linear system:

−4 1 0 1 0 0 0 0 0
1 −4 1 0 1 0 0 0 0
0 1 −4 0 0 1 0 0 0
1 0 0 −4 1 0 1 0 0
0 1 0 1 −4 1 0 1 0
0 0 1 0 1 −4 0 0 1
0 0 0 1 0 0 −4 1 0
0 0 0 0 1 0 1 −4 1
0 0 0 0 0 1 0 1 −4





u11

u21

u31

u12

u22

u32

u13

u23

u33


=



h2f11 − g10 − g01

h2f21 − g20

h2f31 − g30 − g41

h2f12 − g02

h2f22

h2f32 − g42

h2f13 − g03 − g14

h2f23 − g24

h2f33 − g43 − g34


.

In fact, we have the nine equations

uij−1 + ui−1j − 4uij + ui+1j + uij+1 = h2fij , (i, j) ∈ {1, 2, 3}2 ,

namely

Ωh :

j

4 ◦ ◦ ◦
3 ◦ ⊗ ⊗ ⊗ ◦
2 ◦ ⊗ ⊗ ⊗ ◦
1 ◦ ⊗ ⊗ ⊗ ◦
0 ◦ ◦ ◦

0 1 2 3 4 i

,

u10 + u01 − 4u11 + u21 + u12 = h2f11, u10 = g10 and u01 = g01

u20 + u11 − 4u21 + u31 + u22 = h2f21, u20 = g20

u30 + u21 − 4u31 + u41 + u32 = h2f31, u30 = g30 and u41 = g41

u11 + u02 − 4u12 + u22 + u13 = h2f12, u02 = g02

u21 + u12 − 4u22 + u32 + u23 = h2f22

u31 + u22 − 4u32 + u42 + u33 = h2f32, u42 = g42

u12 + u03 − 4u13 + u23 + u14 = h2f13, u03 = g03 and u14 = g14

u22 + u13 − 4u23 + u33 + u24 = h2f23, u24 = g24

u32 + u23 − 4u33 + u43 + u34 = h2f33, u43 = g43 and u34 = g34.

The matrix A of the system can be rewritten as a 3× 3 block matrix:

A =

 A I O
I A I
O I A


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where the blocks are 3× 3 and they are

A =

 −4 1 0
1 −4 1
0 1 −4

 , the identity matrix I and the zero matrix O.

For a general N , by ordering the (N − 1)
2

unknowns as

U = (u11, u21, . . . , uN−1 1, u12, u22, . . . , uN−1 2, . . . , u1 N−1, u2 N−1, . . . , uN−1 N−1)

the matrix A of the system is a (N − 1)× (N − 1) tridiagonal block matrix:

A =


A I O . . O
I A I . .
O I . . . .
. . . . . O
. . . . I
O . . O I A

 ,

where the blocks are (N − 1)× (N − 1) and they are

A =


−4 1 0 . . 0

1 . . . .
0 . . . . .
. . . . . 0
. . . −4 1
0 . . 0 1 −4

 , the identity matrix I and the zero matrix O.

The matrix A is sparse, i.e the number of nonzero elements of A is O(n),
n = (N − 1)2 being the order of A. In fact, in each row there are at most 5
nonzero elements and so the total number of nonzero elements is not larger than
5n.

Observe that the matrix A has only 5 nonzero diagonals: the principal di-
agonal, the first lower diagonal, the first upper diagonal, the (N − 1)-th lower
diagonal and the (N−1)-th upper diagonal. All the diagonals below the (N−1)-
th lower diagonal and above the (N−1)-th upper diagonal are zero. This means
that A is a band matrix with bandwidth w = N − 1 =

√
n.

By solving the linear system AU = b by gaussian elimination, the fill-in
phenomenon will appear: in the LU factorization of a band matrix, the band
structure is preserved in the matrix L and U with the same bandwidth. So, in
the A = LU factorization of the matrix A, the lower triangular matrix L is a
band matrix with bandwidth w and the upper triangular matrix U is a band
matrix with bandwidth w. But, what happens for the matrix A is that all the
lower diagonals of L up to the order w and all the upper diagonals of U up to the
order w are filled with nonzero elements. This means that gaussian elimination
cannot take advantage of the sparsity of the matrix and the computational cost
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for solving AU = b is the cost when a general linear system with a band matrix
of bandwidth w is solved, namely

number of arithmetic operations = O(w2n) = O(n2) = O((N − 1)4).

Since N is a large number, the gaussian elimination is too expensive. Iterative
methods for solving linear systems should be used.

The matrix A is symmetric because the blocks A, I and O are symmetric.
Moreover, we have the following fact.

Proposition 1 A is negative definite, i.e. for any v ∈ R(N−1)2

we have
〈v,Av〉 ≤ 0 and 〈v,Av〉 < 0 if v 6= 0.

Proof. We begin to prove that, for v ∈ RN−1, we have

〈v,Av〉 ≤ −2 ‖v‖2

for the block

A =


−4 1 0 . . 0

1 . . . .
0 . . . . .
. . . . . 0
. . . −4 1
0 . . 0 1 −4

 .

We have

〈v,Av〉 = vTAv =

N−1∑
i,j=1

viaijvj

= −4v2
1 + v1v2 + v2v1 − 4v2

2 + v2v3 + v3v2 − 4v2
3

+ · · ·
−4v2

N−2 + vN−2vN−1 + vN−1vN−2 − 4v2
N−1

= −4v2
1 − 4v2

2 − 4v2
3 + · · · − 4v2

N−2 − 4v2
N−1

+2v1v2 + 2v2v3 + · · ·+ 2vN−2vN−1

= −2v2
1 − 2v2

2 − 2v2
3 + · · · − 2v2

N−2 − 2v2
N−1

−v2
1 − (v2

1 − 2v1v2 + v2
2)− (v2

2 − 2v2v3 + v2
3) + · · · − (v2

N−2 − 2vN−2vN−1 + v2
N−1)− v2

N−1

= −2v2
1 − 2v2

2 − 2v2
3 + · · · − 2v2

N−2 − 2v2
N−1

−v2
1 − (v1 − v2)

2 − (v2 − v3)
2

+ · · · − (vN−2 − vN−1)
2 − v2

N−1

≤ −2
(
v2

1 + v2
2 + · · ·+ v2

N−2 + v2
N−1

)
= −2‖v‖2.
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Now, we prove that the matrix A is negative semi-definite. For

v = (v1, v2, . . . , vN−1) ∈ R(N−1)2

with vi ∈ RN−1, i ∈ {1, . . . , N − 1}, we have

〈v,Av〉 = vTAv

=
[
vT1 vT2 . . . vTN−1

]

A I O . . O
I . . . .
O . . . . .
. . . . . O
. . . A I
O . . O I A




v1

v2

.

.

.
vN−1


= vT1 Av1 + vT1 v2 + vT2 v1 + vT2 Av2 + vT2 v3 + vT3 v2 + vT3 Av3

+ · · ·
+vTN−2AvN−2 + vTN−2vN−1 + vTN−1vN−2 + vTN−1AvN−1

= 〈v1, Av1〉+ 2 〈v1, v2〉+ 〈v2, Av2〉+ 2 〈v2, v3〉+ 〈v3, Av3〉
+ · · ·
+ 〈vN−2, AvN−2〉+ 2 〈vN−2, vN−1〉+ 〈vN−1, AvN−1〉

≤ −2 ‖v1‖2 + 2 〈v1, v2〉 − 2 ‖v2‖2 + 2 〈v2, v3〉 − 2 ‖v3‖2

+ · · ·
−2 ‖vN−2‖2 + 2 〈vN−2, vN−1〉 − 2 ‖vN−1‖2

= −‖v1‖2 −
(
‖v1‖2 − 2 〈v1, v2〉+ ‖v2‖2

)
−
(
‖v2‖2 − 2 〈v2, v3〉+ ‖v3‖2

)
+ · · ·
−
(
‖vN−2‖2 − 2 〈vN−2, vN−1〉+ ‖vN−1‖2

)
− ‖vN−1‖2

= −‖v1‖2 − ‖v1 − v2‖2 − ‖v2 − v3‖2 + · · · − ‖vN−2 − vN−1‖2 − ‖vN−1‖2 ≤ 0.

So, the matrix A is negative semidefinite.
Finally, we show that A is negative definite. Our previous derivation shows

that for v = (v1, v2, . . . , vN−1) ∈ R(N−1)2

such that

〈v,Av〉 = 0

we have

−‖v1‖2 − ‖v1 − v2‖2 + . . .− ‖vN−2 − vN−1‖2 − ‖vN−1‖2 = 0.

Then
v1 = 0, v1 − v2 = 0, . . . , vN−2 − vN−1 = 0, vN−1 = 0,

and so v1 = v2 = . . . = vN−1 = 0.
So, the matrix is negative definite.
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Since the matrix A is negative definite, it is nonsingular. As a consequence,
we have that the discrete problem{

∆huh (x, y) = f (x, y) , (x, y) ∈ Ωh,
uh (x, y) = g (x, y) , (x, y) ∈ Γh,

has a unique solution uh.

Exercise. Write the 1D BVP given by the Poisson equation with Dirichlet
boundary condition on Ω = (0, 1). Solve analytically this problem. Propose a
corresponding discrete problem and write the associated linear system. Com-
pute the computational cost for solving the linear system by gaussian elimina-
tion. Prove that the discrete problem has a unique solution.

Exercise. Consider the 3D BVP given by the Poisson equation with Dirichlet
boundary condition on Ω = (0, 1)3. Propose a discrete Laplacian and a conse-
quent discrete problem. Describe, in the matrix of the linear system associated
to the discrete problem, the row corresponding to a mesh point in Ωh with
nearest neighbors in Ωh. Compute the computational cost for solving the linear
system by gaussian elimination.

2 Convergence Analysis

Let us assume that the BVP (1) given by the Poisson equation with Dirichlet
boundary condition has a unique solution u.

Now, by using discrete maximum and minimum principles introduced below,

• we prove that the discrete problem has a unique solution uh; indeed, this
is already known since we have proved that the matrix of the linear system
corresponding to the discrete problem is negative definite and then non-
singular;

• we give an upper bound for the error

max
(x,y)∈Ωh

|uh (x, y)− u (x, y)| .

2.1 The Discrete Maximum principle

We remind the Maximum Principle for the Laplacian: let v : Ω → R be a
continuous function of class C2 in Ω such that

∆v (x, y) ≥ 0, (x, y) ∈ Ω,

i.e. v is a subharmonic function. Then

sup
(x,y)∈Ω

v (x, y) ≤ max
(x,y)∈Γ

v (x, y)

with equality if and only if v is constant.
The Discrete Maximum Principle is the discrete analogue of the previous

fact.
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Theorem 2 (Discrete Maximum Principle). Let vh : Ωh → R be a mesh func-
tion such that

∆hvh (x, y) ≥ 0, (x, y) ∈ Ωh.

Then
max

(x,y)∈Ωh

vh (x, y) ≤ max
(x,y)∈Γh

vh (x, y) (3)

with equality if and only if vh is constant.

Proof. If vh is constant, then (3) holds with equality. Now, we prove that

vh is not constant ⇒ max
(x,y)∈Ωh

vh (x, y) < max
(x,y)∈Γh

vh (x, y)

i.e.
max

(x,y)∈Ωh

vh (x, y) ≥ max
(x,y)∈Γh

vh (x, y)⇒ vh is constant .

So, we assume
max

(x,y)∈Ωh

vh (x, y) ≥ max
(x,y)∈Γh

vh (x, y) ,

from which we have

max
(x,y)∈Ωh

vh (x, y) = max
(x,y)∈Ωh

vh (x, y) ,

and we show that vh is constant.

Let (x0, y0) ∈ Ωh the point where the maximum of vh is obtained.
Since

0 ≤ h2 ·∆hvh (x0, y0)

= −4vh (x0, y0) + vh (x0 − h, y0) + vh (x0 + h, y0) + vh (x0, y0 − h) + vh (x0, y0 + h) ,

we obtain

4vh (x0, y0)

≤ vh (x0 − h, y0) + vh (x0 + h, y0) + vh (x0, y0 − h) + vh (x0, y0 + h)

≤ 4vh (x0, y0) .

This means that

4vh (x0, y0)

= vh (x0 − h, y0) + vh (x0 + h, y0) + vh (x0, y0 − h) + vh (x0, y0 + h) .

So

vh (x0, y0)

= vh (x0 − h, y0) = vh (x0 + h, y0) = vh (x0, y0 − h) = vh (x0, y0 + h) .
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Thus, vh achieves its maximum also at all the nearest neighbors

(x0 − h, y0) , (x0 + h, y0) , (x0, y0 − h) , (x0, y0 + h) (4)

of (x0, y0).
Applying the same argument to points in (4) belonging to Ωh and then to

the nearest neighbors in Ωh of these points in (4) belonging to Ωh , etc., we
conclude that the maximum is obtained at all points in Ωh, i.e. vh is constant.

Exercise. Prove (in a very short proof) the Discrete Minimum Principle: if
vh : Ωh → R is a mesh function such that

∆hvh (x, y) ≤ 0, (x, y) ∈ Ωh,

then
min

(x,y)∈Ωh

vh (x, y) ≥ min
(x,y)∈Γh

vh (x, y)

with equality if and only if vh is constant.

As an immediate consequence of the Discrete Maximum and Minimum Prin-
ciples, we obtain the already proved existence and uniqueness of a solution for
the discrete problem.

Theorem 3 The discrete BVP{
∆huh (x, y) = f (x, y) , (x, y) ∈ Ωh,
uh (x, y) = g (x, y) , (x, y) ∈ Γh,

has a unique solution.

Proof. Since this problem corresponds to a square linear system

AU = b,

it is sufficient to prove that the matrix A of the system is nonsingular, i.e.

AU = 0 ⇒ U = 0.

In other words, we have to prove that the discrete homogeneous problem{
∆huh (x, y) = 0, (x, y) ∈ Ωh,
uh (x, y) = 0, (x, y) ∈ Γh,

has the unique solution uh = 0.
Let uh be a solution of such a problem.
By the discrete maximum and minimum principles,

∆huh (x, y) = 0, (x, y) ∈ Ωh,

implies

0 = min
(x,y)∈Γh

uh (x, y) ≤ min
(x,y)∈Ωh

uh (x, y)

≤ max
(x,y)∈Ωh

uh (x, y) ≤ max
(x,y)∈Γh

uh (x, y) = 0.

We conclude that uh = 0.
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2.2 The stability theorem

We measure the size of functions by using the∞ norm, also called the L∞ norm.
Given a function f : A→ R, we set

‖f‖L∞(A) := sup
x∈A
|f (x)| .

Of course, if A is finite or A ⊆ Rd is closed bounded (i.e. compact) and f is
continuous, we have

‖f‖L∞(A) = max
x∈A
|f (x)| .

The set L∞ (A) is the set of the functions f : A→ R such that ‖f‖L∞(A) < +∞.

So, when A is finite, L∞ (A) is simply the set of functions A→ R.
Note that

∥∥∆h(v|Ωh
)− (∆v)|Ωh

∥∥
L∞(Ωh)

≤ h2

6
max

{∥∥∥∥∂4v

∂x4

∥∥∥∥
L∞(Ω)

,

∥∥∥∥∂4v

∂y4

∥∥∥∥
L∞(Ω)

}

for v : Ω→ R of class C4.

Next result states that the mapping

(f, g) 7→ uh, f ∈ L∞ (Ωh) and g ∈ L∞ (Γh) ,

where uh is the solution of the discrete BVP{
∆huh (x, y) = f (x, y) , (x, y) ∈ Ωh,
uh (x, y) = g (x, y) , (x, y) ∈ Γh,

(5)

is uniformly bounded with respect to h, i.e. there exists a constant C, inde-
pendent of h, such that for any f ∈ L∞ (Ωh) and for any g ∈ L∞ (Γh) we
have

‖uh‖L∞(Ωh) ≤ C max
{
‖f‖L∞(Ωh) , ‖g‖L∞(Γh)

}
.

Theorem 4 (The Stability Theorem) Let f ∈ L∞ (Ωh), let g ∈ L∞ (Γh) and
let uh be the solution of the discrete BVP (5). Then

‖uh‖L∞(Ωh) ≤
1

8
‖f‖L∞(Ωh) + ‖g‖L∞(Γh) .

Proof. Let us introduce the mesh function

φ (x, y) =

(
x− 1

2

)2
+
(
y − 1

2

)2
4

, (x, y) ∈ Ωh.

Exercise. Prove that

∆hφ (x, y) = 1, (x, y) ∈ Ωh,
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and

0 ≤ φ (x, y) <
1

8
, (x, y) ∈ Ωh.

Exercise. Prove that ∆h is a linear operator, i.e.

∆h(vh + wh) = ∆hvh + ∆hwh

and
∆h(αvh) = α∆hvh

for any mesh functions vh, wh : Ωh → R and α ∈ R.

Set
A := ‖f‖L∞(Ωh) , B := ‖g‖L∞(Γh) .

We have, for (x, y) ∈ Ωh,

∆h (uh +Aφ) (x, y) = ∆huh (x, y) +A∆hφ (x, y)

= f (x, y) +A ≥ −|f (x, y) |+A

≥ 0.

By the discrete maximum principle, we have

max
(x,y)∈Ωh

uh (x, y) ≤ max
(x,y)∈Ωh

(uh +Aφ) (x, y) ≤ max
(x,y)∈Γh

(uh +Aφ) (x, y)

= max
(x,y)∈Γh

(g (x, y) +Aφ(x, y)) ≤ B +
1

8
A.

Moreover, for (x, y) ∈ Ωh,

∆h (uh −Aφ) (x, y) = ∆huh (x, y)−A∆hφ (x, y)

= f (x, y)−A ≤ |f (x, y) | −A
≤ 0.

By the discrete minimum principle, we have

min
(x,y)∈Ωh

uh (x, y) ≥ min
(x,y)∈Ωh

(uh −Aφ) (x, y) ≥ min
(x,y)∈Γh

(uh −Aφ) (x, y)

= min
(x,y)∈Γh

(g (x, y)−Aφ(x, y)) ≥ −B − 1

8
A.

Thus

−B − 1

8
A ≤ uh (x, y) ≤ B +

1

8
A, (x, y) ∈ Ωh.
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2.3 The Convergence Theorem

Now, we are in position to give a bound for the error∥∥uh − u|Ωh

∥∥
L∞(Ωh)

= max
(x,y)∈Ωh

|uh(x, y)− u(x, y)| .

Theorem 5 (The Convergence Theorem) Let u be the solution of the continu-
ous BVP {

∆u (x, y) = f (x, y) , (x, y) ∈ Ω,
u (x, y) = g (x, y) , (x, y) ∈ Γ,

and let uh be the solution of the discrete BVP{
∆huh (x, y) = f (x, y) , (x, y) ∈ Ωh,
uh (x, y) = g (x, y) , (x, y) ∈ Γh.

Then ∥∥uh − u|Ωh

∥∥
L∞(Ωh)

≤ 1

8

∥∥∆h(u|Ωh
)− (∆u)|Ωh

∥∥
L∞(Ωh)

.

Proof. Let
eh := uh − u|Ωh

.

Note that

∆heh = ∆h

(
uh − u|Ωh

)
= ∆huh −∆h

(
u|Ωh

)
= ∆huh − (∆u)|Ωh

+ (∆u)|Ωh
−∆h(u|Ωh

)

= (∆u)|Ωh
−∆h(u|Ωh

),

where the last equality follows by

∆huh(x, y)−∆u(x, y) = f(x, y)− f(x, y) = 0, (x, y) ∈ Ωh.

Moreover, we have

eh (x, y) = uh (x, y)− u (x, y) = g (x, y)− g (x, y) = 0, (x, y) ∈ Γh.

Then eh solves the discrete boundary value problem{
∆heh (x, y) =

(
(∆u)|Ωh

−∆h(u|Ωh
)
)

(x, y) , (x, y) ∈ Ωh,

eh (x, y) = 0, (x, y) ∈ Γh.

The thesis now follows by the Stability Theorem:

‖eh‖L∞(Ωh) ≤ 1

8

∥∥(∆u)|Ωh
−∆h(u|Ωh

)
∥∥
L∞(Ωh)

+ ‖0‖L∞(Γh)

=
1

8

∥∥∆h(u|Ωh
)− (∆u)|Ωh

∥∥
L∞(Ωh)

.
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When u is of class C4, since

∥∥∆h(u|Ωh
)− (∆u)|Ωh

∥∥
L∞(Ωh)

≤ h2

6
max

{∥∥∥∥∂4u

∂x4

∥∥∥∥
L∞(Ω)

,

∥∥∥∥∂4u

∂y4

∥∥∥∥
L∞(Ω)

}

holds, we obtain

∥∥uh − u|Ωh

∥∥
L∞(Ωh)

≤ h2

48
max

{∥∥∥∥∂4u

∂x4

∥∥∥∥
L∞(Ω)

,

∥∥∥∥∂4u

∂y4

∥∥∥∥
L∞(Ω)

}
.

2.4 Consistency, Stability and Convergence

We conclude this section with some remarks about the procedure used for ob-
taining the upper bound of

∥∥uh − u|Ωh

∥∥
L∞(Ωh)

, where u and uh are the solutions

of the continuous and discrete, respectively, BVP.
Here, we assume that a general discrete Laplacian ∆h is used, not necessarily

the five-point discretization.

The mesh function

eh = uh − u|Ωh
∈ L∞

(
Ωh
)

is called the convergence error of the discretization. The mesh function

εh = ∆h

(
u|Ωh

)
− (∆u) |Ωh

∈ L∞ (Ωh)

is called the consistency error of the discretization.
The convergence error is the important error, but it is difficult to estimate

its size. On the other hand, the size of the consistency error is not difficult to
estimate.

Let p be a positive integer. The discretization is called convergent of order
p if

size of the convergence error = ‖eh‖L∞(Ωh) = O(hp), N →∞,

for a sufficiently smooth solution u. The discretization is called consistent of
order p if

size of the consistency error = ‖εh‖L∞(Ωh) = O(hp), N →∞,

for a sufficiently smooth solution u.
In case of the five-point discretization,

size of the convergence error = ‖eh‖L∞(Ωh) = O
(
h2
)
, N →∞,

and

size of the consistency error = ‖εh‖L∞(Ωh) = O
(
h2
)
, N →∞,

18



for u of class C4. This means that the five-point discretization is convergent
and consistent of order 2.

An upper bound
‖vh‖L∞(Ωh) ≤ Ch ‖f‖L∞(Ωh)

,

where vh is the solution of{
∆hvh (x, y) = f (x, y) , (x, y) ∈ Ωh,
vh (x, y) = 0, (x, y) ∈ Γh,

and Ch is independent of f , is called a stability estimate.
The discretization is called stable if it has a stabilty estimate with Ch inde-

pendent of h.
The five-point discretization is stable, since we have a stability estimate with

Ch = 1
8 .

We have

consistency of order p and stability

⇓
convergence of order p.

In fact, as in the proof of The Convergence Theorem for the five-point discretiza-
tion, the relation between the convergence error eh and the consistency error εh
is {

∆heh (x, y) = −εh (x, y) , (x, y) ∈ Ωh,
eh (x, y) = 0, (x, y) ∈ Γh.

So, if
‖εh‖L∞(Ωh) = O(hp), N →∞, (consistency of order p)

and

‖eh‖L∞(Ωh) ≤ Ch ‖εh‖L∞(Ωh) with Ch independent of h (stability),

then
‖eh‖L∞(Ωh) = O(hp), N →∞, (convergence of order p).

3 Fourier Analysis

In the following, let L (Ωh) be the set of the discrete functions Ωh → R. This

set is a finite dimensional space isomorphic to Rn, n = (N − 1)
2
.

We assume that these functions are extended to Ωh by setting their values
to zero on Γh. Then, we can see the discrete Laplacian ∆h as a linear operator
L (Ωh)→ L (Ωh).
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The operator ∆h is invertible. In fact, for any f ∈ L(Ωh), the equation

∆hvh = f

has a unique solution vh ∈ L (Ωh) since it is equivalent to the discrete BVP{
∆hvh (x, y) = f (x, y) , (x, y) ∈ Ωh,
vh (x, y) = 0, (x, y) ∈ Γh,

(6)

which has a unique solution, as we have previously seen.
The relation between the convergence error eh ∈ L (Ωh) and the consistency

error εh ∈ L (Ωh) of the discretization of the BVP is{
∆heh (x, y) = −εh (x, y) , (x, y) ∈ Ωh,
eh (x, y) = 0, (x, y) ∈ Γh

namely
∆heh = −εh.

So, we have
eh = −∆−1

h εh

and then
‖eh‖L∞(Ωh) ≤

∥∥∆−1
h

∥∥ ‖εh‖L∞(Ωh)

where
∥∥∆−1

h

∥∥ is the operator norm relevant to the L∞ norm on L (Ωh). By
looking at (6), we have

∥∥∆−1
h

∥∥ = sup
f∈L(Ωh), f 6=0

‖vh‖L∞(Ωh)

‖f‖L∞(Ωh)
.

Our previous stability estimate

‖vh‖L∞(Ωh) = ‖vh‖L∞(Ωh) ≤
1

8
‖f‖L∞(Ωh)

for the solution vh shows that ∥∥∆−1
h

∥∥ ≤ 1

8
.

The stability of the discretization amounts to be able to bound
∥∥∆−1

h

∥∥ with a
constant independent of h.

The L∞ norm on L (Ωh) is the discrete analogous of the L∞ norm on L∞ (Ω).
Now, we introduce on L (Ωh) another norm, which is the discrete analogous

of the L2 norm ‖ · ‖ on L2 (Ω) given by

‖v‖ =

√√√√∫
Ω

v (x, y)
2
d (x, y), v ∈ L2 (Ω) ,
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L2 (Ω) being the set of the functions Ω→ R such that ‖v‖ < +∞.
We recall that the L2 norm on L2(Ω) is derived by the scalar product:

〈v, w〉 =

∫
Ω

v (x, y)w(x, y)d (x, y) , v, w ∈ L2 (Ω) .

Now, we define the L2 norm on L(Ωh). Then, by using a Fourier Analysis,
namely an analysis based on the eigenvalues and the orthogonal eigenvectors of
∆h, we will give a bound for the operator norm

∥∥∆−1
h

∥∥ relevant to the L2 norm
on L (Ωh).

But, first, we consider the 1D version of our problem.

3.1 The 1D problem

In the 1D version
Ω = I := (0, 1)

and
Ωh = Ih := {h, 2h, . . . , (N − 1)h} .

On L (Ωh) = L (Ih), we define the scalar product

〈vh, wh〉h = h

N−1∑
k=1

vh (kh)wh (kh) , vh, wh ∈ L (Ih) ,

with corresponding norm ‖ · ‖h given by

‖vh‖h =

√√√√h

N−1∑
k=1

vh (kh)
2
, vh ∈ L (Ih) ,

called the L2 norm on L(Ih).
Exercise. Explain why the previous scalar product and norm are discretiza-

tions of the scalar product and norm on L2(I).

3.1.1 The continuous case

On the space L2 (I), the functions φm, m ∈ {1, 2, 3, . . .}, given by

φm (x) = sin(mπx), x ∈ I,

constitute an orthogonal basis of L2 (I), i.e. we have

〈φm, φn〉 =

1∫
0

φm (x)φn (x) dx = 0, m, n ∈ {1, 2, 3, . . .} with m 6= n,
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and, for any v ∈ L2 (I), we have the Fourier series

v =

∞∑
m=1

cmφm, cm =
〈v, φm〉
‖φm‖2

,

of v, where the convergence of the series is in the norm of L2 (I), i.e.

lim
M→∞

∥∥∥∥∥v −
M∑
m=1

cmφm

∥∥∥∥∥ = 0.

Moreover, we have the Parseval’s identity

‖v‖2 =

∞∑
m=1

c2m‖φm‖2.

The function φm, m ∈ {1, 2, 3, . . .}, is an eigenfunction of the operator

∆ = D2 = second derivative

relevant to the eigenvalue λm := −π2m2.
In fact

d2

dx2
sin(πmx) = πm

d

dx
cos(πmx) = −π2m2 sin(πmx), x ∈ I.

Now we establish the discrete analogous of these results.

3.1.2 The discrete case

In the space L (Ih), we consider the functions φm,h, m ∈ {1, 2, . . . , N − 1}, given
by

φm,h (x) = φm(x) = sin (mπx) , x ∈ Ih.
Recall that the functions of L(Ih) are extended to the boundary points 0 and 1
with value 0. So, φm,h(x) = sin(mπx) also for x = 0 or x = 1.

The functions φm,h, m ∈ {1, 2, . . . , N − 1}, are eigenvectors of the one-
dimensional discrete Laplacian ∆h : L(Ih)→ L(Ih) given by

∆hvh(x) =
vh (x− h)− 2vh (x) + vh (x+ h)

h2
, x ∈ Ih and vh ∈ L (Ih) .

In fact, for x ∈ Ih,

∆hφm,h(x)

=
sin (πm (x− h))− 2 sin (πmx) + sin (πm (x+ h))

h2

=
2 sin (πmx) cos (πmh)− 2 sin (πmx)

h2
since sinα+ sinβ = 2 sin

α+ β

2
cos

α− β
2

= −2
1− cos (πmh)

h2
sin (πmx)

= −2
1− cos (πmh)

h2
φm,h(x).
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The eigenvalue relevant to the eigenvector φm,h is

λm,h := −2
1− cos (πmh)

h2
= −4

sin2
(
πmh

2

)
h2

since 1− cosα = 2 sin2 α

2
.

Note that
0 > λ1,h > · · · > λN−1,h.

Exercise. Prove that

lim
h→0

λm,h = λm

λN−1,h > −
4

h2
and λN−1,h = − 4

h2

(
1 +O(h2)

)
−8 ≥ λ1,h;

for the last one, observe that |λ1,h| is a decreasing function of h.

The matrix form of the one-dimensional discrete Laplacian is

∆h =
1

h2


−2 1 0 . . 0
1 −2 1 . .
0 1 . . . .
. . . . . 0
. . . . 1
0 . . 0 1 −2

 ∈ R(N−1)×(N−1).

Since the N − 1 eigenvalues λm,h of the matrix ∆h are distinct, the N − 1
eigenvectors φm,h are a basis of RN−1 = L (Ih). So, for any vh ∈ L (Ih), we
have

vh =

N−1∑
m=1

cm,hφm,h

for some unique coefficients cm,h. This is the discrete Fourier series of vh.
Moreover, since the matrix ∆h is symmetric, the eigenvectors φm,h are or-

thogonal in the usual scalar product

(vh, wh) 7→
N−1∑
k=1

vh (kh)wh (kh) , vh, wh ∈ L (Ih) ,

and then also in the scalar product

〈vh, wh〉h = h

N−1∑
k=1

vh (kh)wh (kh) , vh, wh ∈ L (Ih) .

Exercise. For vh ∈ L(Ih), show that

cm,h =
〈vh, φm,h〉h
‖φm,h‖2h

, m ∈ {1, 2, . . . , N − 1} ,
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and the discrete Parseval’s identity

‖vh‖2h =

N−1∑
m=1

c2m,h ‖φm,h‖
2
h .

holds.

Now, we can obtain immediately a stability result for the one-dimensional
discrete Laplacian.

Let vh, fh ∈ L (Ih) such that

∆hvh = fh

and let

vh =

N−1∑
m=1

cm,hφm,h

be the discrete Fourier series of vh.
Then

fh = ∆hvh = ∆h

(
N−1∑
m=1

cm,hφm,h

)

=

N−1∑
m=1

cm,h∆hφm,h =

N−1∑
m=1

cm,hλm,hφm,h

is the discrete Fourier series of fh.
Thus, by the discrete Parseval’s identity and −8 ≥ λ1,h > . . . > λN−1,h, we

have

‖fh‖2h =

N−1∑
m=1

(cm,hλm,h)
2 ‖φm,h‖2h =

N−1∑
m=1

λ2
m,hc

2
m,h ‖φm,h‖

2
h

≥
N−1∑
m=1

82c2m,h ‖φm,h‖
2
h = 82

N−1∑
m=1

c2m,h ‖φm,h‖
2
h = 82 ‖vh‖2h .

We conclude that

‖vh‖h ≤
1

8
‖fh‖h .

This means ∥∥∆−1
h

∥∥ ≤ 1

8
,

where the operator norm∥∥∆−1
h

∥∥ = sup
fh∈L(Ih), fh 6=0

‖vh‖h
‖fh‖h

is relevant to the L2 norm on L (Ih).
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3.2 The 2D problem

The extension to the 2D case, where

Ω = I2 = (0, 1)
2

and
Ωh = I2

h = {h, 2h, . . . , (N − 1)h}2 ,

is now straightforward.
On L (Ωh), we define the scalar product

〈vh, wh〉h = h2
N−1∑
k=1

N−1∑
l=1

vh (kh, lh)wh (kh, lh) , vh, wh ∈ L (Ωh) ,

with corresponding norm

‖vh‖h =

√√√√h2

N−1∑
k=1

N−1∑
l=1

vh (kh, lh)
2
, vh ∈ L (Ωh) .

Consider the functions φm,n,h, (m,n) ∈ {1, 2, . . . , N − 1}2, in L(Ωh) given
by

φm,n,h (x, y) = φm,h (x)φn,h (y) , (x, y) ∈ Ωh,

where φm,h and φn,h have been defined in the one-dimensional case. Recall that
the functions of L(Ωh) are extended to the boundary points in Γh with value 0.
So, φm,n,h (x, y) = φm,h (x)φn,h (y) also for (x, y) ∈ Γh.

These (N − 1)
2

functions are orthogonal: for (m,n), (p, q) ∈ {1, 2, . . . , N − 1},
we have

〈φm,n,h, φp,q,h〉h

= h2
N−1∑
k=1

N−1∑
l=1

φm,h (kh)φn,h (lh)φp,h (kh)φq,h (lh)

= h2

(
N−1∑
k=1

φm,h (kh)φp,h (kh)

)(
N−1∑
l=1

φn,h (lh)φq,h (lh)

)
= 〈φm,h, φp,h〉h 〈φn,h, φq,h〉h = 0

if (m,n) 6= (p, q).
Hence, these functions constitute an orthogonal bases of L (Ωh) and we have,

for any vh ∈ L (Ωh), the discrete Fourier series

vh =

N−1∑
m=1

N−1∑
n=1

cm,n,hφm,n,h, cm,n,h =
〈vh, φm,n,h〉h
‖φm,n,h‖2h

,
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and the discrete Parseval’s identity

‖vh‖2h =

N−1∑
m=1

N−1∑
n=1

c2m,n,h ‖φm,n,h‖
2
h .

The function φm,n,h, m,n ∈ {1, 2, 3, . . . , N − 1}, is an eigenvector of the two-
dimensional discrete Laplacian ∆h : L(Ωh)→ L(Ωh):

∆hvh (x, y) =
vh (x− h, y)− 2vh (x, y) + vh (x+ h, y)

h2

+
vh (x, y − h)− 2vh (x, y) + vh (x, y + h)

h2

(x, y) ∈ Ωh, vh ∈ L (Ωh) ,

whose relevant eigenvalue is λm,h + λn,h.
In fact, for (x, y) ∈ Ωh,

∆hφm,n,h(x, y)

=
φm,n,h (x− h, y)− 2φm,n,h (x, y) + φm,n,h (x+ h, y)

h2

+
φm,n,h (x, y − h)− 2φm,n,h (x, y) + φm,n,h (x, y + h)

h2

=
φm,h (x− h)− 2φm,h (x) + φm,h (x+ h)

h2
φn,h (y)

+
φn,h (y − h)− 2φn,h (y) + φn,h (y + h)

h2
φm,h (x)

= λm,hφm,h (x)φn,h (y) + λn,hφn,h (y)φm,h (x)

= (λm,h + λn,h)φm,n,h (x, y) .

By proceeding as in the one-dimensional case, for vh, fh ∈ L (Ωh) such that

∆hvh = fh,

starting with the discrete Fourier series

vh =

N−1∑
m=1

N−1∑
n=1

cm,n,hφm,n,h

of vh, we obtain the discrete Fourier series

fh = ∆hvh =

N−1∑
m=1

N−1∑
n=1

cm,n,h(λm,h + λn,h)φm,n,h

of fh and then, by using two times the discrete Parseval’s identity, we obtain

‖fh‖2h =

N−1∑
m=1

N−1∑
n=1

c2m,n,h (λm,h + λn,h)
2 ‖φm,n,h‖2h

≥ 162 ‖vh‖2h .
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Thus ∥∥∆−1
h

∥∥ ≤ 1

16
.

follows, where the operator norm is relevant to the L2 norm on L(Ωh).

For the convergence error, we obtain

‖eh‖h ≤ ‖∆−1
h ‖‖εh‖h ≤

1

16
‖εh‖h

by using the L2 norm. Observe that we have obtained

‖eh‖L∞(Ωh) ≤ ‖∆−1
h ‖‖εh‖L∞(Ωh) ≤

1

8
‖εh‖L∞(Ωh).

for the L∞ norm.
Exercise. Prove that, for vh ∈ L(Ωh), we have

‖vh‖h ≤ ‖vh‖L∞(Ωh)

and then conclude with an estimate

‖eh‖h = O(h2), h→ 0,

for the convergence error in the discrete L2 norm.

4 General domains

Up to now, we have studied, as a model problem, the discretization of the
Poisson problem on the square by the five-point discretization of the Laplacian.

Now, we consider a variant of this discretization, which can be used for the
Poisson problem on a general domain Ω of R2.

Let Ω be an open bounded connected subset of R2 with boundary Γ. We
also assume that Γ is smooth or Γ is piecewise-smooth and Ω is convex. This as-
sumption on the domain Ω guarantees existence and uniqueness for the solution
of the Poisson problem.

Given h > 0, we set
Ωh := Ω ∩ R2

h,

where
R2
h = {(mh, nh) : m.n ∈ Z}

is the discrete plane.
Now, we define the neighbors of a point (x, y) ∈ Ωh.
If (x+ th, y) ∈ Ω for any t ∈ [0, 1], then (x+ h, y) ∈ Ωh is called the right

neighbor of (x, y).
When it is not true that (x+ th, y) ∈ Ω for any t ∈ [0, 1], then we define as

right neighbor of (x, y) the point (x+ t∗h, y), where t∗ ∈ (0, 1] satisfies:
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• (x+ t∗h, y) ∈ Γ;

• (x+ th, y) ∈ Ω for any t ∈ [0, t∗).

So (x+ t∗h, y) /∈ Ωh and (x+ t∗h, y) ∈ Γ.
In the same manner, we define the left neighbor (x− h, y) ∈ Ωh or (x− t∗h, y) ∈

Γ, as well as the upper and lower neighbors (x, y ± h) ∈ Ωh or (x, y ± t∗h) ∈ Γ.
We define Γh the set of all neighbors of type (x± t∗h, y) or (x, y ± t∗h).

Note that Γh ⊆ Γ.
Moreover, we set

Ωh := Ωh ∪ Γh.

Finally, let
◦
Ωh be the set of points (x, y) ∈ Ωh whose four neighbors are in Ωh:

these neighbors are (x± h, y) and (x, y ± h).

So, Ωh \
◦
Ωh is the set of points (x, y) ∈ Ωh with some neighbor in Γh, i.e. of

type (x± t∗h, y) or (x, y ± t∗h).

In this figure:

• The dots are the points of Ωh;

• The gray or black dots are the points of Ωh.

• The blue dots are the points of Γh.

• The gray dots are the points of
◦
Ωh.

• The black dots are the points of Ωh \
◦
Ωh.

Observe that, in case of the square Ω = (0, 1)2 with h = 1
N and N positive

integer, the sets Ωh, Γh and Ωh are the same as those previously introduced.
Note that the points in Γh are of type (x ± t∗h, y) or (x, y ± t∗h) with t∗ = 1.
Moreover

◦
Ωh = {(mh, nh) : m,n ∈ {2, . . . , N − 2}}.
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4.1 The Shortley-Weller formula

Now, we define a discrete Laplacian ∆h in this general situation.

Let vh : Ωh → R be a mesh function. Of course, for (x, y) ∈
◦
Ωh, we can use

the classic five-point discretization

∆hvh (x, y) =
vh (x− h, y)− 2vh (x, y) + vh (x+ h, y)

h2

+
vh (x, y − h)− 2vh (x, y) + vh (x, y + h)

h2
.

For (x, y) ∈ Ωh \
◦
Ωh, we have to define ∆hvh (x, y) in terms of

vh(x, y), vh (x− h1, y) , vh (x+ h2, y) , vh (x, y − h3) , vh (x, y + h4) ,

where h1, h2, h3, h4 ∈ (0, h].

So, given a smooth function v of one real variable t and fixed stepsizes h−
and h+, we look for an approximation of v′′ (t) of the form

α−v (t− h−) + α0v (t) + α+v (t+ h+) .

If v is of class C3, we have

α−v (t− h−) = α−v (t)− α−h−v′ (t) + α−
h2
−
2
v′′ (t)− α−

h3
−
6
v′′′ (ξh)

α+v (t+ h+) = α+v (t) + α+h+v
′ (t) + α+

h2
+

2
v′′ (t) + α+

h3
+

6
v′′′ (ηh) ,

where ξh ∈ (t− h−, t) and ηh ∈ (t, t+ h+). Then

α−v (t− h−) + α0v (t) + α+v (t+ h+)

= (α− + α0 + α+) v (t) + (−α−h− + α+h+) v′ (t)

+
1

2

(
α−h

2
− + α+h

2
+

)
v′′ (t)− α−

h3
−
6
v′′′ (ξh) + α+

h3
+

6
v′′′ (ηh) .

Now, we require  α− + α0 + α+ = 0
−α−h− + α+h+ = 0
1
2

(
α−h

2
− + α+h

2
+

)
= 1.

By solving this system one finds

α− =
2

h− (h− + h+)

α+ =
2

h+ (h− + h+)

α0 = − 2

h− (h− + h+)
− 2

h+ (h− + h+)

= − 2h+ + 2h−
h−h+ (h− + h+)

= − 2

h−h+
.
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Therefore, we have the discretization scheme for v′′ (t) given by

2

h− (h− + h+)
v (t− h−)− 2

h−h+
v (t) +

2

h+ (h− + h+)
v (t+ h+) .

Observe that, when h− = h+ = h, we have the second central difference since
we have

2

h− (h− + h+)
=

1

h2
, − 2

h−h+
= − 2

h2
and

2

h+ (h− + h+)
=

1

h2
.

For the error we have:

|α−v (t− h−) + α0v (t) + α+v (t+ h+)− v′′ (t)|

≤ α−
h3
−
6
|v′′′ (ξh)|+ α+

h3
+

6
|v′′′ (ηh)|

≤ 1

6

(
α−h−h

2
− + α+h+h

2
+

)
max

ξ∈[t−h−,t+h+]
|v′′′ (ξ)|

=
1

6
· 2

h− + h+

(
h2
− + h2

+

)
max

ξ∈[t−h−,t+h+]
|v′′′ (ξ)|

since α−h− = α+h+ =
2

h− + h+

=
1

6
· 2

hmin + hmax

(
h2

min + h2
max

)
max

ξ∈[t−h−,t+h+]
|v′′′ (ξ)|

by introducing hmin = min{h−, h+} and hmax = max{h−, h+}

=
1

3
hmax ·

1 +
(
hmin

hmax

)2

1 + hmin

hmax

max
ξ∈[t−h−,t+h+]

|v′′′ (ξ)|

≤ 1

3
hmax max

ξ∈[t−h−,t+h+]
|v′′′ (ξ)| .

So, we have the Shortley-Weller formula: for vh : Ωh → R and (x, y) ∈
Ωh \

◦
Ωh,

∆hvh (x, y)

=
2

h1 (h1 + h2)
vh (x− h1, y)− 2

h1h2
vh (x, y) +

2

h2 (h1 + h2)
vh (x+ h2, y)

+
2

h3 (h3 + h4)
vh (x, y − h3)− 2

h3h4
vh (x, y) +

2

h4 (h3 + h4)
vh (x, y + h4) .

For h1 = h2 = h3 = h4, we have the classic five-point discretization (used in
◦
Ωh).

For v : Ω→ R of class C4, we have, for points in
◦
Ωh,∥∥∆h

(
v|Ωh

)
− (∆v) |Ωh

∥∥
L∞

(
◦
Ωh

) ≤ h2

6
max

{∥∥∥∥∂4v

∂x4

∥∥∥∥
L∞(Ω)

,

∥∥∥∥∂4v

∂y4

∥∥∥∥
L∞(Ω)

}
.
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On the other hand, for points in Ωh \
◦
Ωh the order is O (h) only, in general.

This is clarified by the following two exercises.
Exercise. Given v : Ω → R of class C4, find a function C(x, y), (x, y) ∈

Ωh \
◦
Ωh, and a nonnegative constant M such that

max
(x,y)∈Ωh\

◦
Ωh

∣∣∆hv|Ωh
(x, y)−∆v (x, y)− C(x, y)

∣∣ ≤Mh2.

So, we have

∆hv|Ωh
(x, y)−∆v (x, y) = C(x, y) + E(x, y), (x, y) ∈ Ωh \

◦
Ωh,

with
max

(x,y)∈Ωh\
◦
Ωh

|E(x, y)| ≤Mh2.

Exercise. Prove that, for v : Ω→ R of class C3, we obtain

∥∥∆h

(
v|Ωh

)
− (∆v) |Ωh

∥∥
L∞(Ωh)

≤ 2

3
hmax

{∥∥∥∥∂3v

∂x3

∥∥∥∥
L∞(Ω)

,

∥∥∥∥∂3v

∂y3

∥∥∥∥
L∞(Ω)

}
.

4.2 The discrete problem

The discrete problem is{
∆huh (x, y) = f (x, y) , (x, y) ∈ Ωh
uh (x, y) = g (x, y) , (x, y) ∈ Γh.

We obtain a square system of linear equations: we have as unknowns the
values of uh at the points of Ωh and there is an equation for each point in Ωh.

In general, differently from the case of the square domain Ω = (0, 1)2, the
matrix is not symmetric. However, as in the case of the square domain, it is
sparse, with at most five nonzero elements per row, it has negative diagonal
elements and positive off-diagonal elements and it is diagonal dominant, i.e. the
modulus of each diagonal element is not smaller than the sum of the moduli of
the elements in the same row.

Exercise. Prove that the matrix is diagonally dominant and explain why in
general it is not symmetric.

Discrete maximum and minimum principles can be obtained also for a gen-
eral domain.

Exercise. Prove the discrete maximum principle for a general domain by
following the steps of the proof given for the square domain.

Then existence and uniqueness for the discrete problem follows.
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4.3 Convergence Analysis

Since discrete maximum and minimum principles hold, the same stability es-
timate obtained for the square domain is also valid for general domains. The
proof of this estimate is the same as for the square domain.

In this way, we show that

‖eh‖L∞(Ωh) = O (h) , h→ 0,

holds for the convergence error eh = uh−u|Ωh
whenever u is of class C3, where

u and uh are the solutions of the continuous and discrete Poisson problems,
respectively. This is a consequence of the fact that, for the consistency error
εh = ∆h

(
u|Ωh

)
− (∆u) |Ωh

, we have

‖εh‖L∞(Ωh) = O (h) , h→ 0.

With respect to the case of the square domain, we have only order one with
respect to h. But this result can be improved by a more refined argument: we
have order two with respect to h, as in the case of the square domain.

Theorem 6 If u is of class C4, then

‖eh‖L∞(Ωh) = O
(
h2
)
, h→ 0.

Proof. We have {
∆heh (x, y) = −εh(x, y), (x, y) ∈ Ωh
eh (x, y) = 0, (x, y) ∈ Γh

where the consistency error εh satisfy

‖εh‖
L∞

(
◦
Ωh

) = O
(
h2
)

and ‖εh‖
L∞

(
Ωh\

◦
Ωh

) = O(h), h→ 0.

Now, for the discrete problem{
∆huh (x, y) = f (x, y) , (x, y) ∈ Ωh,
uh (x, y) = g (x, y) , (x, y) ∈ Γh,

we prove the stability estimate

‖uh‖L∞(Ωh) ≤ c |||f |||+ ‖g‖L∞(Γh) ,

where c is a constant independent of h and

|||f ||| := max

{
‖f‖

L∞
(
◦
Ωh

) , h2 ‖f‖
L∞

(
Ωh\

◦
Ωh

)
}
.
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By this stability estimate, the thesis of the theorem immediately follows: we
have

‖εh‖
L∞

(
◦
Ωh

) = O
(
h2
)

and h2 ‖εh‖
L∞

(
Ωh\

◦
Ωh

) = O(h3), h→ 0.

Let (p, q) be the center of a circle of radius r including Ω. Let φ be the mesh
function

φ (x, y) =

{
(x−p)2+(y−q)2

4 if (x, y) ∈ Ωh
(x−p)2+(y−q)2

4 + 1 if (x, y) ∈ Γh.

Exercise. Prove that

∆hφ (x, y) = 1, (x, y) ∈
◦
Ωh,

and

∆hφ (x, y) ≥ h−2, (x, y) ∈ Ωh \
◦
Ωh

and

0 ≤ φ (x, y) ≤ r2

4
+ 1 =: c

Let
A = |||f ||| and B = ‖g‖L∞(Γh) .

We have

∆h (uh +Aφ) (x, y) ≥ 0 and ∆h (uh −Aφ) (x, y) ≤ 0, (x, y) ∈ Ωh.

In fact, for (x, y) ∈
◦
Ωh, we have

∆h (uh +Aφ) (x, y) = ∆huh (x, y) +A∆hφ (x, y)

= f (x, y) +A

≥ − |f (x, y)|+ ‖f‖L∞(Ωh)

≥ 0

and

∆h (uh −Aφ) (x, y) = ∆huh (x, y)−A∆hφ (x, y)

= f (x, y)−A
≤ |f (x, y)| − ‖f‖L∞(Ωh)

≤ 0.

Moreover, for (x, y) ∈ Ωh \
◦
Ωh, we have

∆h (uh +Aφ) (x, y) = ∆huh (x, y) +A∆hφ (x, y)

≥ f (x, y) +Ah−2

≥ − |f (x, y)|+ ‖f‖
L∞

(
Ωh\

◦
Ωh

)
≥ 0
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and

∆h (uh −Aφ) (x, y) = ∆huh (x, y)−A∆hφ (x, y)

≤ f (x, y)−Ah−2

≤ |f (x, y)| − ‖f‖
L∞

(
Ωh\

◦
Ωh

)
≤ 0.

By the discrete maximum principle, we have

max
(x,y)∈Ωh

uh (x, y) ≤ max
(x,y)∈Ωh

(uh +Aφ) (x, y) ≤ max
(x,y)∈Γh

(uh +Aφ) (x, y)

= max
(x,y)∈Γh

(g (x, y) +Aφ(x, y)) ≤ B + cA.

Moreover, by the discrete minimum principle, we have

min
(x,y)∈Ωh

uh (x, y) ≥ min
(x,y)∈Ωh

(uh −Aφ) (x, y) ≥ min
(x,y)∈Γh

(uh −Aφ) (x, y)

= min
(x,y)∈Γh

(g (x, y)−Aφ(x, y)) ≥ −B − cA.

Thus
−B − cA ≤ uh (x, y) ≤ B + cA, (x, y) ∈ Ωh.

By looking to the proof of the previous theorem, we see that the points in

Ωh \
◦
Ωh contribute to the convergence error only with a term O

(
h3
)
, despite

the fact that the consistency error is O (h) in Ωh \
◦
Ωh.
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