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## 1 Alignment of a pair of sequences

### 1.1 What is an alignment?

In an alignment of two proteins (pair-wise alignment), the two peptides are written one under the other, with the purpose of collecting identical or similar pair of amino acids in the same columns. The introduction of gaps is allowed in order to pursue the construction of as many identical or similar pairs as possible. When we have two identical amino acids in the same column, we have a match (evidenced by a shade of gray in Table 1); otherwise we have a mismatch (when different amino acids are in the same column) or a gap, when one of the two sequences has a deletion. For both matches and mismatches we can use a substitution matrix in order to read a score; we have to decide a negative score to add to the total score of the alignment, for each gap (Mount, 2001). Consider for instance the alignment in Table 1, where sequence A is a peptide from an enzyme of Pseudomonas putida and sequence B is a peptide from the same enzyme from Homo sapiens. In this alignment, a gap has been introduced at the third position, and if we use BLOSUM62 $\uparrow$ scoring matrix, and a gap penalty of -12 , we have the total score of 37 .
As it is easy to understand, the problem in building a pair wise alignment arises when we have to decide how many gaps to introduce, and where to introduce them. Another problem is how to calculate the value for a gap penalty. This problem is the subject for computational models that have been developed from the seventies, with the dot matrix analysis (Gibbs, et al., 1970) $\uparrow$ and the dynamic programming algorithm (Needleman, et al., 1970) $\uparrow$.

Table 1. Example of scoring a sequence with the presence of gap and a relative gap penalty.

| Seq_A | N | M | P | G | Q | M | S | M | P | V | P | Y | T | G | I | I | N | N |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq_B | N | F | - | S | E | A | I | L | P | V | P | V | N | G | V | I | N | N |
| score | 6 | 0 | -12 | 0 | 2 | -1 | -2 | 2 | 7 | 4 | 7 | -1 | 0 | 6 | 3 | 4 | 6 | 6 |

### 1.2 Why to calculate alignments?

Sequences alignment has as a purpose that of highlighting functional, structural, and evolutionary relationships between two or more sequences of peptides, as proteins that are very much similar in their peptide chains, are likely to have the same function, common ancestor, and a similar three dimensional structure (Mount, 2001). So, applications of proteins alignment methods are many: from the study of function of enzymes, to the prediction of 3-D structures for new proteins, to phylogenetic trees reconstructions, to prediction of autoimmunity risks for immunizations or infections.
It may be useful to remember some definitions for possible relationships between proteins (and genes as well). We define homologous two sequences that are from different organisms, but share similarity and are thus thought to have a common ancestor. If, in particular, these two sequences didn't derive from a gene duplication, they are called orthologs. The two copies of proteins derived from a gene duplication, are sequences called paralogs (Mount, 2001).

### 1.3 How many alignments?

Let us consider two amino acids sequences: peptide $A=\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}$ and peptide $B=$ $\left\{b_{1}, b_{2}, \ldots, b_{m}\right\}$, where $k$ and $m$ are two integers in general not equal. It is not so easy to calculate the number $c(k, m)$ of possible alignments between these two peptides. A feasible avenue is that of evaluate a lower bound for $\eta(k, m)$ by considering the number of groups of alignments which in which the same pairs are present, with different gaps (Ewens, et al., 2005). In order to clarify the idea, let us consider sequence $A=\left\{a_{1}, a_{2}, a_{3}, a_{4}, a_{5}\right\}$ and sequence $B=\left\{b_{1}, b_{2}, b_{3}, b_{4}, b_{5}, b_{6}\right\}$. For
instance, the group of alignments between $A$ and $B$ where only the three pairs $\left(a_{1}, b_{1}\right),\left(a_{2}, b_{3}\right)$, $\left(a_{3}, b_{4}\right)$ are present, collects all the following seven alignments:

Eq. 1

$$
\begin{array}{ll} 
& \begin{array}{l}
a_{1}-a_{2} a_{3}--a_{4} a_{5} \\
a_{1}-a_{2} a_{3}-a_{4} a_{5} \\
b_{1} b_{2} b_{3} b_{4} b_{5} b_{6}-- \\
b_{1} b_{4} b_{5} b_{6}- \\
a_{1}-a_{2} a_{3} a_{4} a_{5} \\
b_{1} b_{2} b_{3} b_{4} b_{5} b_{6} \\
\end{array} \\
a_{1}-a_{2} a_{3}-a_{4} a_{5} \\
b_{1} b_{2} b_{3} b_{4} b_{5}-b_{6} \\
a_{1}-a_{2} a_{3} a_{4} a_{5}- & a_{1}-a_{2} a_{3} a_{4}-a_{5} b_{4}-b_{5} b_{6} \\
b_{1} b_{2} b_{3} b_{4}-b_{5} b_{6} & a_{1}-a_{2} a_{3} a_{4} a_{5}-- \\
& b_{1} b_{2} b_{3} b_{4}--b_{5} b_{6}
\end{array}
$$

Thus, if we define $\omega(k, m)$ the total number of possible groups, we have $\eta(k, m) \geq \omega(k, m)$. But how many are these groups? If we consider groups where the number of pairs without gaps are $p$, then we have to choose $p$ amino acids from each sequence, and we can select them in $\binom{k}{p}$ ways from sequence $A$ and in $\binom{m}{p}$ ways from sequence $B$, where $\binom{k}{p}$ is the binomial coefficient which indicates the number of combinations of $k$ elements taken $p$ at a time (Ghizzetti, et al., 1996). Thus, the total number of groups of alignment where only $p$ pairs without gaps are present, is $\binom{m}{p} \cdot\binom{k}{p}$. But $p$ goes from 0 to $\min \{k, m\}$, thus we have found that:

Eq. 2

$$
\omega(k, m)=\sum_{p=0}^{\min \{k, m\}}\binom{m}{p}\binom{k}{p}
$$

We will now prove that
Eq. $3 \quad \omega(k, m)=\binom{k+m}{k}=\binom{k+m}{m}$
As a first step, we will assume that
Eq. $4 \quad\binom{k+m}{k}=\binom{k}{0}\binom{m}{k}+\binom{k}{1}\binom{m}{k-1}+\binom{k}{2}\binom{m}{k-2}+\cdots+\binom{k}{k}\binom{m}{0}$
To justify Eq. 4 (which will not be proven here) consider the meaning of its first member: it is the number of combinations of $k$ elements chosen from $k+m$ elements. If we imagine to take those $k$ elements from two groups, one of $k$ elements and one of $m$, we have the second member of the equation. The second member of Eq. 4 gives

$$
\begin{aligned}
& \sum_{p=0}^{k}\binom{m}{p}\binom{k}{k-p}=\binom{k}{0}\binom{m}{k}+\binom{k}{1}\binom{m}{k-1}+\cdots+\binom{k}{p}\binom{m}{k-p}+\cdots+\binom{k}{k-1}\binom{m}{1}+\binom{k}{k}\binom{m}{0}= \\
& =\frac{m!}{k!(m-k)!}+\frac{k!}{(k-1)!} \frac{m!}{(k-1)!(m-k+1)!}+\cdots+\frac{k!}{p!(k-p)!} \frac{m!}{(k-p)!(m-k+p)!}+\cdots \\
& \cdots+\frac{k!}{(k-1)!} \frac{m!}{(m-1)!}+1= \\
& \quad=\binom{k}{k}\binom{m}{k}+\binom{k}{k-1}\binom{m}{k-1}+\cdots+\binom{k}{k-p}\binom{m}{k-p}+\cdots+\binom{k}{1}\binom{m}{1}+\binom{k}{0}\binom{m}{0}
\end{aligned}
$$

On the other hand, if $\min \{k, m\}=k$, the second member of Eq. 2 is

$$
\begin{gathered}
\quad \sum_{p=0}^{k}\binom{m}{p}\binom{k}{p}=\binom{m}{0}\binom{k}{0}+\binom{m}{1}\binom{k}{1}+\cdots+\binom{m}{k-p}\binom{k}{k-p}+\cdots \\
= \\
\left.1+\frac{m!}{(m-1)!} \frac{k!}{m} \begin{array}{c}
m \\
k-1
\end{array}\right)\binom{k}{k-1}+\binom{m}{k}\binom{k}{k}= \\
\cdots+\frac{m!}{(m-k+1)!(k-1)!} \frac{m!}{(m-k+p)!(k-p)!} \frac{k!}{(k-p)!p!}+\cdots \\
(m-k)!k!
\end{gathered}
$$

Thus, the addend $p$-th of $\sum_{p=0}^{k}\binom{m}{p}\binom{k}{k-p}$ is equal to the addend $(k-p)$-th of $\sum_{p=0}^{k}\binom{m}{p}\binom{k}{p}$ and we have

$$
\binom{k+m}{k}=\sum_{p=0}^{k}\binom{m}{p}\binom{k}{p}, \text { with } k<m
$$

In the same way, we can prove that

$$
\binom{k+m}{m}=\sum_{p=0}^{m}\binom{m}{p}\binom{k}{p}, \text { with } m<k
$$

So, we have proven Eq. 3. If we now apply Stirling's approximation to Eq. 3, we have

Eq. 5

$$
\omega(k, m)=\binom{k+m}{k} \sim \frac{1}{\sqrt{2 \pi}} \frac{\sqrt{k+m}}{\sqrt{k m}}\left(\frac{k+m}{k}\right)^{k}\left(\frac{k+m}{m}\right)^{m}
$$

Thus, we conclude that the number of possible alignments between a protein of $k$ amino acids and a protein of $m$ amino acids is

Eq. $6 \quad \eta(k, m) \geq\binom{ k+m}{k} \sim \frac{1}{\sqrt{2 \pi}} \frac{\sqrt{k+m}}{\sqrt{k m}}\left(\frac{k+m}{k}\right)^{k}\left(\frac{k+m}{m}\right)^{m}$
So, if we consider the number of possible alignments between $P$. putida enolase ( $k=429 a a$ ) and human alpha enolase ( $m=434 a a$ ), we have

$$
\eta(429,434) \geq\binom{ 863}{429} \sim \frac{1}{\sqrt{2 \pi}} \frac{\sqrt{863}}{\sqrt{186.186}}\left(\frac{863}{429}\right)^{429}\left(\frac{863}{434}\right)^{434}=1.64 \cdot 10^{258}
$$

If we have two proteins of the same length (let's say $n$ amino acids), thus Eq. 5 becomes
Eq. 7

$$
\eta(n, n) \geq\binom{ 2 n}{n} \sim \frac{2^{2 n}}{\sqrt{\pi n}}
$$

As you can see the number of possible alignments is very high, and this induced the first mathematicians who faced the problem of protein alignment in the seventies, to search for a way to find the best alignment without having to calculate the score of every possible alignment.

### 1.4 Dynamic programming algorithm

The dynamic programming method was first developed for global alignment (Needleman, et al., 1970) 1 and then further developed for local alignment (Smith, et al., 1981). Mathematical refinement and discussion was then added to proof the validity of this algorithm (Smith, et al., 1981) 1 . Dynamic programming generates every possible alignment between two proteins, by introducing gaps in every possible number and position. For each of these alignments, it then calculates the global score, which is obtained by adding log odds score for each pair of amino acids and by subtracting penalties for gaps. Log odds score are calculated from a selected substitution matrix, such as Dayhoff PAM250 or BLOSUM62, while the value for gap penalties has to be calculated according to evaluations that we will see further ahead. The total score provides the ratio between the probability that the alignment is due to an evolutionary and/or functional relationship and the odds that it is due by chance, given the observed frequencies for amino acids. As mentioned, the score provided by alignment algorithms such as dynamic programming, are important for making functional, structural, and evolutionary predictions (Mount, 2001).

Table 2. Alignment generated from the column $\left(-, b_{1}\right)$, after three steps of the algorithm.

| $\overline{b_{1}}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\overline{b_{1}}-\overline{b_{2}}$ |  |  | $\begin{aligned} & -a_{1} \\ & b_{1}- \end{aligned}$ |  |  | $\begin{aligned} & -a_{1} \\ & b_{1} b_{2} \end{aligned}$ |  |  |
| $-\overline{--}$ | $\begin{aligned} & --a_{1} \\ & b_{1} b_{2}- \end{aligned}$ | $\begin{aligned} & --a_{1} \\ & b_{1} b_{2} b_{3} \end{aligned}$ | $\begin{aligned} & -a_{1}- \\ & b_{1}-b_{2} \end{aligned}$ | $\begin{aligned} & -a_{1} a_{2} \\ & b_{1}-- \end{aligned}$ | $\begin{aligned} & -a_{1} a_{2} \\ & b_{1}-b_{2} \end{aligned}$ | $\begin{aligned} & -a_{1}- \\ & b_{1} b_{2} b_{3} \end{aligned}$ | $\begin{aligned} & -a_{1} a_{2} \\ & b_{1} b_{2}- \end{aligned}$ | $\begin{aligned} & -a_{1} a_{2} \\ & b_{1} b_{2} b_{3} \end{aligned}$ |

Table 3. Alignment generated from the column ( $\left.a_{1},-\right)$, after three steps of the algorithm.

| ${ }^{1}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & a_{1}- \\ & -b_{1} \\ & \hline \end{aligned}$ |  |  | $\begin{gathered} a_{1} a_{2} \\ -- \\ \hline \end{gathered}$ |  |  | $\begin{gathered} a_{1} a_{2} \\ -b_{1} \\ \hline \end{gathered}$ |  |  |
| $\begin{aligned} & a_{1}-- \\ & -b_{1} b_{2} \end{aligned}$ | $\begin{aligned} & a_{1}-a_{2} \\ & -b_{1}- \end{aligned}$ | $\begin{aligned} & a_{1}-a_{1} \\ & -b_{1} b_{2} \end{aligned}$ | $\begin{aligned} & a_{1} a_{2}- \\ & --b_{1} \end{aligned}$ | $a_{1} a_{2} a_{2}$ $-\sim-$ | $\begin{aligned} & a_{1} a_{2} a_{2} \\ & --b_{1} \end{aligned}$ | $\begin{aligned} & a_{1} a_{2}- \\ & -b_{1} b_{2} \end{aligned}$ | $\begin{aligned} & a_{1} a_{2} a_{2} \\ & -b_{1}- \end{aligned}$ | $\begin{aligned} & a_{1} a_{2} a_{2} \\ & -b_{1} b_{2} \end{aligned}$ |

Table 4. Alignment generated from the column ( $a_{1}, b_{1}$ ), after three steps of the algorithm.

| $\begin{aligned} & a_{1} \\ & b_{1} \end{aligned}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & a_{1}- \\ & b_{1} b_{2} \end{aligned}$ |  |  | $\begin{aligned} & a_{1} a_{2} \\ & b_{1}- \\ & \hline \end{aligned}$ |  |  | $\begin{aligned} & a_{1} a_{2} \\ & b_{1} b_{2} \\ & \hline \end{aligned}$ |  |  |
| $\begin{aligned} & a_{1}-- \\ & b_{1} b_{2} b_{3} \end{aligned}$ | $\begin{aligned} & a_{1}-a_{2} \\ & b_{1} b_{2}- \end{aligned}$ | $\begin{aligned} & a_{1}-a_{2} \\ & b_{1} b_{2} b_{3} \end{aligned}$ | $\begin{aligned} & a_{1} a_{2}- \\ & b_{1}-b_{2} \end{aligned}$ | $\begin{aligned} & a_{1} a_{2} a_{3} \\ & b_{1}-- \end{aligned}$ | $\begin{aligned} & a_{1} a_{2} a_{3} \\ & b_{1}-b_{2} \end{aligned}$ | $\begin{aligned} & a_{1} a_{2}- \\ & b_{1} b_{2} b_{3} \end{aligned}$ | $\begin{aligned} & a_{1} a_{2} a_{3} \\ & b_{1} b_{2}- \end{aligned}$ | $\begin{aligned} & a_{1} a_{2} a_{3} \\ & b_{1} b_{2} b_{3} \end{aligned}$ |

### 1.4.1 'All the alignments' algorithm

Let us consider two amino acids sequences: peptide $A=\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}$ and peptide $B=$ $\left\{b_{1}, b_{2}, \ldots, b_{m}\right\}$, where $k$ and $m$ are two integers, in general not equal. If we assume that amino acids are numerated from the N -terminal end, and we start the alignment from the N -terminus, then for the
first column we have three possible choices: we can align a gap for sequence $A$ with amino acid $b_{1}$ for the other one $\left(-, b_{1}\right)$; we can introduce amino acid $a_{1}$ for sequence $A$ and a gap for sequence $B$ ( $a_{1},-$ ); we can as the last choice align $a_{1}$ with $b_{1}\left(a_{1}, b_{1}\right)$. The alignment of two gaps doesn't have sense, and it is thus not contemplated. In each of these alignments, we have three choices for the second column. If we consider first alignment, we can add the column $\left(-, b_{2}\right)$, the column ( $a_{1},-$ ) or the column $\left(a_{1}, b_{2}\right)$. And so forth. This alignment building goes on until all amino acids from the two sequences have been used. In Table 2 you can see the nine alignments generated for the first column $\left(-, b_{1}\right)$, after three steps of the algorithm. In Table 3 you have the first three steps of the alignment building for the first column ( $a_{1},-$ ). In Table 4 you have the development when the first column is $\left(a_{1}, b_{1}\right)$. As you can see, if we have $n_{i}$ alignments in step $i^{\text {th }}$, the algorithm will generate $3 n_{i}$ alignments in step $i+1^{\text {th }}$. The two longest alignments have $k+m$ elements, and are indicated in Table 5. They have the same score, and have to be considered equivalent.

Table 5. The two longest alignment generated by the algorithm. They both have $k+m$ columns.

| Sequence $A$ | $--\quad-a_{1} a_{2} \quad a_{k}$ |
| :---: | :---: |
| Sequence $B$ | $b_{1} b_{1} \cdots b_{m}$ |
| Sequence $A$ | $a_{1} a_{2} \quad a_{k}$ |
| Sequence $B$ | $-\cdots-b_{1} b_{1} \cdots b_{m}$ |

Figure 1. Arrows indicate all the possible paths from the $N$-terminal of both peptides, to the $C$-terminals. In red one of those paths.


Another way to visualize this algorithm is through the matrix in Figure 1 where all possible alignments are reported for a sequence $A$ of 5 amino acids and a sequence $B$ of 4 amino acids. It is how to read that matrix:

- each step of the algorithm is represented by an arrow;
- each diagonal arrow represents a step in which a column with amino acids in both sequences are added;
- each vertical arrow represents a step in which a gap is added for sequence $A$;
- each horizontal arrow represents a step in which a gap is added for sequence $B$;
- each element of the matrix (node) represent a column of the alignment;
- element $i, j$ represent a column where $b_{i}$ and $a_{j}$ are present if you arrive to this node through a diagonal arrow; if you arrive through a vertical arrow there is a gap instead of $a_{j}$, whereas if you arrive through a horizontal one, a gap instead of $b_{i}$ will be present.

Red arrows in Figure 1 represent one of the possible alignment. This alignment is the following one:

| - | $a_{1}$ | - | $a_{2}$ | $a_{3}$ | $a_{4}$ | $a_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $b_{1}$ | - | $b_{2}$ | $b_{3}$ | - | - | $b_{4}$ |

### 1.4.2 Needleman-Wunsch algorithm

Let us consider two amino acids sequences: peptide $A=\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}$ and peptide $B=$ $\left\{b_{1}, b_{2}, \ldots, b_{m}\right\}$, where $k$ and $m$ are two integers in general not equal. We display all the possible pairs $b_{i} a_{j}$ in a matrix with $m$ rows and $k$ columns. This array was called MAT by Needleman and Wunsch, and in Table 6 we present this array for the example from the original work by Needleman and Wunsch (Needleman, et al., 1970) $\uparrow$. The value for the element $\operatorname{MAT}(i, j)$ is the element $(i, j)$ of the simplest substitution matrix, the identity matrix. In other words, we have $\operatorname{MAT}(i, j)=1$ if $b_{i}=a_{j}$ and $\operatorname{MAT}(i, j)=1$ if $b_{i} \neq a_{j}$.

Table 6. Array MAT for the example of the original paper of 1970, by Needleman and Wunsch. We have a value of one for a match and a value zero for a mismatch. Zeros have not been reported. In orange you can see one possible path, which represent a possible alignment between peptides $A$ and $B$.

|  | A | B | C | N | J | R | O | C | L | C | R | P |  |  | Seq. A |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| J |  |  |  |  | 1 |  |  |  |  |  |  |  |  |  |  |
| C |  |  | 1 |  |  |  |  | 1 |  | 1 |  |  |  |  |  |
| J |  |  |  |  | 1 |  |  |  |  |  |  |  |  |  |  |
| N |  |  |  | 1 |  |  |  |  |  |  |  |  |  |  |  |
| R | $\leftarrow$ |  |  |  |  | 1 |  |  |  |  | 1 |  |  |  | 1 for match |
| C |  |  | 1 |  |  |  |  | 1 |  | 1 |  |  |  |  |  |
| K |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| C |  |  |  |  |  |  |  | 1 |  | 1 |  |  |  |  |  |
| R |  |  |  |  |  | 1 |  |  |  |  | 1 |  |  |  | or mismatch |
| B |  | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| P |  |  |  |  |  |  |  |  |  |  |  | 1 |  |  |  |

Any possible alignment is a series of elements of array MAT, which we will refer to as $A / B=$ $\{\operatorname{MAT}(a, b), \ldots, \operatorname{MAT}(i, j), \ldots, \operatorname{MAT}(y, z)\}$ (being faithful to the notation of the original paper), where the following requirements have to be fulfilled:

1) $a \geq 1$ AND $b \geq 1$;
2) $a=1$ OR $b=1$;
3) $y \leq m$ AND $x \leq k$;
4) if $\operatorname{MAT}(h, n) \in A / B$ and $\operatorname{MAT}(h, n) \neq \operatorname{MAT}(i, j)$ then $h<i$ and $n<j$ or $h>i$ and $n>j$;
5) both $i$ and $j$ must increase in value, with one of them that increases by one, and the other that increases by one or more.

Requirement number 2 means that the first element of the alignment must belong to row one OR to column one (OR as a logic operator!). Such an alignment is called a necessary alignment. Any alignment which doesn't fulfill requirement number 3, represent a permutation of two amino acids in one or both peptides. When an index increases of two, we have a gap: if it is $i$, then the gap is in sequence $A$; if it is in $j$, the gap is in sequence $B$. In Table 2 you have a possible alignment in yellow. This alignment is the following one:

| Seq <br> A | A | B | C | - | N | J | - | R | O | - | L | - | C | R | P | M |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq <br> B | A | J | C | J | N | R | C | K | C | C | R | B | P | - | - | - |
| Score | 1 | 0 | 1 | $-p$ | 1 | 0 | $-p$ | 0 | 0 | -p | 0 | -p | 0 | -p | -p | p |

In Table 7 you can see in green all the possible steps that can be moved from element $C-C$. If we move on the principal diagonal, to element $J-N$, we have a column with no gap. If we move to one of the element of the green row, we will add one or more gaps to the sequence $B$; one gap if we move to $J-J$, two if we move to $J-R$, and so on. If we move to one of the elements of the green columns, we will add one or more gaps to sequence $A$; for instance, we will add Two gaps if we move to $C-N$.

Table 7. Array MAT for the example of the original paper of 1970, by Needleman and Wunsch. In orange the first three columns of one of the possible alignments. In green you have all the possible steps that can be moved from element $C$ - $C$. If we move from $C$ - $C$ to $J-N$ we will have no gap; if we move to element $J-J$ we will have a gap in sequence $B$. If we move to element $C$ - $N$, we will have two gaps in sequence $A$. And so on.


An alignment can thus be seen as a pathway through the elements of array MAT. The diagonal pathway corresponds to an alignment without gaps. This kind of alignment is possible only if $k=m$. Otherwise we will always have gaps, even if only at the end of the alignment, or at the beginning. To give a score to an alignment, we follow those rules:

1) we add 1 for each match;
2) we add 0 for each mismatch;
$3)$ we subtract a penalty for each gap.

Table 8. Building of the last two rows of the trace back matrix. In yellow we have the element on which we are operating, in green those elements between which we have to calculate the maximum value.

|  | A | B | C | N | J | R | O | C | L | C | R | P | M |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 1 |  |  |  |  |  |  |  |  |  |  |  |  |
| J |  |  |  |  | 1 |  |  |  |  |  |  |  |  |
| C |  |  | 1 |  |  |  |  | 1 |  | 1 |  |  |  |
| J |  |  |  |  | 1 |  |  |  |  |  |  |  |  |
| N |  |  |  | 1 |  |  |  |  |  |  |  |  |  |
| R |  |  |  |  |  | 1 |  |  |  |  | 1 |  |  |
| C |  |  | 1 |  |  |  |  | 1 |  | 1 |  |  |  |
| K |  |  |  |  |  |  |  |  |  |  |  |  |  |
| C |  |  | 1 |  |  |  |  | 1 |  | 1 |  |  |  |
| R |  |  |  |  |  | 1 |  |  |  |  | 1 |  |  |
| B |  | 1 |  |  |  |  |  |  |  |  | 1 | 0 | 0 |
| P | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |

Table 9. Building of the fourth last row of the trace back matrix. In yellow we have the element on which we are operating, in green those elements between which we have to calculate the maximum value. The last three rows have been already filled with their values.

|  | A | B | C | N | J | R | O | C | L | C | R | P | M |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 1 |  |  |  |  |  |  |  |  |  |  |  |  |
| J |  |  |  |  | 1 |  |  |  |  |  |  |  |  |
| C |  |  | 1 |  |  |  |  | 1 |  | 1 |  |  |  |
| J |  |  |  |  | 1 |  |  |  |  |  |  |  |  |
| N |  |  |  | 1 |  |  |  |  |  |  |  |  |  |
| R |  |  |  |  |  | 1 |  |  |  |  | 1 |  |  |
| C |  |  | 1 |  |  |  |  | 1 |  | 1 |  |  |  |
| K |  |  |  |  |  |  |  |  |  |  |  |  |  |
| C |  |  | 1 |  |  |  |  | 1 | 2 | 3 | 1 | 0 | 0 |
| R | 2 | 1 | 1 | 1 | 1 | 2 | 1 | 1 | 1 | 1 | 2 | 0 | 0 |
| B | 1 | 2 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 |
| P | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |

Penalties have to be defined. They could be a function of the number of gaps, for instance. Score matrices other than the identity matrix can be used. The alignment given by this algorithm as the answer to the query, is the one with the highest score. Let's see now how to define this (or those) alignment, the so-called maximum-match pathway, in case of a gap penalties of zero. The idea is to build a second matrix from the array $M A T$ according to the following procedure:

1) For each cell $\operatorname{MAT}(m-1, j)$, we define the maximum value from those of elements which can be reached from that cell, i.e. $\operatorname{MAT}(m, l)$ where $l$ goes from $j+l$ to $k$. Then we add this
value to the value in cell $\operatorname{MAT}(m-1, j)$ and put this in the position $(m-1, j)$ of a new array, or write over matrix MAT. The new array is sometime called trace back matrix. In Table 4 we are evaluating the value to assign to element $\operatorname{MAT}(11,10)$ (in yellow) while in green you can see the elements between which we have to calculate the maximum value to add to the value of $\operatorname{MAT}(11,10)$, that in this case is zero.
2) For each cell $\operatorname{MAT}(m-2, j)$, we operate as above, but in this case, we have to calculate the maximum value between elements $\operatorname{MAT}(g, l)$, where $g$ goes from $m-1$ to $m$ and $l$ goes from $j+l$ to $k$.
3) We repeat this algorithm for the remaining $m-2$ rows of array MAT. In Table 9and Table 10 you can see two further steps towards the building of trace back matrix.
4) Starting from the cell with the highest value in row $m$, we move to the cell with the highest value, which can be reached according to the rules discussed above. In this way, we obtain one or more alignment with the highest score. In Table 11 the complete trace back matrix with the two maximum match pathways.

Table 10. Building of the fifth last row of the trace back matrix. In yellow we have the element on which we are operating, in green those elements between which we have to calculate the maximum value. The last four rows have been already filled with their values.

|  | A | B | C | N | J | R | O | C | L | C | R | P | M |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 1 |  |  |  |  |  |  |  |  |  |  |  |  |
| J |  |  |  |  | 1 |  |  |  |  |  |  |  |  |
| C |  |  | 1 |  |  |  |  | 1 |  | 1 |  |  |  |
| J |  |  |  |  | 1 |  |  |  |  |  |  |  |  |
| N |  |  |  | 1 |  |  |  |  |  |  |  |  |  |
| R |  |  |  |  |  | 1 |  |  |  |  | 1 |  |  |
| C |  |  | 1 |  |  |  |  | 1 |  | 1 |  |  |  |
| K |  |  |  |  |  |  |  |  | 3 | 2 | 1 | 0 | 0 |
| C | 2 | 2 | 3 | 2 | 2 | 2 | 2 | 3 | 2 | 3 | 1 | 0 | 0 |
| R | 2 | 1 | 1 | 1 | 1 | 2 | 1 | 1 | 1 | 1 | 2 | 0 | 0 |
| B | 1 | 2 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 |
| P | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |

If we indicate with $S(i, j)$ the value of trace back matrix at position $i-j$ and with $s(i, j)$ the score for the pair of amino acids $i, j$, then trace back matrix building algorithm described above can be put in a formal expression as follows:

Eq. 8

$$
S(i, j)=s(i, j)+\max \{S(i+1, j+1) ; \alpha(i, j) ; \beta(i, j)\}
$$

where

Eq. 9

$$
\left\{\begin{array}{l}
\alpha(i, j)=\max \{S(i+1, l): l=j+2, j+3, \ldots, m\} \\
\beta(i, j)=\max \{S(g, j+1): g=i+2, i+3, \ldots, k\}
\end{array}\right.
$$

If we introduce gap penalties, the structure of the algorithm is the same as in Eq. 8, but $\alpha(i, j)$ and $\beta(i, j)$ have to be written in order to take in count also gap penalties, as follow:

Eq. 10

$$
\left\{\begin{array}{l}
\alpha(i, j)=\max \{S(i+1, l)-w(l-j-1): l=j+2, j+3, \ldots, m\} \\
\beta(i, j)=\max \{S(g, j+1)-w(g-i-1): g=i+2, i+3, \ldots, k\}
\end{array}\right.
$$

where $w$ is a positive number which is a function of the length of the deletion. In Eq. 8, Eq. 9 and Eq. 10 we have used a notation introduced by Smith and Waterman (Smith, et al., 1981) 1.

Table 11. The complete trace back matrix from the example by Needleman and Wunsch in their original paper. In orange the maximum match pathway.

|  | A | B | C | N | J | R | O | C | L | C | R | P | M |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 8 | 7 | 6 | 6 | 5 | 4 | 4 | 3 | 3 | 2 | 1 | 0 | 0 |
| J | 7 | 7 | 6 | 6 | 6 | 4 | 4 | 3 | 3 | 2 | 1 | 0 | 0 |
| C | 6 | 6 | 7 | 6 | 5 | 4 | 4 | 4 | 3 | 3 | 1 | 0 | 0 |
| J | 6 | 6 | 6 | 5 | 6 | 4 | 4 | 3 | 3 | 2 | 1 | 0 | 0 |
| N | 5 | 5 | 5 | 6 | 5 | 4 | 4 | 3 | 3 | 2 | 1 | 0 | 0 |
| R | 4 | 4 | 4 | 3 | 4 | 5 | 4 | 3 | 3 | 2 | 2 | 0 | 0 |
| C | 3 | 3 | 4 | 3 | 3 | 3 | 3 | 4 | 3 | 3 | 1 | 0 | 0 |
| K | 3 | 3 | 3 | 3 | 3 | 3 | 3 | 3 | 3 | 2 | 1 | 0 | 0 |
| C | 2 | 2 | 3 | 2 | 2 | 2 | 2 | 3 | 2 | 3 | 1 | 0 | 0 |
| R | 2 | 1 | 1 | 1 | 1 | 2 | 1 | 1 | 1 | 1 | 2 | 0 | 0 |
| B | 1 | 2 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 |
| P | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |

Table 12. Results for the alignment between human beta hemoglobin and whale myoglobin from Needleman and Wunsch original work. In red I have highlighted a variable settings in which a gap penalty of 1.03 has been set and a score of 0.67 and of 0.33 for type two and type one pairs, respectively.

## $\beta$-Hemoglobin-myoglobin maximum matches

| Variable set | Match values for pair types |  | Penalt ${ }^{\text {P }}$ | Maximum-match value sum |  | $s$ | Real I | Minimum deletions <br> Real <br> Random $\dagger$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 1 |  | Real | Random $\dagger$ |  |  |  |  |
| 1 | 0 | 0 | 0 | 63.00 | 5.560 | 1-80 | 4-11 | 3.5 | 36.2 |
| 2 | 0 | 0 | 1.00 | 38.00 | 2 T -50 | $\underline{2.09}$ | 4-88 | 4 | 5.5 |
| 3 | 0.67 | 0.33 | 0 | 97.00 | 91-47 | 1-5\% | 3.57 | 1s | $24 \cdot 3$ |
| 4 | 0.67 | 0.33 | 1.03 | S9.63 | 80.25 | 1-11 | 8.46 | 1 | $3 \cdot 6$ |
| 5 | 0.25 | 0.05 | 0 | 71.55 | 64.78 | 1-39 | 4.27 | 46 | $45 \cdot 0$ |
| 6 | 0.25 | 0.05 | 1-03 | 51.95 | 40.54 | 1.46 | -8.80 | 3 | 7.5 |
| 7 | 0.25 | 0.05 | 25 | 47.30 | 33-80 | 1.52 | 8.87 | 0 | 0 |

Needleman and Wunsch wrote a code in FORTRAN for the CDC3400 computer, which used this algorithm on two pairs of homologous sequences: the first pair was whale myoglobin and human $\beta$ hemoglobin, the second was bovine pancreatic ribonuclease and hen's egg lysozyme. The operated with different settings, changing the penalty value for gaps from 0 to 25 , and using different score matrices. In particular, although the score for a match was always one, and the score for a mismatch was always 0 , the scores for pairs with two identical bases (type two) and for those with only one identical base (type one) were changed from one execution to the other. For example, in their fourth
variable setting the used a penalty gap of 1.03 , a score of 0.67 for type 2 pairs and a score of 0.33 for type 1 pairs (Table 2).
If we start from the first row instead of the last one, we can write the algorithm in Eq. 8, Eq. 9, Eq. 10 as follows:

Eq. $11 \quad S(i, j)=s(i, j)+\max \{S(i-1, j-1) ; \alpha(i, j) ; \beta(i, j)\}$
where

Eq. 12

$$
\left\{\begin{array}{l}
\alpha(i, j)=\max \{S(i-1, l)-w(j-1-l): l=j-2, j-3, \ldots, 1\} \\
\beta(i, j)=\max \{S(g, j-1)-w(i-1-g): g=i-2, i-3, \ldots, 1\}
\end{array}\right.
$$

with $S(0,0)=0, S(0, j)=-w(j)$ and $S(i, 0)=-w(i)$.

### 1.4.3 Needleman-Wunsch: a personal view

I will now propose a personal and an easier to implement view of the Needleman-Wunsch algorithm. We will use $\operatorname{MAT}(i, j)$ for the generic element of MAT matrix, and $T B M(i, j)$ for the generic element of Trace Back Matrix. Keeping in mind Figure 1 and nomenclature introduced in paragraph 0, we have that $T B M$ has $k+1$ rows and $m+1$ columns, as $M A T$ does. We define the first row and the first column of TBM as follows:

Eq. 13

$$
\left\{\begin{array}{l}
\operatorname{TBM}(0,0)=0 \\
\operatorname{TBM}(0, j)=-w(j) \\
\operatorname{TBM}(i, 0)=-w(i)
\end{array}\right.
$$

For the other $k \times m$ elements of $M A T$ we have
Eq. $14\left\{\begin{aligned} \text { TBM }(i+1, j+1) & =\max \{T B M(i, j)+M A T(i+1, j+1) ; \alpha(i+1, j+1) ; \beta(i+1, j+1)\} \\ \alpha(i+1, j+1) & =\max \{T B M(i+1 ; l)-w(j+1-l): l=0,1, \ldots, j\} \\ \beta(i+1, j+1) & =\max \{T B M(g ; j+1)-w(i+1-g): g=0,1, \ldots, i\}\end{aligned}\right.$
It is also necessary to define first row and first column of MAT as follows:

Eq. 15

$$
\left\{\begin{array}{l}
\operatorname{MAT}(0, j)=0, \quad j=0,1,2, \ldots, k \\
\operatorname{MAT}(i, 0)=0, \quad i=1,2, \ldots, m
\end{array}\right.
$$

### 1.4.4 Global alignment: an example

In paragraph 1.4.2, we have calculated the best alignments between two sequences, if the score matrix is 1 for match and -1 for mismatch, and if we have no penalty gap (Table 11). This example has been taken from the original paper by Needleman and Wunsch (Needleman, et al., 1970) $\uparrow$. Let's now consider the introduction of a penalty gap of 2 and two shorter sequences, example from (Ewens, et al., 2005). Consider the two sequences in Table 13, where their matrix MAT for a scoring matrix given by identity matrix is also reported. The adaptation of the algorithm in Eq. 13, Eq. 14 and Eq. 15 gives

Eq. 16

$$
\left\{\begin{aligned}
T B M(i+1, j+1) & =\max \{T B M(i, j)+M A T(i+1, j+1) ; \alpha(i+1, j+1) ; \beta(i+1, j+1)\} \\
\alpha(i+1, j+1) & =\max \{T B M(i+1 ; l)-2(j+1-l): l=0,1, \ldots, j\} \\
\beta(i+1, j+1) & =\max \{T B M(g ; j+1)-2(i+1-g): g=0,1, \ldots, i\}
\end{aligned}\right.
$$

For the first row we have $\operatorname{TBM}(0, \mathrm{j})=-2 \cdot j$; for the first column we have $T B M(i, 0)=-2 \cdot i$. For the second row ( $i=1$ ) we have:

```
\(\alpha(1,1)=\max \{\operatorname{TBM}(1,0)-2\}=-4\)
\(\beta(1,1)=\max \{\operatorname{TBM}(0,1)-2\}=-4\)
\(\operatorname{TBM}(1,1)=\max \{T B M(0,0)+\operatorname{MAT}(1,1), \alpha(1,1), \beta(1,1)\}=\max \{-1,-4,-4\}=-1\)
from \(\operatorname{TBM}(0,0)\)
```

$\alpha(1,2)=\max \{\operatorname{TBM}(1,0)-4, \operatorname{TBM}(1,1)-2\}=\max \{-6,-3\}=-3$
$\beta(1,2)=\max \{T B M(0,2)-2\}=-6$
$\operatorname{TBM}(1,2)=\max \{\operatorname{TBM}(0,1)+\operatorname{MAT}(1,2), \alpha(1,2), \beta(1,2)\}=\max \{-3,-3,-6\}=-3$
from $\operatorname{TBM}(0,1)$ and from $\operatorname{TBM}(1,1)$
$\alpha(1,3)=\max \{\operatorname{TBM}(1,0)-6, \operatorname{TBM}(1,1)-4, \operatorname{TBM}(1,2)-2\}=\max \{-8,-5,-5\}=-5$
$\beta(1,3)=\max \{\operatorname{TBM}(0,3)-2\}=-8$
$\operatorname{TBM}(1,3)=\max \{T B M(0,2)+\operatorname{MAT}(1,3), \alpha(1,3), \beta(1,3)\}=\max \{-5,-5,-8\}=-5$
from $\operatorname{TBM}(0,2), \operatorname{TBM}(1,1), \operatorname{TBM}(1,2)$

```
\alpha(1,4) = max{TBM(1,0) - 8, TBM (1,1) - 6, TBM (1,2) - 4, TBM (1,3) - 2} = max{-10, -7, -7, -7} = -7
\beta(1,4)= max{TBM}(0,4)-2}=-1
TBM(1,4)=max{TBM(0,3)+MAT(1,4),\alpha(1,3),\beta(1,3)}=\operatorname{max}{-7,-7,-10}=-7
from TBM(1,1), TBM(1,2),TBM(1,3),TBM(0,3)
```

For row $i=2$ we have what follows:

```
\(\alpha(2,1)=\max \{\mathrm{TBM}(2,0)-2\}=-6\)
\(\beta(2,1)=\max \{\operatorname{TBM}(0,1)-4, \operatorname{TBM}(1,1)-2\}=\max \{-6,-3\}=-3\)
\(\operatorname{TBM}(2,1)=\max \{T B M(1,0)+\operatorname{MAT}(2,1), \alpha(1,1), \beta(1,1)\}=\max \{-3,-6,-3\}=-3\)
from \(\operatorname{TBM}(1,1), \operatorname{TBM}(1,0)\)
```

$\alpha(2,2)=\max \{\operatorname{TBM}(2,0)-4, \operatorname{TBM}(2,1)-2\}=\max \{-8,-5\}=-5$
$\beta(2,2)=\max \{\operatorname{TBM}(0,2)-4, \operatorname{TBM}(1,2)-2\}=\max \{-8,-5\}=-5$
$\operatorname{TBM}(2,2)=\max \{T B M(1,1)+\operatorname{MAT}(2,2), \alpha(1,1), \beta(1,1)\}=\max \{0,-5,-5\}=0$
from $\operatorname{TBM}(1,1)$
$\alpha(2,3)=\max \{\operatorname{TBM}(2,0)-6, \operatorname{TBM}(2,1)-4, \operatorname{TBM}(2,2)-2\}=\max \{-10,-7,-2\}=-2$
$\beta(2,3)=\max \{\operatorname{TBM}(0,3)-4, \operatorname{TBM}(1,3)-2\}=\max \{-10,-7\}=-7$
$\operatorname{TBM}(2,3)=\max \{T B M(1,2)+\operatorname{MAT}(2,3), \alpha(2,3), \beta(2,3)\}=\max \{-4,-2,-7\}=-2$
from $\operatorname{TBM}(2,2)$
$\alpha(2,4)=\max \{\operatorname{TBM}(2,0)-8, \operatorname{TBM}(2,1)-6, \operatorname{TBM}(2,2)-4, \operatorname{TBM}(2,3)-2\}=\max \{-12,-9,-4,-4\}=-4$
$\beta(2,4)=\max \{\operatorname{TBM}(0,4)-4, \operatorname{TBM}(1,4)-2\}=\max \{-12,-9\}=-9$
$\operatorname{TBM}(2,4)=\max \{\operatorname{TBM}(1,3)+\operatorname{MAT}(2,4), \alpha(1,3), \beta(1,3)\}=\max \{-6,-4,-9\}=-4$
from $\operatorname{TBM}(2,2)$, TBM $(2,3)$

For row $i=3$ we have what follows:

```
\alpha(3,1) = max{TBM(3,0)-2}=-8
\beta(3,1)= max{TBM(0,1)-6,TBM(1,1) -4,TBM(2,1) - 2} = max{-8, -5,-5} = -5
TBM(3,1)= max{TBM(2,0) + MAT(3,1),\alpha(1,1),\beta(1,1)}=\operatorname{max}{-5,-8,-5}=-5
from TBM(1,1), TBM(2,1),TBM(2,0)
\alpha(3,2) = max{TBM(3,0) -4, TBM (3,1)-2} = max{-10,-7} = -7
\beta(3,2)= max{TBM(0,2)-6,TBM(1,2) - 4, TBM (2,2) - 2,} = max{-10,-7,-2} = -2
TBM(3,2)=max{TBM(2,1)+MAT(3,2),\alpha(1,1),\beta(1,1)}= max{-2,-7,-2}=-2
from TBM(2,2), TBM(2,1)
```

```
\alpha(3,3) = max{TBM(3,0) - 6, TBM(3,1) - 4, TBM (3,2) - 2} = max{-12, -9, -4} = -4
\beta(3,3)=max{TBM(0,3) - 6,TBM(1,3) - 4,TBM (2,3) - 2} = max{-12, -9, -4} = -4
TBM(3,3)=max{TBM(2,2)+MAT(3,3),\alpha(3,3),\beta(3,3)}= max{-1,-4,-4}=-1
from TBM(2,2)
\alpha(3,4) = max{TBM(3,0) - 8, TBM (3,1) - 6, TBM (3,2) - 4, TBM (3,3) - 2} = max{-14, -11, -6, -3} = -3
\beta(3,4)= max{TBM(0,4) - 6, TBM (1,4) -4,TBM (2,4)-2} = max{-14,-11,-6} = -6
TBM (3,4) = max{TBM (2,3) + MAT(3,4),\alpha(3,4), \beta(3,4)} = max{-3,-3,-6} = -3
from TBM(3,3), TBM(2,3)
```

For row $i=4$ we have what follows:

```
\(\alpha(4,1)=\max \{T B M(4,0)-2\}=-10\)
\(\beta(4,1)=\max \{\operatorname{TBM}(0,1)-8, \operatorname{TBM}(1,1)-6, \operatorname{TBM}(2,1)-4, \operatorname{TBM}(3,1)-2\}=\max \{-10,-7,-7,-7\}=-7\)
\(\operatorname{TBM}(4,1)=\max \{T B M(3,0)+\operatorname{MAT}(4,1), \alpha(4,1), \beta(4,1)\}=\max \{-7,-10,-7\}=-7\)
from TBM \((1,1), \operatorname{TBM}(2,1), \operatorname{TBM}(3,1), T B M(3,0)\)
```

$\alpha(4,2)=\max \{\operatorname{TBM}(4,0)-4, \operatorname{TBM}(4,1)-2\}=\max \{-12,-9\}=-9$
$\beta(4,2)=\max \{\operatorname{TBM}(0,2)-8, \operatorname{TBM}(1,2)-6, \operatorname{TBM}(2,2)-4, \operatorname{TBM}(3,2)-2\}=\max \{-14,-11,-6,-3\}=-3$
$\operatorname{TBM}(4,2)=\max \{T B M(3,2)+\operatorname{MAT}(4,3), \alpha(4,2), \beta(4,2)\}=\max \{-1,-9,-3\}=-1$
from $\operatorname{TBM}(3,2)$
$\alpha(4,3)=\max \{\operatorname{TBM}(4,0)-6, \operatorname{TBM}(4,1)-4, \operatorname{TBM}(4,2)-2\}=\max \{-14,-11,-6\}=-6$
$\beta(4,3)=\max \{\operatorname{TBM}(0,3)-8, \operatorname{TBM}(1,3)-6, \operatorname{TBM}(2,3)-4,, \operatorname{TBM}(3,3)-2\}=\max \{-12,-9,-4\}=-4$
$\operatorname{TBM}(3,3)=\max \{\operatorname{TBM}(2,2)+\operatorname{MAT}(3,3), \alpha(4,3), \beta(4,3)\}=\max \{-1,-4,-4\}=-1$
from $\operatorname{TBM}(2,2)$
$\alpha(4,4)=\max \{\operatorname{TBM}(4,0)-8, \operatorname{TBM}(4,1)-6, \operatorname{TBM}(4,2)-4, \operatorname{TBM}(4,3)-2\}=\max \{-16,-13,-8,-3\}=-3$
$\beta(4,4)=\max \{\operatorname{TBM}(0,4)-8, \operatorname{TBM}(1,4)-6, \operatorname{TBM}(2,4)-4, \operatorname{TBM}(3,4)-2\}=\max \{-16,-13,-8,-5\}=-5$
$\operatorname{TBM}(4,4)=\max \{T B M(3,3)+\operatorname{MAT}(4,4), \alpha(4,4), \beta(4,4)\}=\max \{0,-3,-5\}=0$
from $\operatorname{TBM}(3,3)$

For row $i=5$ we have what follows:

```
\(\alpha(5,1)=\max \{\operatorname{TBM}(5,0)-2\}=-12\)
\(\beta(5,1)=\max \{\operatorname{TBM}(0,1)-10, \operatorname{TBM}(1,1)-8, \operatorname{TBM}(2,1)-6, \operatorname{TBM}(3,1)-4, \operatorname{TBM}(4,1)-2\}=\max \{-12,-9,-9,-9,-9\}=-9\)
\(\operatorname{TBM}(5,1)=\max \{\operatorname{TBM}(4,0)+\operatorname{MAT}(5,1), \alpha(5,1), \beta(5,1)\}=\max \{-7,-12,-9\}=-7\)
from \(\operatorname{TBM}(4,0)\)
```

$\alpha(5,2)=\max \{\operatorname{TBM}(5,0)-4, \operatorname{TBM}(5,1)-2\}=\max \{-14,-9\}=-9$
$\beta(5,2)=\max \{\operatorname{TBM}(0,2)-10, \operatorname{TBM}(1,2)-8, \operatorname{TBM}(2,2)-6, \operatorname{TBM}(3,2)-4, \operatorname{TBM}(4,2)-2\}=\max \{-14,-11,-6,-6,-6\}=-6$
$\operatorname{TBM}(5,2)=\max \{\operatorname{TBM}(4,2)+\operatorname{MAT}(5,3), \alpha(5,2), \beta(5,2)\}=\max \{-8,-9,-6\}=-6$
from $\operatorname{TBM}(2,2), \operatorname{TBM}(3,2), \operatorname{TBM}(4,2)$
$\alpha(5,3)=\max \{\operatorname{TBM}(5,0)-6, \operatorname{TBM}(5,1)-4, \operatorname{TBM}(5,2)-2\}=\max \{-16,-11,-8\}=-8$
$\beta(5,3)=\max \{\operatorname{TBM}(0,3)-10, \operatorname{TBM}(1,3)-8, \operatorname{TBM}(2,3)-6, \operatorname{TBM}(3,3)-4, \operatorname{TBM}(4,3)-2\}=\max \{-16,-13,-8,-5,-3\}=-3$
$\operatorname{TBM}(5,3)=\max \{T B M(4,2)+\operatorname{MAT}(5,3), \alpha(5,3), \beta(5,3)\}=\max \{-5,-8,-3\}=-3$
from $\operatorname{TBM}(4,3)$
$\alpha(5,4)=\max \{\operatorname{TBM}(5,0)-8, \operatorname{TBM}(5,1)-6, \operatorname{TBM}(5,2)-4, \operatorname{TBM}(5,3)-2\}=\max \{-18,-13,-10,-5\}=-5$
$\beta(5,4)=\max \{\operatorname{TBM}(0,4)-10, \operatorname{TBM}(1,4)-8, \operatorname{TBM}(2,4)-6, \operatorname{TBM}(3,4)-4, \operatorname{TBM}(4,4)-2\}=\max \{-18,-15,-10,-7,-2\}=-2$
$\operatorname{TBM}(5,4)=\max \{T B M(4,3)+\operatorname{MAT}(5,4), \alpha(5,4), \beta(5,4)\}=\max \{-2,-5,-2\}=-2$
from $\operatorname{TBM}(4,3)$, $\operatorname{TBM}(4,4)$

For row $i=6$ we have what follows:
$\alpha(6,1)=\max \{\operatorname{TBM}(6,0)-2\}=-14$
$\beta(6,1)=\max \{\operatorname{TBM}(0,1)-12, \operatorname{TBM}(1,1)-10, \operatorname{TBM}(2,1)-8, \operatorname{TBM}(3,1)-6, \operatorname{TBM}(4,1)-4, \operatorname{TBM}(5,1)-2\}=$
$=\max \{-14,-11,-11,-11,-11,-9\}=-9$
$\operatorname{TBM}(6,1)=\max \{\operatorname{TBM}(5,0)+\operatorname{MAT}(6,1), \alpha(6,1), \beta(6,1)\}=\max \{-11,-14,-9\}=-9$
from $\operatorname{TBM}(5,1)$

```
\alpha(6,2) = max{TBM(6,0) - 4, TBM (6,1) - 2} = max{-16, -11} = -11
\beta(6,2) = max{TBM(0,2) - 12,TBM(1,2) - 10,TBM(2,2) - 8,TBM(3,2) - 6,TBM (4,2) - 4,TBM(5,2) - 2} =
= max{-16,-13,-8,-8,-8,-8} = -8
TBM(6,2) = max{TBM(5,1) + MAT(6,2),\alpha(6,2),\beta(6,2)}=\operatorname{max}{-8,-11,-8}=-8
from TBM(2,2),TBM(3,2), TBM(4,2),TBM}(5,2),TBM(5,1
```

$\alpha(6,3)=\max \{\operatorname{TBM}(6,0)-6, \operatorname{TBM}(6,1)-4, \operatorname{TBM}(6,2)-2\}=\max \{-18,-13,-10\}=-10$
$\beta(6,3)=\max \{\operatorname{TBM}(0,3)-12, \operatorname{TBM}(1,3)-10, \operatorname{TBM}(2,3)-8, \operatorname{TBM}(3,3)-6, \operatorname{TBM}(4,3)-4, \operatorname{TBM}(5,3)-2\}=$
$=\max \{-18,-15,-10,-7,-5,-5\}=-5$
$\operatorname{TBM}(6,3)=\max \{T B M(5,2)+\operatorname{MAT}(6,3), \alpha(6,3), \beta(6,3)\}=\max \{-5,-10,-5\}=-5$
from $\operatorname{TBM}(5,2), \operatorname{TBM}(4,3), \operatorname{TBM}(5,3)$
$\alpha(6,4)=\max \{\operatorname{TBM}(6,0)-8, \operatorname{TBM}(6,1)-6, \operatorname{TBM}(6,2)-4, \operatorname{TBM}(6,3)-2\}=\max \{-20,-15,-12,-7\}=-7$
$\beta(6,4)=\max \{\operatorname{TBM}(0,4)-12, \operatorname{TBM}(1,4)-10, \operatorname{TBM}(2,4)-8, \operatorname{TBM}(3,4)-6, \operatorname{TBM}(4,4)-4, \operatorname{TBM}(5,4)-2\}=$
$=\max \{-20,-17,-12,-11,-6,-4\}=-4$
$\operatorname{TBM}(6,4)=\max \{T B M(5,3)+\operatorname{MAT}(6,4), \alpha(6,4), \beta(6,4)\}=\max \{-2,-7,-4\}=-2$
from $\operatorname{TBM}(5,3)$

Table 13. Matrix MAT (on the left) for a scoring matrix given by identity matrix. Trace back matrix (TBM, on the right) for a score matrix given by 1 for match and -1 for mismatch, and a gap penalty of 2.

|  |  | 0 | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | - | C | A | T | T |  |
| 0 | - | 0 | 0 | 0 | 0 | 0 |
| 1 | G | 0 | -1 | -1 | -1 | -1 |
| 2 | A | 0 | -1 | 1 | -1 | -1 |
| 3 | A | 0 | -1 | 1 | -1 | -1 |
| 4 | T | 0 | -1 | -1 | 1 | 1 |
| 5 | C | 0 | 1 | -1 | -1 | -1 |
| 6 | T | 0 | -1 | -1 | 1 | 1 |


|  |  | 0 | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | - | C | A | T | T |
| 0 | - | 0 | -2 | -4 | -6 | -8 |
| 1 | G | -2 | -1 | -3 | -5 | -7 |
| 2 | A | -4 | -3 | 0 | -2 | -4 |
| 3 | A | -6 | -5 | -2 | -1 | -3 |
| 4 | T | -8 | -7 | -4 | -1 | 0 |
| 5 | C | -10 | -7 | -6 | -3 | -2 |
| 6 | T | -12 | -9 | -8 | -5 | -2 |

We have thus built the trace back matrix in Table 13 (on the right). In order to identify the best alignment (or the best ones), we have to keep memory of where each element of TBM comes from, as in Figure 2. Each alignment which ends in element $\operatorname{TBM}(6,4)$ has a score of -2 (which is the best score in this case). Each elements of the last column and of the last row of TBM represent the score of one or more best alignments, but only the element $\operatorname{TBM}(6,4)$ gives the real score, as for each other element of the last column we have to add the penalties due to the gaps needed to complete the alignment; the same is true for each other element of the last row. If you consider, for instance, the alignment in yellow in Figure 3, you have to add to the score -3, the penalties for the further three gaps you have to add in order to align the last 3 amino acids of sequence $B$. The alignment and its score is:

| Seq A | G | A | T | T | - | - | - |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | C | A | A | - | $T$ | $C$ | $T$ |
| Score | -1 | 1 | -1 | -2 | -2 | -2 | -2 |

Figure 2. Trace back matrix with registration of where each element comes from.


Figure 3. Trace back matrix with registration of where each element comes from, and with two best alignments highlighted.


If you consider alignment in blue, on the other hand, you have to add to the score -5 a penalty of -2 due to a further gap you have to align with the last amino acid of sequence A . The complete alignment and its score is

| Seq A | - | C | A | - | T | T |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | A | A | T | C | T | - |  |
| Score | -2 | -1 | -1 | -2 | 1 | -2 | -7 |

Thus, the complete score matrix is the one in Figure 4 where you can see alignments with the best score are those who end in element $\operatorname{TBM}(6,4)$, with a score of -2 , and they are three. The first one is highlighted in

Figure 4. Trace back matrix with registration of where each element comes from. Further elements have been added in order to take into account penalties due to gaps at the end of the alignments.


| 0 | 0 | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |


| Seq A | - | C | A | T | - | $T$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | G | A | A | T | C | T |
| Score | -2 | -1 | 1 | 1 | -2 | 1 |



| Seq A | C | A | - | T | - | T |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | G | A | A | T | C | T |
| Score | -1 | 1 | -2 | 1 | -2 | 1 |



| Seq A | C | - | A | T | - | T |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | G | A | A | T | C | T |
| Score | -1 | -2 | 1 | 1 | -2 | 1 |$-2{ }^{2}$

According to paragraph 1.3 the number of possible alignments for this example is
Eq. 17

$$
\eta(6,4) \geq\binom{ 10}{4}=\frac{14!}{6!4!}=5.045 .040
$$

Thus, it is very interesting the possibility to determine the best alignment with only $6 \cdot 4=24$ steps. This example gives a sense of the worth of dynamic programming.

### 1.4.5 Code in Octave for Needleman-Wunsch algorithm

The following code in Octave implements Neeelman-Wunsch algorithm as described in paragraph 1.4.3, with a score system that display 1 for a match and -1 for a mismatch. We also use a liner gap model, with a penalty of -2 for each gap, included gaps at the end of the alignment. The program runs on the same example solved by hand in paragraph 1.4.4.
As we are interested not only in the best score between two peptides, but also in the alignment which leads to the best score, this program introduce a second trace back matrix (called TBM_2) which keeps record of where each best score pair comes from. The flow diagram for the code is in Figure 8. It contains some mistakes regard to the search for best alignments which have end gaps. Those mistakes have been emended in the code.

Figure 8. Flow diagram for the code which runs Needleman-Wunsch algorithm with a linear gap penalty and a simple substitution matrix.








## Print ALIGN_2

The code in Octave which implement this flow diagram is the following one, while the execution of the program will be discussed in the paragraph which follows.

```
% file name = NeW_1.m
% date of creation=28/03/2016
clear
% We define length of sequence A and of sequence B, respectively
k=4;
m=6;
% We define the penalty for gap
d=2;
% We define amino acids for sequence A
A(1:k+1)= ['-' 'c' 'a' 't' 't'];
% We define amino acids for sequence B
B(1:m+1)= ['-' 'g' 'a' 'a' 't' 'c' 't'];
% We define elements of MAT, TBM and TBM_2 which are zero
MAT(1,1)=0;
MAT(1,2:k+1)=0;
MAT(2:m+1,1)=0;
TBM(1,1)=0;
% We define elements of TBM and TBM_2 which have no role in calculation
% with a formal value of }10
TBM(1,k+2)=100;
TBM(m+2,1)=100;
TBM(m+1,k+2)=100;
TBM(m+2,k+2)=100;
TBM(m+2,k+1)=100;
TBM_2(1,1:k+2,1:2)=100;
```

TBM_2(1:m+2,1,1:2)=100;
TBM_2 $(\mathrm{m}+1, \mathrm{k}+2,1: 2)=100$;
TBM_2 $(\mathrm{m}+2, \mathrm{k}+2,1: 2)=100 ;$
TBM_2 $(\mathrm{m}+2, \mathrm{k}+1,1: 2)=100$;
\% We define other elements of the first row and the first column of TBM
for $\mathrm{i}=2: 1: \mathrm{m}+1$
$\operatorname{TBM}(\mathrm{i}, 1)=-1^{*} \mathrm{~d}^{*}(\mathrm{i}-1)$;
for $\mathrm{j}=2: 1: \mathrm{k}+1$
$\operatorname{TBM}(1, j)=-1^{*} d^{*}(j-1)$;
if $(A(j)==B(i))$
$\operatorname{MAT}(\mathrm{i}, \mathrm{j})=1$;
else
$\operatorname{MAT}(\mathrm{i}, \mathrm{j})=-1$;
endif
endfor
endfor
\% We print array MAT on the screen
disp(MAT)
\% We define elements for TBM and TBM_2
for $\mathrm{i}=2: 1: \mathrm{m}+1$
for $j=2: 1: k+1$
for $\mathrm{l}=1: 1: \mathrm{j}-1$
$\mathrm{AL}(\mathrm{i}, \mathrm{l})=\mathrm{TBM}(\mathrm{i}, \mathrm{l})-\mathrm{d}^{*}(\mathrm{j}-\mathrm{l})$;
endfor
for $g=1: 1: i-1$
$B E(\mathrm{~g}, \mathrm{j})=\mathrm{TBM}(\mathrm{g}, \mathrm{j})-\mathrm{d} *(\mathrm{i}-\mathrm{g})$;
endfor
if $(\operatorname{TBM}(\mathrm{i}-1, \mathrm{j}-1)+\mathrm{MAT}(\mathrm{i}, \mathrm{j})>=\max ([\operatorname{AL}(\mathrm{i}, 1: \mathrm{j}-1) \max (\mathrm{BE}(1: \mathrm{i}-1, \mathrm{j}))]))$ $\operatorname{TBM}(\mathrm{i}, \mathrm{j})=\operatorname{TBM}(\mathrm{i}-1, \mathrm{j}-1)+\mathrm{MAT}(\mathrm{i}, \mathrm{j})$;
TBM_2(i,j,1)=i-1;
TBM_2 $(\mathrm{i}, \mathrm{j}, 2)=\mathrm{j}-1$;
else
for $\mathrm{l}=1: 1: \mathrm{j}-1$
if $(\operatorname{AL}(\mathrm{i}, \mathrm{l})>=\max ([\operatorname{AL}(\mathrm{i}, 1: \mathrm{j}-1) \max (\mathrm{BE}(1: \mathrm{i}-1, \mathrm{j}))]))$ $\operatorname{TBM}(\mathrm{i}, \mathrm{j})=\mathrm{AL}(\mathrm{i}, \mathrm{l})$; TBM_2 $(\mathrm{i}, \mathrm{j}, 1)=\mathrm{i}$; TBM_2(i,j,2)=l;
else
for $\mathrm{g}=1: 1: \mathrm{i}-1$
if $(\operatorname{BE}(\mathrm{g}, \mathrm{j})>=\max ([\operatorname{AL}(\mathrm{i}, 1: \mathrm{j}-1) \max (\mathrm{BE}(1: \mathrm{i}-1, \mathrm{j}))]))$
$\operatorname{TBM}(\mathrm{i}, \mathrm{j})=\mathrm{BE}(\mathrm{g}, \mathrm{j})$;
TBM_2(i,j,1)=g;
TBM_2(i,j,2)=j;
endif
endfor
endif
endfor
endif
endfor
endfor
\% We define elements for the last column of TBM and TBM_2
for $\mathrm{g}=2: 1: \mathrm{m}$
TBM $(\mathrm{g}, \mathrm{k}+2)=\operatorname{TBM}(\mathrm{g}, \mathrm{k}+1)-\left(\mathrm{d}^{*}(\mathrm{~m}+1-\mathrm{g})\right)$;
TBM_2 $(\mathrm{g}, \mathrm{k}+2,1)=\mathrm{g}$;
TBM_2 $(\mathrm{g}, \mathrm{k}+2,2)=\mathrm{k}+1$;
endfor
\% We define elements for the last row of TBM and TBM_2
for $\mathrm{l}=2: 1: \mathrm{k}$
$\operatorname{TBM}(\mathrm{m}+2, \mathrm{l})=\mathrm{TBM}(\mathrm{m}+1, \mathrm{l})-\left(\mathrm{d}^{*}(\mathrm{k}+1-\mathrm{l})\right)$;
TBM_2 $(\mathrm{m}+2, \mathrm{l}, 1)=\mathrm{m}+1$;

```
TBM_2(m+2,l,2)=l;
endfor
% We print arrays TBM and TBM_2
disp(TBM)
disp(TBM_2)
% We put into array ALIGN the sequence of elements of A and B
% which give the best alignment
% Here we start with the first row of ALIGN
%
%
control=0;
if ( TBM (m+1,k+1) >= max([max(TBM (m+2,2:k)) max(TBM(2:m,k+2))]) )
    ALIGN_a(1:2,1:1001)=0;
    ALIGN_a(1,1)= k+1;
    ALIGN_a(2,1)= m+1;
    best_score= TBM(m+1,k+1);
    control=1;
endif
if (control==1)
    % Now we define the following rows of ALIGN
for n=1:1:1000
    if (ALIGN_a (1,n)>1)
        if (ALIGN_a(2,n)>1)
            ALIGN_a(1,n+1)=TBM_2(ALIGN_a(2,n),ALIGN_a(1,n),2);
            ALIGN_a(2,n+1)=TBM_2(ALIGN_a(2,n),ALIGN_a(1,n),1);
        endif
    endif
endfor
% We search for the numebr of elements of ALIGN
n=1;
while (ALIGN_a(1,n)>1)
    n=n+1;
endwhile
n=n-1;
% We calculate the array ALIGN_a_2 which contains the alignment
ALIGN_a_2(1,1)=A(ALIGN_a(1,n));
ALIGN_a_2(2,1)=B(ALIGN_a(2,n));
for i=1:1:n-1
    if (ALIGN_a(1,n-i)==ALIGN_a(1,n-i+1))
        ALIGN_a_2(1,i+1)='-';
        ALIGN_a_2(2,i+1)=B(ALIGN_a(2,n-i));
    elseif (ALIGN_a(2,n-i)==ALIGN_a(2,n-i+1) )
        ALIGN_a_2(1,i+1)=A(ALIGN_a(1,n-i));
        ALIGN_a_2(2,i+1)='-';
        else
        ALIGN_a_2(1,i+1)=A(ALIGN_a(1,n-1));
        ALIGN_a_2(2,i+1)=B(ALIGN_a(2,n-i));
    endif
endfor
disp(" ")
disp("One of the possible alignments with the best score is:")
disp(" ")
disp(["seq. A: " ALIGN_a_2(1,1:n)])
disp(["seq. B: " ALIGN_a_2(2,1:n)])
disp(" ")
disp("The path through TBM, from the end to the beginning, is:")
disp(" ")
disp(ALIGN_a(1:2,1:n))
disp(" ")
% We print on the screen the best score
```

```
disp(" ")
disp('The best score for alignments is:')
disp(" ")
disp(best_score)
disp(" ")
endif
% We searh for another best alignment
%
%
control=0;
for g=2:1:m
    if ( TBM (g,k+2) >= max([TBM (m+1,k+1) max(TBM(m+2,2:k)) max(TBM(2:m,k+2))]) )
    ALIGN_b(1:1000,1:2)=0;
    ALIGN_b(1,1)= TBM_2(g,k+2,1);
    ALIGN_b(1,2)= TBM_2(g,k+2,2);
    best_score= TBM(g,k+2);
    control=1
    endif
endfor
if (control==1)
    % Now we define the following rows of ALIGN
for n=1:1:1000
    if (ALIGN_b(1,n)>1 )
        if (ALIGN_b(2,n)>1)
            ALIGN_b(1,n+1)=TBM_2(ALIGN_b(2,n),ALIGN_b(1,n),2);
            ALIGN_b(2,n+1)=TBM_2(ALIGN_b(2,n),ALIGN_b(1,n),1);
        endif
    endif
endfor
% We search for the numebr of elements of ALIGN
n=1;
while (ALIGN_b(1,n)>1)
n=n+1;
endwhile
n=n-1;
% We calculate the array ALIGN_a_2 which contains the alignment
ALIGN_b_2(1,1)=A(ALIGN_b(1,n));
ALIGN_b_2(2,1)=B(ALIGN_b(2,n));
for i=1:1:n-2
    if (ALIGN_b (1,n-i)==ALIGN_b}(1,n-i+1)
        ALIGN_b_2(1,i+1)='-';
        ALIGN_b_2(2,i+1)=B(ALIGN_b(2,n-i));
elseif (ALIGN_b(2,n-i)==ALIGN_b(2,n-i+1) )
        ALIGN_b_2(1,i+1)=A(ALIGN_b(1,n-i));
        ALIGN_b_2(2,i+1)='-';
    else
        ALIGN_b_2(1,i+1)=A(ALIGN_b(1,n-1));
        ALIGN_b_2(2,i+1)=B(ALIGN_b(2,n-i));
endif
endfor
for i=1:1:m-ALIGN_b(2,1)+1
    ALIGN_b_2(1,n+i-1)="-";
    ALIGN_b_2(2,n+i-1)=B(m+1-(m-ALIGN_b (2,1)+1)+i);
endfor
disp(" ")
disp("One of the possible alignments with the best score is:")
disp(" ")
disp(["seq. A: " ALIGN_b_2(1,1:n)])
disp(["seq. B: " ALIGN_b_2(2,1:n)])
disp(" ")
```

```
disp("The path through TBM, from the end to the beginning, is:")
disp(" ")
disp(ALIGN_b(1:2,1:n))
disp(" ")
% We print on the screen the best score
disp(" ")
disp('The best score for alignments is:')
disp(" ")
disp(best_score)
disp(" ")
endif
% We searh for another best alignment
%
%
control=0;
for l=2:1:k
if ( TBM (m+2,l)>= max([TBM (m+1,k+1) max(TBM (m+2,2:k)) max(TBM(2:m,k+2))]) )
    ALIGN_c(1:2,1:1001)=0;
    ALIGN_c(1,1)= TBM_2(m+2,l,2);
    ALIGN_c(2,1)= TBM_2(m+2,l,1);
    best_score= TBM(m+2,l);
    control=1;
    endif
endfor
if (control==1)
    % Now we define the following rows of ALIGN
for n=1:1:1000
    if (ALIGN_c(1,n)>1 )
        if (ALIGN_c(2,n)>1)
            ALIGN_c(1,n+1)=TBM_2(ALIGN_c(2,n),ALIGN_c(1,n),2);
            ALIGN_c(2,n+1)=TBM_2(ALIGN_c(2,n),ALIGN_c(1,n),1);
        endif
    endif
endfor
% We search for the numebr of elements of ALIGN
n=1;
while (ALIGN_c(1,n)>1)
    n=n+1;
endwhile
n=n-1;
% We calculate the array ALIGN_a_2 which contains the alignment
ALIGN_c_2(1,1)=A(ALIGN_c(1,n));
ALIGN_c_2(2,1)=B(ALIGN_c(2,n));
for i=1:1:n-2
    if (ALIGN_c(1,n-i)==ALIGN_c(1,n-i+1) )
        ALIGN_c_2(1,i+1)='-';
        ALIGN_c_2(2,i+1)=B(ALIGN_c(2,n-i));
    elseif (ALIGN_c(2,n-i)==ALIGN_c(2,n-i+1))
        ALIGN_c_2(1,i+1)=A(ALIGN_c(1,n-i));
        ALIGN_c_2(2,i+1)='-';
    else
        ALIGN_c_2(1,i+1)=A(ALIGN_c(1,n-1));
        ALIGN_c_2(2,i+1)=B(ALIGN_c(2,n-i));
    endif
endfor
for i=1:1:k-ALIGN_c(1,1)+1
    ALIGN_c_2(1,n+i-1)=A(k+1-(k-ALIGN_c(1,1)+1)+i);
    ALIGN_c_2(2,n+i-1)="-";
endfor
disp(" ")
```

```
disp("One of the possible alignments with the best score is:")
disp(" ")
disp(["seq. A: " ALIGN_c_2(1,1:n)])
disp(["seq. B: " ALIGN_c_2(2,1:n)])
disp(" ")
disp("The path through TBM, from the end to the beginning, is:")
disp(" ")
disp(ALIGN_c(1:2,1:n))
disp(" ")
% We print on the screen the best score
disp(" ")
disp('The best score for alignments is:')
disp(" ")
disp(best_score)
disp(" ")
endif
```

Figure 9. TBM_2 given by the code in Octave for the example in paragraph 1.4.4.

|  |  | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | - | C | A | T | T | - |
| 1 | - | - | - | - | - | - | - |
| 2 | G | - | $(1,1)$ | $(1,2)$ | $(1,3)$ | $(1,4)$ | $(2,5)$ |
| 3 | A | - | $(2,1)$ | $(2,2)$ | $(3,3)$ | $(3,4)$ | $(3,5)$ |
| 4 | A | - | $(3,1)$ | $(3,2)$ | $(3,3)$ | $(3,4)$ | $(4,5)$ |
| 5 | T | - | $(4,1)$ | $(4,3)$ | $(4,3)$ | $(4,4)$ | $(5,5)$ |
| 6 | C | - | $(5,1)$ | $(5,3)$ | $(5,4)$ | $(5,4)$ | $(6,5)$ |
| 7 | T | - | $(6,2)$ | $(6,2)$ | $(6,3)$ | $(6,4)$ | - |
| 8 | - | - | $(7,2)$ | $(7,3)$ | $(7,4)$ | - | - |

### 1.4.6 Execution of the code in Octave for Needleman-Wunsch algorithm

When the code in the previous paragraph runs on sequence $A=$ CATT and sequence $B=$ GAATCT, it gives as matrix MAT and TBM the ones calculated by hand and reported in Table 13, correctly. More exactly, the TBM given by the program is the extended version in Figure 4. But the program
gives also another matrix, the TBM_2, whose element $i, j$ gives one of the pairs from which pair $i, j$ comes from. It gives only one of the possible pairs with the highest scores for each element of TBM. At the end we will have from one to three of the alignment with the highest score. In Errore. $\mathbf{L}$ 'origine riferimento non è stata trovata. is the TBM_2 given by the program as output.
Figure 10. TBM with data from TBM_2.


Figure 11. The two best alignments deduced from TBM_2.


| Seq A | - | C | A | T | - | T |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | G | A | A | T | C | T |  |
| Score | -2 | -1 | 1 | 1 | -2 | 1 | $=-2$ |


| Seq A | C | A | - | T | - | T |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | G | A | A | T | C | T |  |
| Score | -1 | 1 | -2 | 1 | -2 | 1 | $=-2$ |

Consider the element $(5,3)$ of TBM_2, for instance. It gives the value $(4,3)$. This means that element $(5,3)$ of TBM comes from elements $(4,3)$, among other possible elements. Remember, the algorithm chooses only one possible element from TBM, among all the elements which give the best score. If we report the data from TBM_2 on TBM (as we did in paragraph 1.4.4), we obtain Figure 10. As you can see from the comparison with Figure 4, our program gives only a sub set of the alignments calculated manually. In particular, as the best score ( -2 ) is only achieved by element (7,5), TBM_2 in Figure 10, leads us to define only two of the three best alignments, which are reported in Figure 11. As mentioned, TBM_2 gives only a subset of the best score alignments. Moreover the program choose only one of these best score alignments. In this case the alignment is the one on the left in Figure 11.

Figure 12. The generic MAT matrix for the complete code for Neddleman-Wunsch algorithm.


### 1.5 The complete software for global alignments

We will now present a software developed from the one introduced in paragraph 1.4.5, which presents the same functions and output of a professional global alignment software based on Needelman-

Wunsch algorithm. You can find two versions of this tool in the Swiss Institute of Bioinformatics (SIB) web site ( $\uparrow$ ) and in the European Molecular Biology Laboratory web site ( $\uparrow$ ). We will also provide in this section a series of application of our software, along with a comparison with the results given by one of those professional softwares on the same alignment.

Figure 13. An example of TBM matrix for the complete code for Neddleman-Wunsch algorithm.


### 1.6 A more sophisticated gap model

We introduced previously a simple model for gap penalty, where penalty for $n$ consecutive gaps is simply given by $-d \times n$ (see Eq. 16). This model for penalties is appealing for its simplicity, but is often not realistic from a biological point of view, where it is harder for a gap (deletion or insertion) to open, than it is for it to extend. This leads us to consider a heavier penalty for the first gap, and a smaller one for gaps that follows (Ewens, et al., 2005). Thus, if we indicate with op_d the penalty for the opening gap, and with ex_d the one to use for the following gaps, we have to correct Eq. 18 as follows:

Eq. 18

$$
\left\{\begin{array}{l}
\text { TBM }(i+1, j+1)=\max \{T B M(i, j)+\operatorname{MAT}(i+1, j+1) ; \alpha(i+1, j+1) ; \beta(i+1, j+1)\} \\
\alpha(i+1, j+1)=\max \left\{T B M(i+1 ; l)-o p_{-} d-e x-d(j-l-1): l=0,1, \ldots, j\right\} \\
\beta(i+1, j+1)=\max \left\{T B M(g ; j+1)-o p_{-} d-e x_{-} d(i-g-1): g=0,1, \ldots, i\right\}
\end{array}\right.
$$

To best understand the notation used in Eq. 18, please consider TBM matrix in Figure 13. Further details for the implementation of this gap penalty model and other features of the complete code for the Needleman-Wunsch algorithm are in the following paragraph.

### 1.7 Code in Octave for the global alignment with Needelman-Wunsch algorithm

As a reference for the notation used, consider the generic MAT matrix in in Figure 12 and the example of TBM in Figure 13. This code calls other files which store the main substitution matrices.

```
% file name = NeW_5.m
% date of creation = 29/03/2016
% We delete all previous values for variables
clear all
% We ask the user to choose a substitution matrix
SUBMAT = 0;
disp(" ")
disp("Please, select the substitution matrix to use for score calculation.")
disp(" ")
s = menu ("Substitution matrix", "BLOSUM45", "BLOSUM50", "BLOSUM62", "BLOSUM80", "PAM250");
% We load the chosen substitution matrix matrix
switch s
    case (1)
    load BLOSUM45.mat;
    SUBMAT=BLOSUM45;
    disp(" ")
    disp("You have chosen the substitution matrix BLOSUM45:")
    disp(" ")
    disp(BLOSUM45)
    case (2)
    load BLOSUM50.mat;
    SUBMAT=BLOSUM50;
    disp(" ")
    disp("You have chosen the substitution matrix BLOSUM50:")
    disp(" ")
    disp(BLOSUM50)
    case (3)
    load BLOSUM62.mat;
    SUBMAT=BLOSUM62;
    disp(" ")
    disp("You have chosen the substitution matrix BLOSUM62:")
    disp(" ")
    disp(BLOSUM62)
    case (4)
    load BLOSUM80.mat;
    SUBMAT=BLOSUM80;
    disp(" ")
    disp("You have chosen the substitution matrix BLOSUM80:")
    disp(" ")
    disp(BLOSUM80)
    otherwise
    load PAM250.mat;
    SUBMAT=PAM250;
    disp(" ")
    disp("You have chosen the substitution matrix PAM250:")
    disp(" ")
    disp(PAM250)
endswitch
% We define an array for the 20 amino acids
```

```
aa(1:20)= ['A' 'R' 'N' 'D' 'C' 'Q' 'E' 'G' 'H' 'I' 'L' 'K' 'M' 'F' 'P' 'S' 'T' 'W' 'Y' 'V'];
disp("Amino acids are intended in the following sequence:")
disp(" ")
disp(aa(1:20))
disp(" ")
% We ask the user for amino acids of sequence A
disp(" ")
disp("I will ask you for amino acids of sequence A.")
disp("Use capitol letters!")
disp(" ")
seq_A = input("Insert sequence A= ","s");
disp(" ")
A = ["-" seq_A];
% We ask the user for amino acids of sequence B
disp(" ")
disp("I will now ask you for amino acids of sequence B.")
disp("Again, use capitol letters!")
disp(" ")
seq_B = input("Insert sequence B= ","s");
disp(" ")
B = ["-" seq_B];
% We define length of sequence A and of sequence B, respectively
k=length(A)-1;
m=length(B)-1;
% We ask the user for the opening gap penalty
disp(" ")
disp("I will ask you for opening gap penalty.")
disp("Use a positive integer (suggested:12)!")
disp(" ")
op_d = input("Insert open gap penalty= ");
disp(" ")
% We ask the user for the extending gap penalty
disp(" ")
disp("I will ask you for extended gap penalty.")
disp("Use a positive integer (suggested:2)!")
disp(" ")
ex_d = input("Insert extended gap penalty= ");
disp(" ")
% We define elements of MAT, TBM and TBM_2 which are zero
MAT(1,1)=0;
MAT(1,2:k+1)=0;
MAT(2:m+1,1)=0;
TBM(1,1)=0;
TBM_2 = 0;
% We define elements of TBM and TBM_2 which have no role in calculation
% with a formal value of 100
TBM(1,k+2)=100;
TBM(m+2,1)=100;
TBM(m+1,k+2)=100;
TBM(m+2,k+2)=100;
TBM(m+2,k+1)=100;
TBM_2(1,1:k+2,1:2)=0;
TBM_2(1:m+2,1,1:2)=0;
TBM_2(m+1,k+2,1:2)=100;
TBM_2(m+2,k+2,1:2)=100;
TBM_2(m+2,k+1,1:2)=100;
% We define other elements of the first row and the first column of TBM
for i=2:1:m+1
TBM(i,1)=-op_d-ex_d*(i-2);
for j=2:1:k+1
```

```
    TBM(1,j)=-op_d-ex_d*(j-2);
    endfor
endfor
% We define elements of MAT
for i=2:1:m+1
    for j=2:1:k+1
    for h=1:1:20
        if (A(j)==aa(h))
        index_A=h;
        endif
        if (B(i)==aa(h))
            index_B=h;
        endif
    endfor
    MAT(i,j)= SUBMAT(index_B, index_A);
    endfor
endfor
% We print array MAT on the screen
disp(" ")
disp('MAT matrix contains the score between each pair of amino acids:')
disp(MAT(2:m+1,2:k+1))
disp(" ")
% We define elements for TBM and TBM_2
for i=2:1:m+1
    for j=2:1:k+1
    for l=1:1:j-1
        AL(i,l)=TBM(i,l)-op_d-ex_d*(j-l-1);
    endfor
    forg=1:1:i-1
        BE(g,j)=TBM(g,j)-op_d-ex_d*(i-g-1);
    endfor
    if (TBM(i-1,j-1)+MAT(i,j) >= max([AL(i,1:j-1) max(BE(1:i-1,j))]))
        TBM(i,j)=TBM(i-1,j-1)+MAT(i,j);
        TBM_2(i,j,1)=i-1;
        TBM_2(i,j,2)=j-1;
    else
        for l=1:1:j-1
            if (AL(i,l)>= max([AL(i,1:j-1) max(BE(1:i-1,j))]) )
            TBM(i,j)=AL(i,l);
            TBM_2(i,j,1)=i;
            TBM_2(i,j,2)=l;
            else
            for g=1:1:i-1
                if (BE (g,j) >= max([AL(i,1:j-1) max(BE(1:i-1,j))]))
                    TBM(i,j)=BE(g,j);
                    TBM_2(i,j,1)=g;
                    TBM_2(i,j,2)=j;
                endif
            endfor
        endif
        endfor
    endif
    endfor
endfor
% We define elements for the last column of TBM and TBM_2
for g=2:1:m
    TBM(g,k+2)=TBM(g,k+1) -op_d-ex_d*(m+1-g-1);
    TBM_2(g,k+2,1)=g;
    TBM_2(g,k+2,2)=k+1;
endfor
```

```
% We define elements for the last row of TBM and TBM_2
for l=2:1:k
    TBM(m+2,l)=TBM(m+1,l) -op_d-ex_d*(k+1-l-1);
    TBM_2(m+2,l,1)=m+1;
    TBM_2(m+2,l,2)=l;
endfor
% We print arrays TBM and TBM_2
disp(" ")
disp('TBM matrix contains the score between each partial alignments:')
disp(TBM)
disp('TBM_2 matrix contains the record of where each partial alignment comes from:')
disp(TBM_2)
disp(" ")
% We put into array ALIGN the sequence of elements of A and B
% which give the best alignment
% Here we start with the first row of ALIGN
%
%
control=0;
if ( TBM (m+1,k+1)>= max([max(TBM(m+2,2:k)) max(TBM(2:m,k+2))]))
    ALIGN_a(1:2,1:1001)=0;
    ALIGN_a (1,1)= k+1;
    ALIGN_a (2,1)=m+1;
    best_score= TBM(m+1,k+1);
    control=1;
endif
if (control==1)
    % Now we define the following rows of ALIGN_a
    for n=1:1:1000
    if (ALIGN_a (1,n)>0 )
        if (ALIGN_a(2,n)>0 )
            ALIGN_a(1,n+1)=TBM_2(ALIGN_a(2,n),ALIGN_a(1,n),2);
            ALIGN_a(2,n+1)=TBM_2(ALIGN_a(2,n),ALIGN_a(1,n),1);
        endif
    endif
endfor
% We search for the numebr of elements of ALIGN_a
n=1;
while (ALIGN_a(1,n)>0)
    n=n+1;
endwhile
n=n-1;
% We reverse the order of columns of ALIGN_a
ALIGN_a(1:2,1:n)=fliplr(ALIGN_a(1:2,1:n));
% We re-write ALIGN_a in ALIGNex_a
ALIGNex_a(:,1)=ALIGN_a(:,1);
i=1;
j=1;
while (ALIGN_a(1,j)>0)
if (ALIGN_a (1,j+1)==ALIGN_a (1,j) )
    delta=(ALIGN_a(2,j+1)-ALIGN_a(2,j));
    for s=1:1:delta
        ALIGNex_a(1,i+s)=ALIGN_a(1,j);
        ALIGNex_a(2,i+s)=ALIGN_a (2,j)+s;
    endfor
    i=i+delta;
    j=j+1;
elseif (ALIGN_a(2,j+1)==ALIGN_a(2,j) )
    delta=(ALIGN_a(1,j+1)-ALIGN_a(1,j));
    for s=1:1:delta
```

```
    ALIGNex_a(1,i+s)=ALIGN_a(1,j)+s;
    ALIGNex_a(2,i+s)=ALIGN_a(2,j);
    endfor
    i=i+delta;
    j=j+1;
    else
    ALIGNex_a (1,i+1)=ALIGN_a(1,j+1);
    ALIGNex_a (2,i+1)=ALIGN_a (2,j+1);
    i=i+1;
    j=j+1;
    endif
endwhile
%
% We search for the numebr of elements of ALIGNex_c
i=1;
while (ALIGNex_a(1,i)>0)
    i=i+1;
endwhile
i=i-1;
%
% We put ALIGNex_a in ALIGN_a
ALIGN_a(:,1:i)=ALIGNex_a(:,1:i);
% We calculate the array ALIGN_a_2 which contains the alignment
ALIGN_a_2(1,1)=A(ALIGN_a(1,1));
ALIGN_a_2(2,1)=B(ALIGN_a(2,1));
j=2;
while (ALIGN_a(1,j)>0)
    if (ALIGN_a(1,j)==ALIGN_a(1,j-1) )
        ALIGN_a_2(1,j)='-';
        ALIGN_a_2(2,j)=B(ALIGN_a(2,j));
elseif (ALIGN_a(2,j)==ALIGN_a(2,j-1))
    ALIGN_a_2(1,j)=A(ALIGN_a(1,j));
    ALIGN_a_2(2,j)='-';
else
    ALIGN_a_2(1,j)=A(ALIGN_a(1,j));
    ALIGN_a_2(2,j)=B(ALIGN_a(2,j));
    endif
    j=j+1;
endwhile
%
if (ALIGN_a(1,1)!=1)
    for h=1:1:ALIGN_a(1,1)
        pre_ALIGN_a_2(1,h)=A(h);
        pre_ALIGN_a_2(2,h)="-";
    endfor
    ALIGN_a_2=[pre_ALIGN_a_2(:,1:ALIGN_a(1,1)) ALIGN_a_2(:,2:j)];
endif
if (ALIGN_a(2,1)!=1)
    for h=1:1:ALIGN_a(2,1)
        pre_ALIGN_a_2(1,h)="-";
        pre_ALIGN_a_2(2,h)=B(h);
    endfor
    ALIGN_a_2=[pre_ALIGN_a_2 ALIGN_a_2(:,2:j-1)];
endif
%
disp(" ")
disp("One of the possible alignments with the best score is:")
disp(" ")
disp(["seq. A: " ALIGN_a_2(1,:)])
disp(["seq. B: " ALIGN_a_2(2,:)])
```

```
disp(" ")
disp("The path through TBM, from the end to the beginning, is:")
disp(" ")
disp(ALIGN_a(1:2,1:j))
disp(" ")
% We print on the screen the best score
disp(" ")
disp('The best score for alignments is:')
disp(" ")
disp(best_score)
disp(" ")
endif
% We searh for another best alignment
%
%
control=0;
forg=2:1:m
    if ( TBM(g,k+2) >= max([TBM(m+1,k+1) max(TBM(m+2,2:k)) max(TBM(2:m,k+2))]))
    ALIGN_b(1:2,1:1001)=0;
    ALIGN_b(1,1)= TBM_2(g,k+2,2);
    ALIGN_b(2,1)= TBM_2(g,k+2,1);
    best_score= TBM(g,k+2);
    control=1;
    endif
endfor
if (control==1)
    % Now we define the following rows of ALIGN
    for n=1:1:1000
    if (ALIGN_b(1,n)>0 )
        if (ALIGN_b(2,n)>0 )
            ALIGN_b(1,n+1)=TBM_2(ALIGN_b(2,n),ALIGN_b(1,n),2);
            ALIGN_b(2,n+1)=TBM_2(ALIGN_b(2,n),ALIGN_b(1,n),1);
            endif
    endif
endfor
% We search for the numebr of elements of ALIGN
n=1;
while (ALIGN_b(1,n)>0)
    n=n+1;
endwhile
n=n-1;
% We reverse the ordero of columns of ALIGN_b
ALIGN_b(1:2,1:n)=fliplr(ALIGN_b(1:2,1:n));
% We re-write ALIGN_b in ALIGNex_b
ALIGNex_b(:,1)=ALIGN_b(:,1);
i=1;
j=1;
while (ALIGN_b(1,j)>0)
    if (ALIGN_b (1,j+1)==ALIGN_b (1,j) )
        delta=(ALIGN_b(2,j+1)-ALIGN_b(2,j));
        for s=1:1:delta
            ALIGNex_b(1,i+s)=ALIGN_b(1,j);
            ALIGNex_b(2,i+s)=ALIGN_b(2,j)+s;
        endfor
        i=i+delta;
        j=j+1;
    elseif (ALIGN_b(2,j+1)==ALIGN_b(2,j) )
        delta=(ALIGN_b(1,j+1)-ALIGN_b(1,j));
        for s=1:1:delta
        ALIGNex_b(1,i+s)=ALIGN_b(1,j)+s;
```

```
    ALIGNex_b(2,i+s)=ALIGN_b(2,j);
    endfor
    i=i+delta;
    j=j+1;
else
    ALIGNex_b(1,i+1)=ALIGN_b(1,j+1);
    ALIGNex_b (2,i+1)=ALIGN_b (2,j+1);
    i=i+1;
    j=j+1;
    endif
endwhile
%
% We search for the numebr of elements of ALIGNex_b
i=1;
while (ALIGNex_b(1,i)>0)
    i=i+1;
endwhile
i=i-1;
%
% We put ALIGNex_b in ALIGN_b
ALIGN_b(:,1:i)=ALIGNex_b(:,1:i);
% We calculate the array ALIGN_b_2 which contains the alignment
ALIGN_b_2(1,1)=A(ALIGN_b(1,1));
ALIGN_b_2(2,1)=B(ALIGN_b(2,1));
j=2;
while (ALIGN_b(1,j)>0)
    if (ALIGN_b}(1,j)==ALIGN_b (1,j-1) )
        ALIGN_b_2(1,j)='-';
        ALIGN_b_2(2,j)=B(ALIGN_b(2,j));
elseif (ALIGN_b(2,j)==ALIGN_b(2,j-1) )
        ALIGN_b_2(1,j)=A(ALIGN_b(1,j));
        ALIGN_b_2(2,j)='-';
else
    ALIGN_b_2(1,j)=A(ALIGN_b(1,j));
    ALIGN_b_2(2,j)=B(ALIGN_b(2,j));
endif
j=j+1;
endwhile
%
if (ALIGN_b(1,1)!=1)
    for h=1:1:ALIGN_b(1,1)
        pre_ALIGN_b_2(1,h)=A(h);
        pre_ALIGN_b_2(2,h)="-";
    endfor
    ALIGN_b_2=[pre_ALIGN_b_2(:,1:ALIGN_b(1,1)) ALIGN_b_2(:,2:j)];
endif
if (ALIGN_b(2,1)!=1)
    for h=1:1:ALIGN_b(2,1)
        pre_ALIGN_b_2(1,h)="-";
        pre_ALIGN_b_2(2,h)=B(h);
    endfor
    ALIGN_b_2=[pre_ALIGN_b_2 ALIGN_b_2(:,2:j-1)];
endif
%
for p=1:1:m+1-ALIGN_b(2,i)
ALIGN_b_2(1,i+p)="-";
ALIGN_b_2(2,i+p)=B(ALIGN_b(2,i)+p);
endfor
disp(" ")
disp("One of the possible alignments with the best score is:")
```

```
disp(" ")
disp(["seq. A: " ALIGN_b_2(1,:)])
disp(["seq. B: " ALIGN_b_2(2,:)])
disp(" ")
disp("The path through TBM, from the end to the beginning, is:")
disp(" ")
disp(ALIGN_b(1:2,1:i))
disp(" ")
% We print on the screen the best score
disp(" ")
disp('The best score for alignments is:')
disp(" ")
disp(best_score)
disp(" ")
endif
% We searh for another best alignment
%
%
control=0;
for l=2:1:k
    if ( TBM (m+2,l) >= max([TBM(m+1,k+1) max(TBM (m+2,2:k)) max(TBM(2:m,k+2))]) )
    ALIGN_c(1:2,1:1001)=0;
    ALIGN_c(1,1)= TBM_2(m+2,l,2);
    ALIGN_c(2,1)= TBM_2(m+2,l,1);
    best_score= TBM(m+2,l);
    control=1;
    endif
endfor
if (control==1)
    % Now we define the following rows of ALIGN
for n=1:1:1000
    if (ALIGN_c(1,n)>0 )
        if (ALIGN_c(2,n)>0)
            ALIGN_c(1,n+1)=TBM_2(ALIGN_c(2,n),ALIGN_c(1,n),2);
            ALIGN_c(2,n+1)=TBM_2(ALIGN_c(2,n),ALIGN_c(1,n),1);
        endif
    endif
endfor
% We search for the numebr of elements of ALIGN
n=1;
while (ALIGN_c(1,n)>0)
    n=n+1;
endwhile
n=n-1;
% We reverse the ordero of columns of ALIGN_c
ALIGN_c(1:2,1:n)=fliplr(ALIGN_c(1:2,1:n));
% We re-write ALIGN_b in ALIGNex_c
ALIGNex_c(:,1)=ALIGN_c(:,1);
i=1;
j=1;
while (ALIGN_c(1,j)>0)
    if (ALIGN_c(1,j+1)==ALIGN_c(1,j) )
        delta=(ALIGN_c(2,j+1)-ALIGN_c(2,j));
        for s=1:1:delta
        ALIGNex_c(1,i+s)=ALIGN_c(1,j);
        ALIGNex_c(2,i+s)=ALIGN_c(2,j)+s;
    endfor
    i=i+delta;
    j=j+1;
elseif(ALIGN_c(2,j+1)==ALIGN_c(2,j) )
```

```
    delta=(ALIGN_c(1,j+1)-ALIGN_c(1,j));
    for s=1:1:delta
        ALIGNex_c(1,i+s)=ALIGN_c(1,j)+s;
        ALIGNex_c(2,i+s)=ALIGN_c(2,j);
    endfor
    i=i+delta;
    j=j+1;
else
    ALIGNex_c(1,i+1)=ALIGN_c(1,j+1);
    ALIGNex_c(2,i+1)=ALIGN_c(2,j+1);
    i=i+1;
    j=j+1;
endif
endwhile
%
% We search for the numebr of elements of ALIGNex_c
i=1;
while (ALIGNex_c(1,i)>0)
i=i+1;
endwhile
i=i-1;
%
% We put ALIGNex_c in ALIGN_c
ALIGN_c(:,1:i)=ALIGNex_c(:,1:i);
% We calculate the array ALIGN_c_2 which contains the alignment
ALIGN_c_2(1,1)=A(ALIGN_c(1,1));
ALIGN_c_2(2,1)=B(ALIGN_c(2,1));
j=2;
while (ALIGN_c(1,j)>0)
    if (ALIGN_c(1,j)==ALIGN_c(1,j-1) )
        ALIGN_c_2(1,j)='-';
        ALIGN_c_2(2,j)=B(ALIGN_c(2,j));
elseif (ALIGN_c(2,j)==ALIGN_c(2,j-1))
    ALIGN_c_2(1,j)=A(ALIGN_c(1,j));
    ALIGN_c_2(2,j)='-';
else
    ALIGN_c_2(1,j)=A(ALIGN_c(1,j));
    ALIGN_c_2(2,j)=B(ALIGN_c(2,j));
endif
j=j+1;
endwhile
%
if (ALIGN_c(1,1)!=1)
    for h=1:1:ALIGN_c(1,1)
    pre_ALIGN_c_2(1,h)=A(h)
    pre_ALIGN_c_2(2,h)="-"
    endfor
    ALIGN_c_2=[pre_ALIGN_c_2(:,1:ALIGN_c(1,1)) ALIGN_c_2(:,2:j)]
endif
if (ALIGN_c(2,1)!=1)
    for h=1:1:ALIGN_c(2,1)
    pre_ALIGN_c_2(1,h)="-"
    pre_ALIGN_c_2(2,h)=B(h)
    endfor
    ALIGN_c_2=[pre_ALIGN_c_2 ALIGN_c_2(:,2:j-1)]
endif
%
for p=1:1:k+1-ALIGN_c(1,i)
    ALIGN_c_2(1,i+p)=A(ALIGN_c(1,i)+p);
    ALIGN_c_2(2,i+p)="-";
```

endfor
disp(" ")
disp("One of the possible alignments with the best score is:")
disp(" ")
disp(["seq. A: " ALIGN_c_2(1,:)])
disp(["seq. B: " ALIGN_c_2(2,:)])
disp(" ")
disp("The path through TBM, from the end to the beginning, is:")
disp(" ")
disp(ALIGN_c(1:2,1:i))
disp(" ")
$\%$ We print on the screen the best score
disp(" ")
disp('The best score for alignments is:')
disp(" ")
disp(best_score)
disp(" ")
endif

### 1.7.1 A first application and comparison with professional software ${ }^{1}$

Consider the following two sequences:
Eq. 19

$$
\left\{\begin{array}{l}
\text { seq. } A=\text { NGPIRDLLLGKD } \\
\text { seq. } B=\text { STIAPALISS }
\end{array}\right.
$$

As a first application we will calculate the best score and a best score alignment between them using BLOSUM62 substitution matrix $\uparrow$. We will use the following settings:

Eq. 20

$$
\left\{\begin{array}{l}
\text { open gap penalty }=2 \\
\text { extended gap penalty }=2 \\
\text { substitution matrix }=\text { BLOSUM } 62
\end{array}\right.
$$

Table 14. MAT matrix, based on BLOSUM62 substitution matrix.

|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | - | N | G | P | I | R | D | L | L | L | G | K | D |
| 1 | - | - | - | - | - | - | - | - | - | - | - | - | - | - |
| 2 | S | - | 1 | 0 | -1 | -2 | -1 | 0 | -2 | -2 | -2 | 0 | 0 | 0 |
| 3 | T | - | 0 | -2 | -1 | -1 | -1 | -1 | -1 | -1 | -1 | -2 | -1 | -1 |
| 4 | I | - | -3 | -4 | -3 | 4 | -3 | -3 | 2 | 2 | 2 | -4 | -3 | -3 |
| 5 | A | - | -2 | 0 | -1 | -1 | -1 | -2 | -1 | -1 | -1 | 0 | -1 | -2 |
| 6 | P | - | -2 | -2 | 7 | -3 | -2 | -1 | -3 | -3 | -3 | -2 | -1 | -1 |
| 7 | A | - | -2 | 0 | -1 | -1 | -1 | -2 | -1 | -1 | -1 | 0 | -1 | -2 |
| 8 | L | - | -3 | -4 | -3 | 2 | -2 | -4 | 4 | 4 | 4 | -4 | -2 | -4 |
| 9 | I | - | -3 | -4 | -3 | 4 | -3 | -3 | 2 | 2 | 2 | -4 | -3 | -3 |
| 10 | S | - | 1 | 0 | -1 | -2 | -1 | 0 | -2 | -2 | -2 | 0 | 0 | 0 |
| 11 | S | - | 1 | 0 | -1 | -2 | -1 | 0 | -2 | -2 | -2 | 0 | 0 | 0 |

[^0]The output for MAT is reported in Table 14 while you can find TBM in Table 15 and TBM_2 in Table 16. From TBM we identify that the best score is 3, and we have this for alignments which ends in 12,12 and in 11,13 . Using data from TBM_2 we can identify the two best score alignments reported in Figure 14 ant in Table 17.

Table 15. TBM matrix

|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | - | N | G | P | I | R | D | L | L | L | G | K | D | - |
| 1 | - | - | -2 | -4 | -6 | -8 | -10 | -12 | -14 | -16 | -18 | -20 | -22 | -24 | - |
| 2 | S | -2 | 1 | -1 | -3 | -5 | -7 | -9 | -11 | -13 | -15 | -17 | -19 | -21 | -39 |
| 3 | T | -4 | -1 | -1 | -2 | -4 | -6 | -8 | -10 | -12 | -14 | -16 | -18 | -20 | -36 |
| 4 | I | -6 | -3 | -3 | -4 | 2 | 0 | -2 | -4 | -6 | -8 | -10 | -12 | -14 | -28 |
| 5 | A | -8 | -5 | -3 | -4 | 0 | 1 | -1 | -3 | -5 | -7 | -8 | -10 | -12 | -24 |
| 6 | P | -10 | -7 | -5 | 4 | 2 | 0 | 0 | -2 | -4 | -6 | -8 | -9 | -11 | -21 |
| 7 | A | -12 | -9 | -7 | 2 | 3 | 1 | -1 | -1 | -3 | -5 | -6 | -8 | -10 | -18 |
| 8 | L | -14 | -11 | -9 | 0 | 4 | 2 | 0 | 3 | 3 | 1 | -1 | -3 | -5 | -11 |
| 9 | I | -16 | -13 | -11 | -2 | 4 | 2 | 0 | 2 | 5 | 5 | 3 | 1 | -1 | -5 |
| 10 | S | -18 | -15 | -13 | -4 | 2 | 3 | 2 | 0 | 3 | 3 | 5 | 3 | 1 | -1 |
| 11 | S | -20 | -17 | -15 | -6 | 0 | 1 | 3 | 1 | 1 | 1 | 3 | 5 | 3 | - |
| 12 | - | - | -39 | -35 | -24 | -16 | -13 | -9 | -9 | -7 | -5 | -1 | 3 | - | - |

Table 16. TBM_2 matrix.

|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | - | N | G | P | I | R | D | L | L | L | G | K | D | - |
| 1 | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - |
| 2 | S | - | 1,1 | 2,1 | 2,3 | 2,4 | 2,5 | 2,6 | 2,7 | 2,8 | 2,9 | 2,10 | 2,11 | 2,12 | 2,13 |
| 3 | T | - | 2,2 | 2,2 | 2,3 | 2,4 | 2,5 | 2,6 | 2,7 | 2,8 | 2,9 | 3,10 | 2,11 | 2,12 | 3,13 |
| 4 | I | - | 3,2 | 3,3 | 3,3 | 3,4 | 4,5 | 4,6 | 4,7 | 4,8 | 4,9 | 4,10 | 4,11 | 4,12 | 4,13 |
| 5 | A | - | 4,2 | 4,2 | 4,3 | 4,5 | 4,5 | 5,6 | 4,7 | 4,8 | 4,9 | 4,10 | 5,11 | 5,12 | 5,13 |
| 6 | P | - | 5,2 | 5,3 | 5,3 | 6,4 | 6,5 | 5,6 | 6,7 | 6,8 | 6,9 | 6,10 | 5,11 | 5,12 | 6,13 |
| 7 | A | - | 6,2 | 6,2 | 6,4 | 6,4 | 6,5 | 7,6 | 6,7 | 6,8 | 6,9 | 6,10 | 7,11 | 7,12 | 7,13 |
| 8 | L | - | 7,2 | 7,3 | 7,4 | 7,4 | 8,5 | 8,6 | 7,7 | 7,8 | 7,9 | 8,10 | 8,11 | 8,12 | 8,13 |
| 9 | I | - | 8,2 | 8,3 | 8,4 | 8,4 | 9,5 | 9,6 | 8,7 | 8,8 | 8,9 | 9,10 | 9,11 | 9,12 | 9,13 |
| 10 | S | - | 9,1 | 9,2 | 9,4 | 9,5 | 9,5 | 9,6 | 10,7 | 9,9 | 9,9 | 9,10 | 9,11 | 9,12 | 10,13 |
| 11 | S | - | 10,1 | 10,2 | 10,4 | 10,5 | 10,5 | 10,6 | 11,7 | 10,9 | 10,9 | 10,10 | 10,11 | 10,12 | - |
| 12 | - | - | 11,2 | 11,3 | 11,4 | 11,5 | 11,6 | 11,7 | 11,8 | 11,9 | 11,10 | 11,11 | 11,12 | - | - |

Our software gives as output both the alignments in in Figure 14 ant in Table 17 for which it calculates correctly a score of 3, which is indeed the best score for sequences in Errore. L'origine riferimento n on è stata trovata., with settings in Eq. 20.

The software by Swiss Institute of Bioinformatics (SIB) ( $\uparrow$ ) gives as best alignments only the second reported in Table 17. Thus, in this case our software gives a correct output.

Figure 14. The two best alignments deduced from TBM_2.

|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | - | N | G | P | I | R | D | L | L | L | G | K | D | - |
| 1 | - | - | -2 | -4 | -6 | -8 | -10 | -12 | -14 | -16 | -18 | -20 | -22 | -24 | - |
| 2 | S | -2 | 1 | $\rightarrow 1$ | -3 | -5 | -7 | -9 | -11 | -13 | -15 | -17 | -19 | -21 | -39 |
| 3 | T | -4 | -1 | -1 | ${ }^{4}-2$ | -4 | -6 | -8 | -10 | -12 | -14 | -16 | -18 | -20 | -36 |
| 4 | I | -6 | -3 | -3 | -4 | ${ }_{4}$ | 0 | -2 | -4 | -6 | -8 | -10 | -12 | -14 | -28 |
| 5 | A | -8 | -5 | -3 | -4 | 0 | 1 | -1 | -3 | -5 | -7 | -8 | -10 | -12 | -24 |
| 6 | P | -10 | -7 | -5 | 4 | 2 | 0 | ${ }^{4}$ | -2 | -4 | -6 | -8 | -9 | -11 | -21 |
| 7 | A | -12 | -9 | -7 | 2 | 3 | 1 | -1 | ${ }^{4}-1$ | -3 | -5 | -6 | -8 | -10 | -18 |
| 8 | L | -14 | -11 | -9 | 0 | 4 | 2 | 0 | 3 | ${ }_{3}$ | 1 | -1 | -3 | -5 | -11 |
| 9 | I | -16 | -13 | -11 | -2 | 4 | 2 | 0 | 2 | 5 | 4 | $\rightarrow$ | 1 | -1 | -5 |
| 10 | S | -18 | -15 | -13 | -4 | 2 | 3 | 2 | 0 | 3 | 3 | ${ }_{5}$ | 4 | 1 | -1 |
| 11 | S | -20 | -17 | -15 | -6 | 0 | 1 | 3 | 1 | 1 | 1 | 3 | 5 | 3 | - |
| 12 | - | - | -39 | -35 | -24 | -16 | -13 | -9 | -9 | -7 | -5 | -1 | $3 \downarrow$ | - | - |

Table 17. The two best alignments deduced from TBM_2. Opening gap is 2, extending gap is 2 and we used BLOSUM62 substitution matrix.

| Seq A | N | G | P | I | R | D | L | L | L | G | K | D |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | S | - | T | I | A | P | A | L | I | - | S | S |  |
| Score | 1 | -2 | -1 | 4 | -1 | -1 | -1 | 4 | 2 | -2 | 0 | 0 | $=3$ |


| Seq A | N | G | P | I | R | D | L | L | L | G | K | D |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | S | - | T | I | A | P | A | L | I | S | S | - |  |
| Score | 1 | -2 | -1 | 4 | -1 | -1 | -1 | 4 | 2 | 0 | 0 | -2 | $=3$ |

Table 18. TBM matrix.

|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | - | N | G | P | I | R | D | L | L | L | G | K | D | - |
| 1 | - | - | -4 | -5 | -6 | -7 | -8 | -9 | -10 | -11 | -12 | -13 | -14 | -15 | - |
| 2 | S | -4 | 1 | -3 | -4 | -5 | -6 | -7 | -8 | -9 | -10 | -11 | -12 | -13 | -25 |
| 3 | T | -5 | -3 | -1 | -4 | -5 | -6 | -7 | -8 | -9 | -10 | -12 | -12 | -13 | -24 |
| 4 | 1 | -6 | -4 | -5 | -4 | 0 | -4 | -5 | -5 | -6 | -7 | -9 | -10 | -11 | -21 |
| 5 | A | -7 | -5 | -5 | -6 | -4 | -1 | -5 | -6 | -6 | -7 | -7 | -10 | -11 | -20 |
| 6 | P | -8 | -6 | -7 | 3 | -1 | -2 | -2 | -4 | -5 | -6 | -7 | -8 | -9 | -17 |
| 7 | A | -9 | -7 | -6 | -1 | 2 | -2 | -3 | -3 | -5 | -6 | -6 | -8 | -9 | -16 |
| 8 | L | -10 | -8 | -9 | -2 | 1 | 0 | -4 | 1 | 1 | -1 | -4 | -5 | -6 | -12 |
| 9 | I | -11 | -9 | -10 | -3 | 2 | -2 | -3 | -2 | 3 | 3 | -1 | -2 | -3 | -8 |
| 10 | S | -12 | -10 | -9 | -4 | -2 | 1 | -4 | -1 | 1 | 3 | -1 | 3 | -2 | -6 |
| 11 | S | -13 | -11 | -10 | -5 | -3 | -3 | 1 | -3 | -2 | -2 | 1 | 3 | -1 | - |
| 12 | - | - | -25 | -23 | -17 | -14 | -13 | -8 | -11 | -9 | -8 | -4 | -1 | - | - |

SIB software gives as score the value -1 , which is $3-4$, where -4 is the extending gap penalty that SIB's software adds always to the first gap penalty.

### 1.7.2 Second application

We will use the same sequences in Eq. 19, with following settings:

Eq. 21

$$
\left\{\begin{array}{l}
\text { open gap penalty }=4 \\
\text { extended gap penalty }=1 \\
\text { substitution matrix }=\text { BLOSUM } 62
\end{array}\right.
$$

The output for MAT is the same as in Table 14 while you can find TBM in Table 18 and TBM_2 in Table 19. The two best alignments given by the program are in Figure 15. They are the same as in Table 17, but in this case with a score of -1 .

Table 19. TBM_2 matrix.

|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | - | N | G | P | I | R | D | L | L | L | G | K | D | - |
| 1 | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - |
| 2 | S | - | 1,1 | 2,2 | 2,2 | 2,2 | 2,2 | 2,2 | 2,2 | 2,2 | 2,2 | 2,2 | 2,2 | 2,2 | 2,13 |
| 3 | T | - | 2,2 | 2,2 | 2,3 | 2,4 | 2,5 | 2,6 | 2,7 | 2,8 | 2,9 | 3,10 | 2,11 | 2,12 | 3,13 |
| 4 | I | - | 2,2 | 3,3 | 3,3 | 3,4 | 4,5 | 4,5 | 3,7 | 3,8 | 3,9 | 4,5 | 4,5 | 4,5 | 4,13 |
| 5 | A | - | 2,2 | 4,2 | 4,3 | 4,5 | 4,5 | 5,6 | 4,7 | 4,8 | 4,9 | 4,10 | 4,11 | 5,6 | 5,13 |
| 6 | P | - | 2,2 | 5,2 | 5,3 | 6,4 | 6,4 | 5,6 | 6,4 | 6,4 | 6,4 | 6,4 | 5,11 | 6,4 | 6,13 |
| 7 | A | - | 2,2 | 6,2 | 6,4 | 6,4 | 6,5 | 7,5 | 6,7 | 6,8 | 6,9 | 6,10 | 6,11 | 7,5 | 7,13 |
| 8 | L | - | 2,2 | 3,3 | 6,4 | 7,4 | 7,5 | 8,6 | 7,7 | 7,8 | 7,9 | 8,9 | 8,9 | 8,9 | 8,13 |
| 9 | I | - | 2,2 | 3,3 | 6,4 | 8,4 | 8,5 | 8,6 | 8,7 | 8,8 | 8,9 | 9,10 | 9,10 | 9,10 | 9,13 |
| 10 | S | - | 9,1 | 9,2 | 6,4 | 9,5 | 9,5 | 9,6 | 8,8 | 9,9 | 9,9 | 9,10 | 9,11 | 9,12 | 10,13 |
| 11 | S | - | 10,1 | 10,2 | 6,4 | 9,5 | 10,5 | 10,6 | 11,7 | 9,9 | 9,10 | 10,10 | 10,11 | 10,12 | - |
| 12 | - | - | 11,2 | 11,3 | 11,4 | 11,5 | 11,6 | 11,7 | 11,8 | 11,9 | 11,10 | 11,11 | 11,12 | - | - |

Figure 15. The two best alignments deduced from TBM_2.

|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | - | N | G | P | I | R | D | L | L | L | G | K | D | - |
| 1 | - | - | -4 | -5 | -6 | -7 | -8 | -9 | -10 | -11 | -12 | -13 | -14 | -15 | - |
| 2 | S | -4 | 1 | -3 | -4 | -5 | -6 | -7 | -8 | -9 | -10 | -11 | -12 | -13 | -25 |
| 3 | T | -5 | -3 | -1 | -* | -5 | -6 | -7 | -8 | -9 | -10 | -12 | -12 | -13 | -24 |
| 4 | I | -6 | -4 | -5 | -4 | O | -4 | -5 | -5 | -6 | -7 | -9 | -10 | -11 | -21 |
| 5 | A | -7 | -5 | -5 | -6 | -4 | -1 | -5 | -6 | -6 | -7 | -7 | -10 | -11 | -20 |
| 6 | P | -8 | -6 | -7 | 3 | -1 | -2 | ${ }_{-2}$ | -4 | -5 | -6 | -7 | -8 | -9 | -17 |
| 7 | A | -9 | -7 | -6 | -1 | 2 | -2 | -3 | -2\% | -5 | -6 | -6 | -8 | -9 | -16 |
| 8 | L | -10 | -8 | -9 | -2 | 1 | 0 | -4 | 1 | 1 | -1 | -4 | -5 | -6 | -12 |
| 9 | I | -11 | -9 | -10 | -3 | 2 | -2 | -3 | -2 | 3 | 34 | - | -2 | -3 | -8 |
| 10 | S | -12 | -10 | -9 | -4 | -2 | 1 | -4 | -1 | 1 | 3 | - | 3 | -2 | -6 |
| 11 | S | -13 | -11 | -10 | -5 | -3 | -3 | 1 | -3 | -2 | -2 | 1 | 43 | -1 | - |
| 12 | - | - | -25 | -23 | -17 | -14 | -13 | -8 | -11 | -9 | -8 | -4 | -1 | - | - |

Table 20. The two best alignments deduced from TBM_2. Opening gap is 4, extending gap is 1 and we used BLOSUM62 substitution matrix.

| Seq A | N | G | P | I | R | D | L | L | L | G | K | D |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | S | - | T | I | A | P | A | L | I | - | S | S |
| Score | 1 | -4 | -1 | 4 | -1 | -1 | -1 | 4 | 2 | -4 | 0 | 0 |


| Seq A | N | G | P | I | R | D | L | L | L | G | K | D |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | S | - | T | I | A | P | A | L | I | S | S | - |  |
| Score | 1 | -4 | -1 | 4 | -1 | -1 | -1 | 4 | 2 | 0 | 0 | -4 | $=-1$ |

Software by SIB ( $\uparrow$ ) gives as best alignments only the second reported in Table 20, with a score of 3 , which is $-1-1-1$. Thus, the comparison between the two software gives a positive result.

Table 21. The two best alignments deduced from TBM_2. Opening gap is 12, extending gap is 2 and we used BLOSUM62 substitution matrix.

| Seq A | N | G | P | I | R | D | L | L | L | G | K | D |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | S | - | T | I | A | P | A | L | I | - | S | S |
| Score | 1 | -12 | -1 | 4 | -1 | -1 | -1 | 4 | 2 | -12 | 0 | 0 |


| Seq A | N | G | P | I | R | D | L | L | L | G | K | D |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | S | - | T | I | A | P | A | L | I | S | S | - |  |
| Score | 1 | -12 | -1 | 4 | -1 | -1 | -1 | 4 | 2 | 0 | 0 | -12 | $=-17$ |

Table 22. The best alignments given by SIB software.

| Seq A | N | G | P | I | R | D | L | L | L | G | K | D |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | S | T | I | A | P | A | L | I | - | - | S | S |  |
| Score | 1 | -2 | -3 | -1 | -2 | -2 | 4 | 2 | -12 | -2 | 0 | 0 | $=-17$ |

Table 23. MAT matrix, based on BLOSUM62 substitution matrix.

|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | - | P | S | T | I | A | P | A | L | I | S | S |  |
| 1 | - | - | - | - | - | - | - | - | - | - | - | - | - |
| 2 | P | - | 7 | -1 | -1 | -3 | -1 | 7 | -1 | -3 | -3 | -1 | -1 |
| 3 | N | - | -2 | 1 | 0 | -3 | -2 | -2 | -2 | -3 | -3 | 1 | 1 |
| 4 | G | - | -2 | 0 | -2 | -4 | 0 | -2 | 0 | -4 | -4 | 0 | 0 |
| 5 | P | - | 7 | -1 | -1 | -3 | -1 | 7 | -1 | -3 | -3 | -1 | -1 |
| 6 | I | - | -3 | -2 | -1 | 4 | -1 | -3 | -1 | 2 | 4 | -2 | -2 |
| 7 | R | - | -2 | -1 | -1 | -3 | -1 | -2 | -1 | -2 | -3 | -1 | -1 |
| 8 | D | - | -1 | 0 | -1 | -3 | -2 | -1 | -2 | -4 | -3 | 0 | 0 |
| 9 | L | - | -3 | -2 | -1 | 2 | -1 | -3 | -1 | 4 | 2 | -2 | -2 |
| 10 | L | - | -3 | -2 | -1 | 2 | -1 | -3 | -1 | 4 | 2 | -2 | -2 |
| 11 | L | - | -3 | -2 | -1 | 2 | -1 | -3 | -1 | 4 | 2 | -2 | -2 |
| 12 | G | - | -2 | 0 | -2 | -4 | 0 | -2 | 0 | -4 | -4 | 0 | 0 |
| 13 | K | - | -1 | 0 | -1 | -3 | -1 | -1 | -1 | -2 | -3 | 0 | 0 |
| 14 | D | - | -1 | 0 | -1 | -3 | -2 | -1 | -2 | -4 | -3 | 0 | 0 |
| 15 | L | - | -3 | -2 | -1 | 2 | -1 | -3 | -1 | 4 | 2 | -2 | -2 |

### 1.7.3 Third application

We will use the same sequences in Eq. 19, with following settings:

Eq. 22

$$
\left\{\begin{array}{l}
\text { open gap penalty }=12 \\
\text { extended gap penalty }=2 \\
\text { substitution matrix }=\text { BLOSUM62 }
\end{array}\right.
$$

The output of the program are the two alignments in Table 21 while the best alignment given by SIB software ( $\uparrow$ ) is in Table 22. As you can see, although the two softwares give different best alignments, nevertheless the best score is the same. Thus, this comparison give a positive result too, as our software select only one best alignment for each element of TBM_2 and gives no more than three alignments as output, while SIB software seems to give always only a best alignment.

Table 24. TBM matrix.

|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | - | P | S | T | 1 | A | P | A | L | I | S | S | - |
| 1 | - | 0 | -10 | -12 | -14 | -16 | -18 | -20 | -22 | -24 | -26 | -28 | -30 |  |
| 2 | P | -10 | 7 | -3 | -5 | -7 | -9 | -11 | -13 | -15 | -17 | -19 | -21 | -55 |
| 3 | N | -12 | -3 | 8 | -2 | -4 | -6 | -8 | -10 | -12 | -14 | -16 | -18 | -50 |
| 4 | G | -14 | -5 | -2 | 6 | -4 | -4 | -8 | -8 | -12 | -14 | -14 | -16 | -46 |
| 5 | P | -16 | -7 | -4 | -3 | 3 | -5 | 3 | -7 | -9 | -11 | -13 | -15 | -43 |
| 6 | I | -18 | -9 | -6 | -5 | 1 | 2 | -7 | 2 | -5 | -5 | -12 | -14 | -40 |
| 7 | R | -20 | -11 | -8 | -7 | -8 | 0 | 0 | -8 | 0 | -8 | -6 | -13 | -37 |
| 8 | D | -22 | -13 | -10 | -9 | -10 | -10 | -1 | -2 | -10 | -3 | -8 | -6 | -28 |
| 9 | L | -24 | -15 | -12 | -11 | -7 | -11 | -11 | -2 | 2 | -8 | -5 | -10 | -30 |
| 10 | L | -26 | -17 | -14 | -13 | -9 | -8 | -13 | -12 | 2 | 4 | -6 | -7 | -25 |
| 11 | L | -28 | -19 | -16 | -15 | -11 | -10 | -11 | -14 | -8 | 4 | 2 | -8 | -24 |
| 12 | G | -30 | -21 | -18 | -18 | -19 | -11 | -12 | -11 | -10 | -6 | 4 | 2 | -12 |
| 13 | K | -32 | -23 | -20 | -19 | -21 | -20 | -12 | -13 | -12 | -8 | -6 | 4 | -8 |
| 14 | D | -34 | -25 | -22 | -21 | -22 | -22 | -21 | -14 | -14 | -10 | -8 | -6 | -16 |
| 15 | L | -36 | -27 | -24 | -23 | -19 | -23 | -23 | -22 | -10 | -12 | -10 | -8 | - |
| 16 | - | - | -55 | -50 | -47 | -41 | -43 | -41 | -38 | -24 | -24 | -20 | - | - |

### 1.7.4 Fourth application

We will use the following sequences
Eq. $23\left\{\begin{array}{l}\text { seq. } A=\text { PSTIAPALISS } \\ \text { seq. } B=P N G P I R D L L L G K D L\end{array}\right.$
with following settings:

Eq. 24

$$
\left\{\begin{array}{l}
\text { open gap penalty }=10 \\
\text { extended gap penalty }=2 \\
\text { substitution } \text { matrix }=\text { BLOSUM } 62
\end{array}\right.
$$

In Figure 16 you find the two best score alignments. You have two paths for the same alignment, and this is due to how I built the TBM matrix, particularly the last column and the last row. The program
give correctly the same alignment for two times. The alignment is in Table 25. MAT is in Table 23 while TBM is in Table 24.

Figure 16. The two best alignments deduced from TBM_2.

|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | - | P | S | T | I | A | P | A | L | I | S | S | - |
| 1 | - | 0 | -10 | -12 | -14 | -16 | -18 | -20 | -22 | -24 | -26 | -28 | -30 | - |
| 2 | P | -10 | 7 | -3 | -5 | -7 | -9 | -11 | -13 | -15 | -17 | -19 | -21 | -55 |
| 3 | N | -12 | -3 | ${ }^{4} 8$ | -2 | -4 | -6 | -8 | -10 | -12 | -14 | -16 | -18 | -50 |
| 4 | G | -14 | -5 | -2k | 6 | -4 | -4 | -8 | -8 | -12 | -14 | -14 | -16 | -46 |
| 5 | P | -16 | -7 | -4 | $-3$ | 3 | -5 | 3 | -7 | -9 | -11 | -13 | -15 | -43 |
| 6 | I | -18 | -9 | -6 | -5 | 1 | 2 | -7 | 2 | -5 | -5 | -12 | -14 | -40 |
| 7 | R | -20 | -11 | -8 | -7 | -8 | ${ }^{0}$ | 0 | -8 | 0 | -8 | -6 | -13 | -37 |
| 8 | D | -22 | -13 | -10 | -9 | -10 | -10 | ${ }^{-1}$ | -2 | -10 | -3 | -8 | -6 | -28 |
| 9 | L | -24 | -15 | -12 | -11 | -7 | -11 | -11 | -2 | 2 | -8 | -5 | -10 | -30 |
| 10 | L | -26 | -17 | -14 | -13 | -9 | -8 | -13 | -12 | 2 | 4 | -6 | -7 | -25 |
| 11 | L | -28 | -19 | -16 | -15 | -11 | -10 | -11 | -14 | -8 | ${ }^{4}$ | 2 | -8 | -24 |
| 12 | G | -30 | -21 | -18 | -18 | -19 | -11 | -12 | -11 | -10 | -6 | k | 2 | -12 |
| 13 | K | -32 | -23 | -20 | -19 | -21 | -20 | -12 | -13 | -12 | -8 | -6 | $4_{4}^{4}$ | -8 |
| 14 | D | -34 | -25 | -22 | -21 | -22 | -22 | -21 | -14 | -14 | -10 | -8 | -6 | -16 |
| 15 | L | -36 | -27 | -24 | -23 | -19 | -23 | -23 | -22 | -10 | -12 | -10 | -8 | - |
| 16 | - | - | -55 | -50 | -47 | -41 | -43 | -41 | -38 | -24 | -24 | -20 | - | - |

Table 25. The two best alignments deduced from TBM_2. Opening gap is 10, extending gap is 2 and we used BLOSUM62 substitution matrix.

| Seq A | P | S | - | T | I | A | P | A | L | I | S | S | - | - |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | P | N | G | P | I | R | D | L | L | L | G | K | D | L |
| Score | 7 | 1 | -10 | -1 | 4 | -1 | -1 | -1 | 4 | 2 | 0 | 0 | -10 | -2 |

This alignment is the same given by SIB's software, thus also in this case the correct execution of our program is verified. SIB's software gives a score of -12 , which is $-8-2-2$, as SIB's software -as mentioned- adds the extending gap penalty also to the first a gap, even if we have only one gap.

### 1.7.4.1 Comparison with other substitution matrices

We will now run the program on the same sequences in Eq. 23 and settings in Eq. 24, but with the use other substitution matrices. The results with the use of BLOSUM80 are in Table 26, where the calculation given by SIB software is the second alignment. As you can see, although the two best alignments are different, they have the same score, thus the best score given by the two software is the same.

Table 26. Opening gap is 10, extending gap is 2 and we used BLOSUM80 substitution matrix. The second alignment is the one given by SIB's software.

| Seq A | P | S | - | T | I | A | P | A | L | I | S | S | - | - |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | P | N | G | P | I | R | D | L | L | L | G | K | D | L |
| Score | 8 | 0 | -10 | -2 | 5 | -2 | -2 | -2 | 4 | 1 | -1 | -1 | -10 | -2 |


| Seq A | P | S | T | - | I | A | P | A | L | I | S | S | - | - |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | P | N | G | P | I | R | D | L | L | L | G | K | D | L |
| Score | 8 | 0 | -2 | -10 | 5 | -2 | -2 | -2 | 4 | 1 | -1 | -1 | -10 | -2 |

If we run now our program with same sequences and settings, but with a scoring matrix given by BLOSUM50, we have the best alignment in Table 27 with a score of -5 . SIB software gives exactly the same alignment.

Table 27. Opening gap is 10, extending gap is 2 and we used BLOSUM50 substitution matrix. The same alignment is the one given by SIB's software.

| Seq A | P | S | - | T | I | A | P | A | L | I | S | S | - | - |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | P | N | G | P | I | R | D | L | L | L | G | K | D | L |  |
| Score | 10 | 1 | -10 | -1 | 5 | -2 | -1 | -2 | 5 | 2 | 0 | 0 | -10 | -2 | -5 |

We will now use BLOSUM 45, with which both our program and SIB software give the alignment in Table 28.

Table 28. Opening gap is 10, extending gap is 2 and we used BLOSUM45 substitution matrix. The same alignment is the one given by SIB's software.

| Seq A | P | S | - | T | I | A | P | A | L | I | S | S | - | - |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | P | N | G | P | I | R | D | L | L | L | G | K | D | L |
| Score | 9 | 1 | -10 | -1 | 5 | -2 | -1 | -1 | 5 | 2 | 0 | -1 | -10 | -2 |

The last search is the one with PAM250 matrix and gives the alignment in Table 29. Both our program and SIB software give the same result with a score of -6 , which is $-4-2$.

Table 29. Opening gap is 10, extending gap is 2 and we used PAM250 substitution matrix. The same alignment is the one given by SIB's software.

| Seq A | P | S | T | I | A | P | A | L | I | S | S | - | - | - |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | P | N | G | P | I | R | D | L | L | L | G | K | D | L |  |
| Score | 6 | 1 | 0 | -2 | -1 | 0 | 0 | 6 | 2 | -3 | 1 | -10 | -2 | -2 | -4 |

Figure 17. The best alignment deduced from TBM_2.

|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | - | P | N | G | P | A | P | L | G | K | D | L | - |
| 1 | - | 0 | -8 | -12 | -16 | -20 | -24 | -28 | -32 | -36 | -40 | -44 | -48 | - |
| 2 | P | -8 | 10 | 2 | -2 | -6 | -10 | -14 | -18 | -22 | -26 | -30 | -34 | -90 |
| 3 | N | -12 | 2 | 12 | 9 | 5 | 1 | -3 | -7 | -11 | -15 | -19 | -23 | -75 |
| 4 | G | -16 | -2 | 9 | 25 | 17 | 13 | 9 | 5 | 1 | -3 | -7 | -11 | -59 |
| 5 | P | -20 | -6 | 5 | 17 | 35 | 27 | 23 | 19 | 15 | 11 | 7 | 3 | -41 |
| 6 | I | -24 | -10 | 1 | 13 | 27 | 34 | 26 | 25 | 18 | 14 | 10 | 9 | -31 |
| 7 | R | -28 | -14 | -3 | 9 | 23 | 26 | 41 | 23 | 22 | 21 | 13 | 9 | -27 |
| 8 | D | -32 | -18 | -7 | 5 | 19 | 22 | 45 | 27 | 22 | 21 | 29 | 21 | -11 |
| 9 | L | -36 | -22 | -11 | 1 | 15 | 18 | 9 | 30 | 23 | 19 | 21 | 34 | 6 |
| 10 | L | -40 | -26 | -15 | -3 | 11 | 14 | 15 | 24 | 26 | 20 | 17 | 26 | 2 |
| 11 | L | -44 | -30 | -19 | -7 | 7 | 10 | 11 | 20 | 20 | 23 | 16 | 22 | 2 |
| 12 | G | -48 | -34 | -23 | -11 | 3 | 7 | 8 | 14 | 28 | 20 | 22 | 18 | 2 |
| 13 | K | -52 | -38 | -27 | -15 | -1 | 2 | 6 | 10 | 20 | 34 | 26 | 22 | 10 |
| 14 | D | -56 | -42 | -31 | -19 | -5 | -2 | 1 | 6 | 16 | 26 | 42 | 34 | 26 |
| 15 | L | -60 | -46 | -35 | -23 | -9 | -6 | -5 | 6 | 12 | 22 | 34 | 47 | - |
| 16 | - | - | -90 | -75 | -59 | -41 | -34 | -29 | -14 | -4 | 10 | 26 | - | - |

### 1.7.5 Fifth application

Consider the following sequences and settings:

Eq. 25

$$
\left\{\begin{array}{l}
\text { seq. } A=\text { PNGPAPLGKDL } \\
\text { seq. } B=P N G P I R D L L L G K D L
\end{array}\right.
$$

Eq. 26

$$
\left\{\begin{array}{l}
\text { open gap penalty }=8 \\
\text { extended gap penalty }=4 \\
\text { substitution matrix }=\text { BLOSUM } 50
\end{array}\right.
$$

Matrix TBM and the alignment deduced by TBM_2 is reported in Figure 17 and the alignment is also reported in
Table 31. SIB's software gives the same alignment with a score of 44, which is 47-4.

### 1.7.6 Sixth application

Consider the following sequences and settings:

Eq. 27

$$
\left\{\begin{array}{l}
\text { seq. } A=\text { GPSKGDLLGKDL } \\
\text { seq. } B=P N A G P S K G I R D L L L G K D L
\end{array}\right.
$$

Eq. 28

$$
\left\{\begin{array}{l}
\text { open gap penalty }=4 \\
\text { extended gap penalty }=2 \\
\text { substitution matrix }=\text { BLOSUM } 50
\end{array}\right.
$$

In Figure 18 you can find the best alignment traced on TBM, while the alignment with its score is in Errore. L'origine riferimento non è stata trovata.. SIB software doesn't seem to calculate this a lignment. I don't know why.

Figure 18. The best alignment deduced from TBM_2.

|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | - | G | P | S | K | G | D | L | L | G | K | D | L | - |
| 1 | - | 0 | -4 | -6 | -8 | -10 | -12 | -14 | -16 | -18 | -20 | -22 | -24 | -26 | - |
| 2 | P | -4 | -2 | 6 | 2 | 0 | -2 | -4 | -6 | -8 | -10 | -12 | -14 | -16 | -52 |
| 3 | N | -6 | -4 | 2 | 7 | 3 | 1 | 0 | -3 | -5 | -7 | -9 | -10 | -13 | -47 |
| 4 | A | ${ }^{-8}$ | -6 | 0 | 3 | 6 | 3 | 0 | -2 | -4 | -5 | -8 | -10 | -12 | -44 |
| 5 | G | -10 | ${ }^{0}$ | -2 | 1 | 2 | 14 | 10 | 8 | 6 | 4 | 2 | 0 | -2 | -32 |
| 6 | P | -12 | -4 | 0 | 6 | 4 | 10 | 13 | 9 | 7 | 5 | 3 | 1 | -1 | -29 |
| 7 | S | -14 | -6 | 6 | 1 1- | 11 | 9 | 10 | 10 | 6 | 7 | 5 | 3 | -1 | -27 |
| 8 | K | -16 | -8 | 4 | 11 | 21 | 17 | 15 | 13 | 11 | 9 | 13 | 9 | 7 | -17 |
| 9 | G | -18 | -8 | 2 | 9 | 17 | 22 | 25 | 23 | 21 | 19 | 17 | 15 | 13 | -9 |
| 10 | I | -20 | -12 | 0 | 7 | 15 | 25 | 25 | 27 | 25 | 21 | 19 | 17 | 17 | -3 |
| 11 | R | -22 | -14 | -2 | 5 | 13 | 2. | 23 | 23 | 24 | 22 | 24 | 20 | 18 | 0 |
| 12 | D | -24 | -16 | -4 | 3 | 11 | 21 | 431 | 27 | 25 | 23 | 21 | 32 | 28 | 12 |
| 13 | L | -26 | -18 | -6 | 1 | 9 | 19 | 27 | 36 | 32 | 30 | 28 | 28 | 37 | 23 |
| 14 | L | -28 | -20 | -8 | -1 | 7 | 17 | 25 | 32 | 41 | 37 | 35 | 33 | 33 | 21 |
| 15 | L | -30 | -22 | -10 | -3 | 5 | 15 | 23 | 30 | 37 | 37 | 34 | 31 | 38 | 28 |
| 16 | G | -32 | -22 | -12 | -5 | 3 | 13 | 21 | 28 | 35 | 45 | 41 | 39 | 37 | 29 |
| 17 | K | -34 | -26 | -14 | -7 | 1 | 11 | 19 | 26 | 33 | 41 | 51 | 47 | 45 | 39 |
| 18 | D | -36 | -28 | -16 | -9 | -1 | 9 | 19 | 24 | 31 | 39 | 47 | ${ }_{59}$ | 55 | 51 |
| 19 | L | -38 | -30 | -18 | -11 | -3 | 7 | 15 | 24 | 29 | 37 | 45 | 55 | 64 | - |
| 20 | - | - | -54 | -40 | -31 | -21 | -9 | 1 | 12 | 19 | 29 | 39 | 51 | - | - |

Table 30. Opening gap is 4, extending gap is 2 and we used BLOSUM50 substitution matrix.

| Seq A | - | - | - | G | P | S | K | G | - | - | D | - | L | L | G | K | D | L |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | P | N | A | G | P | S | K | G | I | R | D | L | L | L | G | K | D | L |
| Score | -4 | -2 | -2 | 8 | 10 | 5 | 6 | 8 | -4 | -2 | 8 | -4 | 5 | 5 | 8 | 6 | 8 | 5 |

Table 31. Opening gap is 8, extending gap is 4 and we used BLOSUM50 substitution matrix. The same alignment is the one given by SIB's software.

| Seq A | P | N | G | P | A | P | - | - | - | L | G | K | D | L |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | P | N | G | P | I | R | D | L | L | L | G | K | D | L |  |
| Score | 10 | 7 | 8 | 10 | -1 | -3 | -8 | -4 | -4 | 5 | 8 | 6 | 8 | 5 | $=47$ |

### 1.7.7 Seventh application

Consider the following sequences and settings:

Eq. 29
$\left\{\begin{array}{l}\text { seq. } A=\text { MSILKIHAREIFDSRGNPTVEVDLFTSKGLFRAAVPSGASTGIYEALELR } \\ \text { seq. } B=M G F H I Y E I K A R Q I I D S R G N P T V E A D V I L E D G T Y G R A A V P S G A S T G I N E A V ~\end{array}\right.$

Eq. 30 $\left\{\begin{array}{l}\text { open gap penalty }=12 \\ \text { extended gap penalty }=2 \\ \text { substitution matrix }=\text { BLOSUM } 50\end{array}\right.$

Our program gives the same best alignment as SIB software, with a score of 155. You can find this alignment in Table 32. The score given by SIB's software is 155-2-2-2=149.

Table 32. Opening gap is 12, extending gap is 4 and we used BLOSUM50 substitution matrix.

$$
\begin{array}{|ll|l|}
\hline \text { seq. } & \text { A: } & \text { MS--ILKIHAREIFDSRGNPTVEVDLFTSKGLF-RAAVPSGASTGIYEALELR } \\
\hline \text { seq. } & \text { B: } & \text { MGFHIYEIKARQIIDSRGNPTVEADVILEDGTYGRAAVPSGASTGINEAV--- } \\
\hline
\end{array}
$$

### 1.7.8 Eighth application ${ }^{2}$

We run again our software with settings of example in 1.7.1, but this time substitution matrix is scaled in order to have its elements expressed as logarithms to base two of odds ratios. Our software gives these two best alignments:

| Seq A | N | G | P | I | R | D | L | L | L | G | K | D |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | S | - | T | I | A | P | A | L | I | - | S | S |  |
| Score | 0.5 | -2 | -0.5 | 2 | -0.5 | -0.5 | -0.5 | 2 | 1 | -2 | 0 | 0 | $=-0.5$ |


| Seq A | N | G | P | I | R | D | L | L | L | G | K | D |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | S | - | T | I | A | P | A | L | I | S | S | - |
| Score | 0.5 | -2 | -0.5 | 2 | -0.5 | -0.5 | -0.5 | 2 | 1 | 0 | 0 | -2 |

SIBO's software gives the first one above, with a score of -1 .

[^1]
### 1.7.9 Ninth application

We repeat example in 1.7.2 with matrix scaled to a base two logarithm. We obtain:

| Seq A | N | G | P | I | R | D | L | L | L | G | K | D |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | S | - | T | I | A | P | A | L | I | - | S | S |  |
| Score | 0.5 | -4 | -0.5 | 2 | -0.5 | -0.5 | -0.5 | 2 | 1 | -4 | 0 | 0 | $=-4.5$ |


| Seq A | N | G | P | I | R | D | L | L | L | G | K | D |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | S | - | T | I | A | P | A | L | I | S | S | - |
| Score | 0.5 | -4 | -0.5 | 2 | -0.5 | -0.5 | -0.5 | 2 | 1 | 0 | 0 | -4 |

SIB's software gives the second alignment, with a score of -3 .

### 1.7.10 Tenth application

We will run our software on example in 1.7 .3 with the substitution matrix scaled to a logarithm to base two. We have:

| Seq A | N | G | P | I | R | D | L | L | L | G | K | D |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | S | T | I | A | P | A | L | I | - | - | S | S |  |
| Score | 0.5 | -1 | -1.5 | -0.5 | -1 | -1 | 2 | 1 | -12 | -2 | 0 | 0 | $=-15.5$ |

SIBO's software gives the same alignment with a score of -19 .

### 1.7.11 Eleventh application

We re-calculate example in 1.7.4 with a scaled substitution matrix. We obtain:

| Seq A | P | S | T | I | A | P | A | L | I | - | - | - | S | S |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | P | N | G | P | I | R | D | L | L | L | G | K | D | L |
| Score | 3.5 | 0.5 | -1 | -1.5 | -0.5 | -1 | -1 | 2 | 1 | -10 | -2 | -2 | 0 | -1 |


| Seq A | P | S | T | I | A | P | A | L | I | S | S | - | - | - |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | P | N | G | P | I | R | D | L | L | L | G | K | D | L |
| Score | 3.5 | 0.5 | -1 | -1.5 | -0.5 | -1 | -1 | 2 | 1 | -1 | 0 | -10 | -2 | -2 |

SIB's software gives the second alignment below, with a score of -12 .

| Seq A | P | S | - | T | I | A | P | A | L | I | S | S | - | - |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | P | N | G | P | I | R | D | L | L | L | G | K | D | L |
| Score | 3.5 | 0.5 | -10 | -0.5 | 2 | -0.5 | -0.5 | -0.5 | 2 | 1 | 0 | 0 | -10 | -2 |

As you can see, in this case our software gives an alignment with a score different from the one given by SIB's software. I can't explain this.

### 1.7.11.1 Comparison with other substitution matrices

Same sequences and settings as above, but with BLOSUM80 matrix. We have:

| Seq A | P | S | T | I | A | P | A | L | I | - | - | - | S | S |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | P | N | G | P | I | R | D | L | L | L | G | K | D | L |  |
| Score | 4 | 0 | -1 | -2 | -1 | -1 | -1 | 2 | 0,5 | -10 | -2 | -2 | $-0,5$ | $-1,5$ | $=-15,5$ |


| Seq A | P | S | T | I | A | P | A | L | I | S | S | - | - | - |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | P | N | G | P | I | R | D | L | L | L | G | K | D | L |  |
| Score | 4 | 0 | -1 | -2 | -1 | -1 | -1 | 2 | 0,5 | $-1,5$ | $-0,5$ | -10 | -2 | -2 | $=-15,5$ |

SIB's software gives instead:

| Seq A | P | S | T | - | I | A | P | A | L | I | S | S | - | - |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | P | N | G | P | I | R | D | L | L | L | G | K | D | L |
| Score | 4 | 0 | -1 | -10 | 2,5 | -1 | -1 | $-0,5$ | 2 | 0,5 | $-0,5$ | $-0,5$ | -10 | -2 |

In this case we obtain an incongruent result, too: our software find a better alignment. Using BLOSUM50 substitution matrix we have:

| Seq A | P | S | T | I | A | P | A | L | I | - | - | - | S | S |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | P | N | G | P | I | R | D | L | L | L | G | K | D | L |
| Score | 5 | 0,5 | -1 | $-1,5$ | $-0,5$ | $-1,5$ | -1 | 2,5 | 1 | -10 | -2 | -2 | 0 | $-1,5$ |


| Seq A | P | S | T | I | A | P | A | L | I | S | S | - | - | - |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | P | N | G | P | I | R | D | L | L | L | G | K | D | L |
| Score | 5 | 0,5 | -1 | $-1,5$ | $-0,5$ | $-1,5$ | -1 | 2,5 | 1 | $-1,5$ | 0 | -10 | -2 | -2 |

SIB's software gives instead:

| Seq A | P | S | - | T | I | A | P | A | L | I | S | S | - | - |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | P | N | G | P | I | R | D | L | L | L | G | K | D | L |
| Score | 5 | 0,5 | -10 | $-0,5$ | 2,5 | -1 | $-0,5$ | -1 | 2,5 | 1 | 0 | 0 | -10 | -2 |

Again, a difference between the two software. With PAM250 we have the following alignment with both the programs. The score is $-10,667$.

| Seq A | P | S | T | I | A | P | A | L | I | S | S | - | - | - |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seq B | P | N | G | P | I | R | D | L | L | L | G | K | D | L |

### 1.7.12 Twelfth application

The same settings as in 1.7.6 give the following alignment, with a score of 56.5. SIB's software gives the same alignment.

```
seq. A: MS--ILKIHAREIFDSRGNPTVEVDLFTSKGLF-RAAVPSGASTGIYEALELR
seq. B: MGFHIYEIKARQIIDSRGNPTVEADVILEDGTYGRAAVPSGASTGINEAV----
```

In conclusion, our software has a closer behavior with SIB's software if we do not scale substitution matrices.

### 1.7.13 Comparison with SIB's software

From application one to seven, we have been able to verify that our software gives the same best score as SIB's software, if only we take into account that SIB's software doesn't scale the substitution matrix of choice to a matrix expressed in bits: it does maintain BLOSUM matrices as expressed as logarithms to base 2 multiplied by 2, and PAM matrices as logarithm to base 10 multiplied by 10 . Moreover, SIB's software adds the extending gap penalty to each first gap, even when the first gap is the only gap. We present in the following paragraph a version of code in paragraph 1.7 which is equivalent to SIB's software (it doesn't scale matrices and adds extending gap penalty also to the first gap).

### 1.8 Code in Octave for global alignment equivalent to SIB's LALIGN

The following one is a version of code in paragraph 1.7 where the following changes have been operated:

- substitution matrices are not scaled to logarithm to the base two of odds ratios;
- extending gap penalty is added to the opening gap penalty, always;
- end gap penalties are included.

These settings have been implemented in order to obtain a software equivalent to the tool LALIGN offered by the Swiss Institute of Bioinformatics (SIB) web site ( $\uparrow$ ).

```
% file name = NeW_6.m
% date of creation = 03/05/2016
% this software is equivalent to LALIGN by Swiss Institute of Bioinformatics
% it doesn't scale substitution matrices to log to base two
% it adds exending gap penalty to opening gap penalty
% We delete all previous values for variables
clear all
% We ask the user to choose a substitution matrix
SUBMAT = 0;
disp(" ")
disp("Please, select the substitution matrix to use for score calculation.")
disp(" ")
s = menu ("Substitution matrix", "BLOSUM45", "BLOSUM50", "BLOSUM62", "BLOSUM80", "PAM250");
% We load the chosen substitution matrix matrix
switch s
    case (1)
    load BLOSUM45.mat;
SUBMAT=BLOSUM45;
disp(" ")
disp("You have chosen the substitution matrix BLOSUM45:")
disp(" ")
disp(BLOSUM45)
case (2)
load BLOSUM50.mat;
SUBMAT=BLOSUM50;
disp(" ")
disp("You have chosen the substitution matrix BLOSUM50:")
disp(" ")
disp(BLOSUM50)
case (3)
load BLOSUM62.mat;
SUBMAT=BLOSUM62;
disp(" ")
```

```
    disp("You have chosen the substitution matrix BLOSUM62:")
    disp(" ")
    disp(BLOSUM62)
    case (4)
    load BLOSUM80.mat;
    SUBMAT=BLOSUM80;
    disp(" ")
    disp("You have chosen the substitution matrix BLOSUM80:")
    disp(" ")
    disp(BLOSUM80)
    otherwise
    load PAM250.mat;
    SUBMAT=PAM250;
    disp(" ")
    disp("You have chosen the substitution matrix PAM250:")
    disp(" ")
    disp(PAM250)
endswitch
% We define an array for the 20 amino acids
aa(1:20)= ['A' 'R' 'N' 'D' 'C' 'Q' 'E' 'G' 'H' 'I' 'L' 'K' 'M' 'F' 'P' 'S' 'T' 'W' 'Y' 'V'];
disp("Amino acids are intended in the following sequence:")
disp(" ")
disp(aa(1:20))
disp(" ")
% We ask the user for amino acids of sequence A
disp(" ")
disp("I will ask you for amino acids of sequence A.")
disp("Use capitol letters!")
disp(" ")
seq_A = input("Insert sequence A= ","s");
disp(" ")
A = ["-" seq_A];
% We ask the user for amino acids of sequence B
disp(" ")
disp("I will now ask you for amino acids of sequence B.")
disp("Again, use capitol letters!")
disp(" ")
seq_B = input("Insert sequence B= ","s");
disp(" ")
B = ["-" seq_B];
% We define length of sequence A and of sequence B, respectively
k=length(A)-1;
m=length(B)-1;
% We ask the user for the opening gap penalty
disp(" ")
disp("I will ask you for opening gap penalty.")
disp("Use a positive integer (suggested:12)!")
disp(" ")
op_d = input("Insert open gap penalty= ");
disp(" ")
% We ask the user for the extending gap penalty
disp(" ")
disp("I will ask you for extended gap penalty.")
disp("Use a positive integer (suggested:2)!")
disp(" ")
ex_d = input("Insert extended gap penalty= ");
disp(" ")
% We define elements of MAT, TBM and TBM_2 which are zero
MAT(1,1)=0;
MAT(1,2:k+1)=0;
MAT(2:m+1,1)=0;
```

```
TBM(1,1)=0;
TBM_2 = 0;
% We define elements of TBM and TBM_2 which have no role in calculation
% with a formal value of }10
TBM(1,k+2)=100;
TBM(m+2,1)=100;
TBM(m+1,k+2)=100;
TBM(m+2,k+2)=100;
TBM(m+2,k+1)=100;
TBM_2(1,1:k+2,1:2)=0;
TBM_2(1:m+2,1,1:2)=0;
TBM_2(m+1,k+2,1:2)=100;
TBM_2(m+2,k+2,1:2)=100;
TBM_2(m+2,k+1,1:2)=100;
% We define other elements of the first row and the first column of TBM
for i=2:1:m+1
    TBM(i,1)=-op_d-ex_d*(i-1);
    for j=2:1:k+1
    TBM(1,j)=-op_d-ex_d*(j-1);
    endfor
endfor
% We define elements of MAT
for i=2:1:m+1
    for j=2:1:k+1
        for h=1:1:20
            if ( A(j)==aa(h) )
                index_A=h;
            endif
            if ( B(i)==aa(h) )
                index_B=h;
            endif
    endfor
    MAT(i,j)= SUBMAT(index_B, index_A);
    endfor
endfor
% We print array MAT on the screen
disp(" ")
disp('MAT matrix contains the score between each pair of amino acids:')
disp(MAT(2:m+1,2:k+1))
disp(" ")
% We define elements for TBM and TBM_2
for i=2:1:m+1
    for j=2:1:k+1
        for l=1:1:j-1
            AL(i,l)=TBM(i,l)-op_d-ex_d*(j-l);
    endfor
    forg=1:1:i-1
        BE(g,j)=TBM(g,j)-op_d-ex_d*(i-g);
    endfor
    if ( TBM(i-1,j-1)+MAT(i,j) >= max([AL(i,1:j-1) max(BE(1:i-1,j))]) )
        TBM(i,j)=TBM(i-1,j-1)+MAT(i,j);
        TBM_2(i,j,1)=i-1;
        TBM_2(i,j,2)=j-1;
    else
        for l=1:1:j-1
                if ( AL(i,l) >= max([AL(i,1:j-1) max(BE(1:i-1,j))]) )
                TBM(i,j)=AL(i,l);
                TBM_2(i,j,1)=i;
                    TBM_2(i,j,2)=l;
                else
                    for g=1:1:i-1
```

```
            if ( BE (g,j) >= max([AL(i,1:j-1) max(BE(1:i-1,j))]) )
                TBM(i,j)=BE(g,j);
                TBM_2(i,j,1)=g;
                TBM_2(i,j,2)=j;
                endif
            endfor
            endif
        endfor
    endif
    endfor
endfor
% We define elements for the last column of TBM and TBM_2
for g=2:1:m
    TBM(g,k+2)=TBM(g,k+1) -op_d-ex_d*(m+1-g);
    TBM_2(g,k+2,1)=g;
    TBM_2(g,k+2,2)=k+1;
endfor
% We define elements for the last row of TBM and TBM_2
for l=2:1:k
    TBM(m+2,l)=TBM(m+1,l) -op_d-ex_d*(k+1-l);
    TBM_2(m+2,1,1)=m+1;
    TBM_2(m+2,1,2)=1;
endfor
% We print arrays TBM and TBM_2
disp(" ")
disp('TBM matrix contains the score between each partial alignments:')
disp(TBM)
disp('TBM_2 matrix contains the record of where each partial alignment comes from:')
disp(TBM_2)
disp(" ")
% We put into array ALIGN the sequence of elements of A and B
% which give the best alignment
% Here we start with the first row of ALIGN
%
%
control=0;
if (TBM(m+1,k+1)>= max([max(TBM(m+2,2:k)) max(TBM(2:m,k+2))]))
    ALIGN_a(1:2,1:1001)=0;
    ALIGN_a(1,1)= k+1;
    ALIGN_a(2,1)= m+1;
    best_score= TBM(m+1,k+1);
    control=1
endif
if (control==1)
    % Now we define the following rows of ALIGN_a
    for n=1:1:1000
        if ( ALIGN_a(1,n)>0 )
            if ( ALIGN_a(2,n)>0 )
                ALIGN_a(1,n+1)=TBM_2(ALIGN_a(2,n),ALIGN_a(1,n),2);
                ALIGN_a(2,n+1)=TBM_2(ALIGN_a(2,n),ALIGN_a(1,n),1);
            endif
        endif
    endfor
    % We search for the numebr of elements of ALIGN_a
    n=1;
    while (ALIGN_a(1,n)>0)
    n=n+1;
    endwhile
    n=n-1;
    % We reverse the order of columns of ALIGN_a
    ALIGN_a(1:2,1:n)=fliplr(ALIGN_a(1:2,1:n));
```

```
% We re-write ALIGN_a in ALIGNex_a
ALIGNex_a(:,1)=ALIGN_a(:,1);
i=1;
j=1;
while (ALIGN_a(1,j)>0)
    if (ALIGN_a(1,j+1)==ALIGN_a(1,j) )
        delta=(ALIGN_a(2,j+1)-ALIGN_a(2,j));
        for s=1:1:delta
            ALIGNex_a(1,i+s)=ALIGN_a(1,j);
            ALIGNex_a(2,i+s)=ALIGN_a(2,j)+s;
    endfor
    i=i+delta;
    j=j+1;
    elseif ( ALIGN_a(2,j+1)==ALIGN_a(2,j) )
    delta=(ALIGN_a(1,j+1)-ALIGN_a(1,j));
    for s=1:1:delta
            ALIGNex_a(1,i+s)=ALIGN_a(1,j)+s;
            ALIGNex_a(2,i+s)=ALIGN_a(2,j);
    endfor
    i=i+delta;
    j=j+1;
else
    ALIGNex_a(1,i+1)=ALIGN_a(1,j+1);
    ALIGNex_a(2,i+1)=ALIGN_a(2,j+1);
    i=i+1;
    j=j+1;
endif
endwhile
%
% We search for the numebr of elements of ALIGNex_c
i=1;
while (ALIGNex_a(1,i)>0)
    i=i+1;
endwhile
i=i-1;
%
% We put ALIGNex_a in ALIGN_a
ALIGN_a(:,1:i)=ALIGNex_a(:,1:i);
% We calculate the array ALIGN_a_2 which contains the alignment
ALIGN_a_2(1,1)=A(ALIGN_a(1,1));
ALIGN_a_2(2,1)=B(ALIGN_a(2,1));
j=2;
while (ALIGN_a(1,j)>0)
    if (ALIGN_a(1,j)==ALIGN_a(1,j-1) )
        ALIGN_a_2(1,j)='-';
        ALIGN_a_2(2,j)=B(ALIGN_a(2,j));
        elseif (ALIGN_a(2,j)===ALIGN_a(2,j-1))
        ALIGN_a_2(1,j)=A(ALIGN_a(1,j));
        ALIGN_a_2(2,j)='-';
else
        ALIGN_a_2(1,j)=A(ALIGN_a(1,j));
        ALIGN_a_2(2,j)=B(ALIGN_a(2,j));
endif
j=j+1;
endwhile
%
if (ALIGN_a(1,1)!=1)
    for h=1:1:ALIGN_a(1,1)
        pre_ALIGN_a_2(1,h)=A(h);
        pre_ALIGN_a_2(2,h)="-";
endfor
```

```
    ALIGN_a_2=[pre_ALIGN_a_2(:,1:ALIGN_a(1,1)) ALIGN_a_2(:,2:j)];
endif
if (ALIGN_a(2,1)!=1)
    for h=1:1:ALIGN_a(2,1)
        pre_ALIGN_a_2(1,h)="-";
        pre_ALIGN_a_2(2,h)=B(h);
    endfor
    ALIGN_a_2=[pre_ALIGN_a_2 ALIGN_a_2(:,2:j-1)];
endif
%
disp(" ")
disp("One of the possible alignments with the best score is:")
disp(" ")
disp(["seq. A: " ALIGN_a_2(1,:)])
disp(["seq. B: " ALIGN_a_2(2,:)])
disp(" ")
disp("The path through TBM, from the end to the beginning, is:")
disp(" ")
disp(ALIGN_a(1:2,1:j))
disp(" ")
% We print on the screen the best score
disp(" ")
disp('The best score for alignments is:')
disp(" ")
disp(best_score)
disp(" ")
endif
% We searh for another best alignment
%
%
control=0;
for g=2:1:m
    if (TBM(g,k+2)>= max([TBM(m+1,k+1) max(TBM(m+2,2:k)) max(TBM(2:m,k+2))]) )
    ALIGN_b(1:2,1:1001)=0;
    ALIGN_b(1,1)= TBM_2(g,k+2,2);
    ALIGN_b(2,1)= TBM_2(g,k+2,1);
    best_score= TBM(g,k+2);
    control=1;
    endif
endfor
if (control==1)
    % Now we define the following rows of ALIGN
    for n=1:1:1000
        if ( ALIGN_b(1,n)>0 )
            if( ALIGN_b(2,n)>0 )
                ALIGN_b(1,n+1)=TBM_2(ALIGN_b(2,n),ALIGN_b(1,n),2);
            ALIGN_b(2,n+1)=TBM_2(ALIGN_b(2,n),ALIGN_b(1,n),1);
            endif
    endif
    endfor
    % We search for the numebr of elements of ALIGN
    n=1;
    while (ALIGN_b(1,n)>0)
    n=n+1;
    endwhile
    n=n-1;
    % We reverse the ordero of columns of ALIGN_b
    ALIGN_b(1:2,1:n)=fliplr(ALIGN_b(1:2,1:n));
    % We re-write ALIGN_b in ALIGNex_b
    ALIGNex_b(:,1)=ALIGN_b(:,1);
    i=1;
```

```
j=1;
while (ALIGN_b(1,j)>0)
    if (ALIGN_b (1,j+1)==ALIGN_b (1,j) )
        delta=(ALIGN_b(2,j+1)-ALIGN_b(2,j));
        for s=1:1:delta
        ALIGNex_b(1,i+s)=ALIGN_b(1,j);
        ALIGNex_b(2,i+s)=ALIGN_b}(2,j)+s
    endfor
    i=i+delta;
    j=j+1;
    elseif (ALIGN_b(2,j+1)==ALIGN_b(2,j) )
    delta=(ALIGN_b(1,j+1)-ALIGN_b(1,j));
    for s=1:1:delta
        ALIGNex_b(1,i+s)=ALIGN_b(1,j)+s;
        ALIGNex_b(2,i+s)=ALIGN_b(2,j);
        endfor
        i=i+delta;
        j=j+1;
    else
        ALIGNex_b(1,i+1)=ALIGN_b(1,j+1);
        ALIGNex_b(2,i+1)=ALIGN_b(2,j+1);
        i=i+1;
        j=j+1;
    endif
endwhile
%
% We search for the numebr of elements of ALIGNex_b
i=1;
while (ALIGNex_b(1,i)>0)
    i=1+1;
endwhile
i=i-1;
%
% We put ALIGNex_b in ALIGN_b
ALIGN_b(:,1:i)=ALIGNex_b(:,1:-i);
% We calculate the array ALIGN_b_2 which contains the alignment
ALIGN_b_2(1,1)=A(ALIGN_b(1,1));
ALIGN_b_2(2,1)=B(ALIGN_b(2,1));
j=2;
while (ALIGN_b(1,j)>0)
    if (ALIGN_b (1,j)==ALIGN_b(1,j-1) )
        ALIGN_b_2(1,j)='-';
        ALIGN_b_2(2,j)=B(ALIGN_b(2,j));
    elseif ( ALIGN_b(2,j)==ALIGN_b(2,j-1) )
        ALIGN_b_2(1,j)=A(ALIGN_b(1,j));
        ALIGN_b_2(2,j)='-';
    else
        ALIGN_b_2(1,j)=A(ALIGN_b(1,j));
        ALIGN_b_2(2,j)=B(ALIGN_b(2,j));
    endif
    j=j+1;
endwhile
%
if (ALIGN_b(1,1)!=1)
    for h=1:1:ALIGN_b(1,1)
        pre_ALIGN_b_2(1,h)=A(h);
        pre_ALIGN_b_2(2,h)="-";
    endfor
    ALIGN_b_2=[pre_ALIGN_b_2(:,1:ALIGN_b(1,1)) ALIGN_b_2(:,2:j)];
endif
if (ALIGN_b(2,1)!=1)
```

```
    for h=1:1:ALIGN_b(2,1)
    pre_ALIGN_b_2(1,h)="-";
    pre_ALIGN_b_2(2,h)=B(h);
    endfor
    ALIGN_b_2=[pre_ALIGN_b_2 ALIGN_b_2(:,2:j-1)];
endif
%
for p=1:1:m+1-ALIGN_b(2,i)
    ALIGN_b_2(1,i+p)="-";
    ALIGN_b_2(2,i+p)=B(ALIGN_b(2,i)+p);
    endfor
    disp(" ")
    disp("One of the possible alignments with the best score is:")
    disp(" ")
    disp(["seq. A: " ALIGN_b_2(1,:)])
    disp(["seq. B: " ALIGN_b_2(2,:)])
    disp(" ")
    disp("The path through TBM, from the end to the beginning, is:")
    disp(" ")
    disp(ALIGN_b(1:2,1:i))
    disp(" ")
    % We print on the screen the best score
    disp(" ")
    disp('The best score for alignments is:')
    disp(" ")
    disp(best_score)
    disp(" ")
endif
% We searh for another best alignment
%
%
control=0;
for l=2:1:k
    if (TBM(m+2,l)>= max([TBM(m+1,k+1) max(TBM(m+2,2:k)) max(TBM(2:m,k+2))]) )
        ALIGN_c(1:2,1:1001)=0;
        ALIGN_c(1,1)= TBM_2(m+2,1,2);
        ALIGN_c(2,1)= TBM_2(m+2,1,1);
        best_score= TBM(m+2,1);
        control=1;
    endif
endfor
if (control==1)
    % Now we define the following rows of ALIGN
    for n=1:1:1000
        if ( ALIGN_c(1,n)>0 )
            if (ALIGN_c(2,n)>0 )
                ALIGN_c(1,n+1)=TBM_2(ALIGN_c(2,n),ALIGN_c(1,n),2);
                ALIGN_c(2,n+1)=TBM_2(ALIGN_c(2,n),ALIGN_c(1,n),1);
            endif
    endif
    endfor
    % We search for the numebr of elements of ALIGN
    n=1;
    while (ALIGN_c(1,n)>0)
    n=n+1;
    endwhile
    n=n-1;
    % We reverse the ordero of columns of ALIGN_c
    ALIGN_c(1:2,1:n)=fliplr(ALIGN_c(1:2,1:n));
    % We re-write ALIGN_b in ALIGNex_c
    ALIGNex_c(:,1)=ALIGN_c(:,1);
```

```
i=1;
j=1;
while (ALIGN_c(1,j)>0)
    if (ALIGN_c(1,j+1)==ALIGN_c(1,j) )
        delta=(ALIGN_c(2,j+1)-ALIGN_c(2,j));
        for s=1:1:delta
            ALIGNex_c(1,i+s)=ALIGN_c(1,j);
            ALIGNex_c(2,i+s)=ALIGN_c(2,j)+s;
    endfor
    i=i+delta;
    j=j+1;
    elseif ( ALIGN_c(2,j+1)==ALIGN_c(2,j) )
        delta=(ALIGN_c(1,j+1)-ALIGN_c(1,j));
        for s=1:1:delta
            ALIGNex_c(1,i+s)=ALIGN_c(1,j)+s;
            ALIGNex_c(2,i+s)=ALIGN_c(2,j);
    endfor
    i=i+delta;
    j=j+1;
    else
        ALIGNex_c(1,i+1)=ALIGN_c(1,j+1);
        ALIGNex_c(2,i+1)=ALIGN_c(2,j+1);
        i=i+1;
        j=j+1;
    endif
endwhile
%
% We search for the numebr of elements of ALIGNex_c
i=1;
while (ALIGNex_c(1,i)>0)
    i=i+1;
endwhile
i=i-1;
%
% We put ALIGNex_c in ALIGN_c
ALIGN_c(:,1:i)=ALIGNex_c(:,1:i);
% We calculate the array ALIGN_c_2 which contains the alignment
ALIGN_c_2(1,1)=A(ALIGN_c(1,1));
ALIGN_c_2(2,1)=B(ALIGN_c(2,1));
j=2;
while (ALIGN_c(1,j)>0)
    if( ALIGN_c(1,j)==ALIGN_c(1,j-1) )
        ALIGN_c_2(1,j)='-';
        ALIGN_c_2(2,j)=B(ALIGN_c(2,j));
    elseif (ALIGN_c(2,j)==ALIGN_c(2,j-1) )
        ALIGN_c_2(1,j)=A(ALIGN_c(1,j));
        ALIGN_c_2(2,j)='-';
        else
        ALIGN_c_2(1,j)=A(ALIGN_c(1,j));
        ALIGN_c_2(2,j)=B(ALIGN_c(2,j));
    endif
    j=j+1;
endwhile
%
if (ALIGN_c(1,1)!=1)
    for h=1:1:ALIGN_c(1,1)
        pre_ALIGN_c_2(1,h)=A(h)
        pre_ALIGN_c_2(2,h)="-"
    endfor
    ALIGN_c_2=[pre_ALIGN_c_2(:,1:ALIGN_c(1,1)) ALIGN_c_2(:,2:j)]
endif
```

```
if (ALIGN_c(2,1)!=1)
    for h=1:1:ALIGN_c(2,1)
        pre_ALIGN_c_2(1,h)="-"
        pre_ALIGN_c_2(2,h)=B(h)
    endfor
    ALIGN_c_2=[pre_ALIGN_c_2 ALIGN_c_2(:,2:j-1)]
endif
%
for p=1:1:k+1-ALIGN_c(1,i)
    ALIGN_c_2(1,i+p)=A(ALIGN_c(1,i)+p);
    ALIGN_c_2(2,i+p)="-";
endfor
disp(" ")
disp("One of the possible alignments with the best score is:")
disp(" ")
disp(["seq. A: " ALIGN_c_2(1,:)])
disp(["seq. B: " ALIGN_c_2(2,:)])
disp(" ")
disp("The path through TBM, from the end to the beginning, is:")
disp(" ")
disp(ALIGN_c(1:2,1:i))
disp(" ")
% We print on the screen the best score
disp(" ")
disp('The best score for alignments is:')
disp(" ")
disp(best_score)
disp(" ")
endif
```


### 1.8.1 First group of comparisons of the new code with SIB's software

We will now test the new code in paragraph 1.8 again in comparison with SIB's software, in order to verify that the two programs give the same result in term of best score. We will run the test for sequences in Eq. 19 for various gap penalties and substitution matrices.

| Sequences | Sub. matrix | Gap penalty |  | Alignment | Score |
| :---: | :---: | :---: | :---: | :---: | :---: |
| NGPIRDLLLGKD STIAPALISS | BLOSUM45 | open | extended |  |  |
| SIB's software |  | 2 | 2 | NGPIRDLLLGKD S-TIAPALISS- | -1 |
| My software |  |  |  | NGPIRDLLLGKD S-TIAPALIKS NGPIRDLLLGKD S-TIAPALISS- | -1 |
| SIB's software |  | 4 | 1 | $\begin{aligned} & \hline \text { N--GPIRDLLLGKD } \\ & \text { STIAP---ALIS-S } \\ & \hline \end{aligned}$ | -2 |
| My software |  |  |  | NGPIRDLLLGKD <br> S-TIAPALIS-S | -2 |
| SIB's software |  | 12 | 2 | NGPIRDLLLGKD STIAPALI--SS | -18 |
| My software |  |  |  | NGPIRDLLLGKD STIAPALI--SS | -18 |


| Sequences | Sub. matrix | Gap penalty |  | Alignment | Score |
| :---: | :---: | :---: | :---: | :---: | :---: |
| NGPIRDLLLGKD STIAPALISS | BLOSUM50 | open | extended |  |  |
| SIB's software |  | 2 | 2 | NGPIRDLLLGKD S-TIAPALISS- | -1 |
| My software |  |  |  | $\begin{aligned} & \text { NGPIRDLLLLGKD } \\ & \text { S-TIAPALI-SS } \\ & \hline \text { NGPIRDLLIGKD } \\ & \text { S-TIAPALISS } \end{aligned}$ | -1 |
| SIB's software |  | 4 | 1 | $\begin{aligned} & \hline \text { N--GPIRDLLLGKD } \\ & \text { STIAPA--LI--SS } \end{aligned}$ | -1 |
| My software |  |  |  | $\begin{aligned} & \text { N--GPIRDLLLLGKD } \\ & \text { STIAPA---LI-S } \\ & \hline \text { N--GPIRDLLLGKD } \\ & \text { STIAPA---LISS- } \end{aligned}$ | -1 |
| SIB's software |  | 12 | 2 | NGPIRDLLLGKD STIAPALI--SS | -19 |
| My software |  |  |  | NGPIRDLLLGKD <br> STIAPALI--SS | -19 |


| Sequences | Sub. matrix | Gap penalty |  | Alignment | Score |
| :---: | :---: | :---: | :---: | :---: | :---: |
| NGPIRDLLLGKD STIAPALISS | BLOSUM62 | open | extended |  |  |
| SIB's software |  | 2 | 2 | NGPIRDLLLGKD S-TIAPALIS-S | 0 |
| My software |  |  |  | NGPIRDLLLGKD S-TIAPALIS-S | 0 |
| SIB's software |  | 4 | 1 | NGPIRDLLLGKD S-TIAPALISS- | -3 |
| My software |  |  |  | NGPIRDLLLGKD <br> S-TIAPALISS- | -3 |
| SIB's software |  | 12 | 2 | NGPIRDLLLGKD STIAPALI--SS | -19 |
| My software |  |  |  | NGPIRDLLLGKD STIAPALI--SS | -19 |


| Sequences | Sub. matrix | Gap penalty |  | Alignment | Score |
| :---: | :---: | :---: | :---: | :---: | :---: |
| NGPIRDLLLGKD STIAPALISS | BLOSUM80 | open | extended |  |  |
| SIB's software |  | 2 | 2 | N--GPIRDLLLGKD STIAP---ALISS- | -2 |
| My software |  |  |  | $\begin{aligned} & \text { NGPIRDLLLGKD } \\ & \text { S-TIAPALI-SS } \\ & \hline \text { NGPIRDLLLGKD } \\ & \text { S-TIAPALISS- } \end{aligned}$ | -8 |
| SIB's s | ware | 4 | 1 | N--GPIRDLLLGKD STIAP---ALISS- | -2 |
| My software |  |  |  | $\begin{aligned} & \text { N--GPIRDLLLLGD } \\ & \text { STIAP---ALI-SS } \\ & \hline \text { N--GPIRDLLLGKD } \\ & \text { STIAP---ALISS } \end{aligned}$ | -9 |
|  |  | 12 | 2 | NGPIRDLLLGKD ST-IAPALISS- | -26 |
| My software |  |  |  | NGPIRDLLLGKD STIAPALI--SS | -25 |


| Sequences | Sub. matrix | Gap penalty |  | Alignment | Score |
| :---: | :---: | :---: | :---: | :---: | :---: |
| NGPIRDLLLGKD STIAPALISS | PAM250 | open | extended |  |  |
| SIB's software |  | 2 | 2 | NGPIRDLLLGKD ST-IAPALISS- | 2 |
| My software |  |  |  | Error (array out of bound) | - |
| SIB's software |  | 4 | 1 | NGPIRDLLLGKD ST-IAPALISS- | 0 |
| My software |  |  |  | NGPIRDLLLGKD STIAPALI--SS | 0 |
| SIB's software |  | 12 | 2 | NGPIRDLLLGGK STIAPALI--SS | -10 |
| My software |  |  |  | NGPIRDLLLGKD STIAPALI--SS | -10 |

### 1.8.2 Second group of comparisons of the new code with SIB's software

We will now use sequences in paragraph 1.7.4 with various substitution matrices and gap penalties.

| Sequences | Sub. matrix | Gap penalty |  | Alignment | Score |
| :---: | :---: | :---: | :---: | :---: | :---: |
| NGPIRDLLLGKD STIAPALISS | BLOSUM45 | open | extended |  |  |
| SIB's software |  | 2 | 2 | NGPIRDLLLGKD S-TIAPALISS- | -1 |
| My software |  |  |  | $\begin{aligned} & \text { NGPIRDLLLGKD } \\ & \text { S-TIAPALI-SS } \\ & \hline \text { NGPIRDLLIGKD } \\ & \text { S-TIAPALISS- } \end{aligned}$ | -1 |
| SIB's software |  | 4 | 1 | N--GPIRDLLLGKD STIAP---ALIS-S | -2 |
| My software |  |  |  | NGPIRDLLLGKD <br> S-TIAPALIS-S | -2 |
| SIB's software |  | 12 | 2 | NGPIRDLLLGKD STIAPALI--SS | -18 |
| My software |  |  |  | NGPIRDLLLGKD <br> STIAPALI--SS | -18 |


| Sequences | Sub. matrix | Gap penalty |  | Alignment | Score |
| :---: | :---: | :---: | :---: | :---: | :---: |
| PSTIAPALISS PNGPIRDLLLGKDL | BLOSUM45 | open | extended |  |  |
| SIB's software |  | 10 | 2 | PS-TIAPALISS-- PNGPIRDLLLGKDL | -10 |
| My software |  |  |  | PS-TIAPALISS-- PNGPIRDLLLGKDL PS-TIAPALISS-- PNGPIRDLLLGKDL | -10 |
| SIB's soft | are | 4 | 1 | PSTIAPA---LISS--PN--GPIRDLLLGKDL | 5 |
| My software |  |  |  | $\begin{aligned} & \text { PS-TIAPALISS-- } \\ & \text { PNGPIRDLLLGKDL } \\ & \hline \text { PS-TIAPALISS-- } \\ & \text { PNGPIRDLLLGKDL } \\ & \hline \end{aligned}$ | 5 |


| SIB's software | 2 | 2 | PS-TIAPALISS-- <br> PNGPIRDLLLGKDL | 6 |
| :---: | :---: | :---: | :---: | :---: |
| My software |  |  |  |  |


| Sequences | Sub. <br> matrix | Gap penalty |  |  | Alignment |
| :---: | :---: | :---: | :---: | :---: | :---: | Score


| Sequences | Sub. matrix | Gap penalty |  | Alignment | Score |
| :---: | :---: | :---: | :---: | :---: | :---: |
| PSTIAPALISS PNGPIRDLLLLGKDL | BLOSUM62 | open | extended |  |  |
| SIB's software |  | 10 | 2 | PS-TIAPALISS-PNGPIRDLLLGKDL | -12 |
| My software |  |  |  | PS-TIAPALISS-- PNGPIRDLLLGKDL | -12 |
| SIB's software |  | 4 | 1 | $\begin{aligned} & \hline \text { PS-TIAPALISS-- } \\ & \text { PNGPIRDLLLGKDL } \end{aligned}$ | 3 |
| My software |  |  |  | PS-TIAPALISS-PNGPIRDLLLGKDL | 3 |
| SIB's software |  | 2 | 2 | $\begin{aligned} & \hline \text { PS-TIAPALISS-- } \\ & \text { PNGPIRDLLLGKDL } \end{aligned}$ | 4 |
| My software |  |  |  | PS-TIAPALISS-PNGPIRDLLLGKDL | 4 |


| Sequences | Sub. matrix | Gap penalty |  | Alignment | Score |
| :---: | :---: | :---: | :---: | :---: | :---: |
| PSTIAPALISS PNGPIRDLLLGKDL | BLOSUM80 | open | extended |  |  |
| SIB's software |  | 10 | 2 | PST-IAPALISS-- PNGPIRDLLLGKDL | -12 |
| My software |  |  |  | PS-TIAPALISS-PNGPIRDLLLGKDL | -18 |
| SIB's software |  | 4 | 1 | $\begin{aligned} & \hline \text { PSTIAPA---LISS-- } \\ & \text { PN--GPIRDLLLGKDL } \end{aligned}$ | 9 |
| My software |  |  |  | PSTIAP---ALISS--PN--GPIRDLLLGKDL | -2 |
| SIB's software |  | 2 | 2 | PSTIAPA---LISS--PN--GPIRDLLLGKDL | 8 |
| My software |  |  |  | PS-TIAPALISS-- PNGPIRDLLLGKDL | -2 |


| Sequences | Sub. matrix | Gap penalty |  | Alignment | Score |
| :---: | :---: | :---: | :---: | :---: | :---: |
| PSTIAPALISS PNGPIRDLLLGKDL | PAM250 | open | extended |  |  |
| SIB's software |  | 10 | 2 | PSTIAPALISS--- PNGPIRDLLLGKDL | -6 |
| My software |  |  |  | PSTIAPALISS--- PNGPIRDLLLGKDL | -6 |
| SIB's software |  | 4 | 1 | PST-IAPALISS-- PNGPIRDLLLGKDL | 5 |
| My software |  |  |  | $\begin{aligned} & \text { P-STIAPALISS-- } \\ & \text { PNGPIRDLLLGKDL } \end{aligned}$ | 5 |
| SIB's software |  | 2 | 2 | PST-IAPALISS-- PNGPIRDLLLGKDL | 6 |
| My software |  |  |  | P-STIAPALISS-- PNGPIRDLLLGKDL | 6 |

### 1.8.3 Third group of comparisons of the new code with SIB's software

We will now use sequences in paragraph 1.7 .5 with various substitution matrices and gap penalties.

| Sequences | $\begin{array}{c}\text { Sub. } \\ \text { matrix }\end{array}$ |  | Gap penalty |  | Alignment |
| :---: | :---: | :---: | :---: | :---: | :---: |$\}$ Score


| Sequences | Sub. <br> matrix | Gap penalty |  | Alignment | Score |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PSTIAPALISS <br> PNGPIRDLLLLGKDL | BLOSUM62 | open | extended |  |  |  |  |  |  |  |
| SIB's software |  |  |  |  |  |  | 8 | 4 | PNGPAP---LGKDL <br> PNGPIRDLLLGKDL | 28 |


| My software |  |  | PNGPAP---LGKDL <br> PNGPIRDLLLGKDL | 28 |
| :---: | :---: | :---: | :---: | :---: |
| SIB's software | 12 | 2 | PNGPAP---LGKDL <br> PNGPIRDLLLGKDL | 30 |
| My software |  |  |  |  |


| Sequences | Sub. matrix |  | penalty | Alignment | Score |
| :---: | :---: | :---: | :---: | :---: | :---: |
| PSTIAPALISS PNGPIRDLLLGKDL | BLOSUM80 | open | extended | 隹 | Score |
| SIB's software |  | 8 | 4 | PNGPAP---LGKDL PNGPIRDLLLGKDI | 55 |
| My software |  |  |  | PNGPAP---LGKDL PNGPIRDLLLGKDI | 29 |
| SIB's software |  | 12 | 2 | $\begin{aligned} & \hline \text { PNGPAP---LGKDL } \\ & \text { PNGPIRDLLLGKDL } \end{aligned}$ | 57 |
| My software |  |  |  | PNGPAP---LGKDL PNGPIRDLLLGKDI | 31 |


| Sequences | Sub. matrix | Gap penalty |  | Alignment | Score |
| :---: | :---: | :---: | :---: | :---: | :---: |
| PSTIAPALISS PNGPIRDLLLGKDL | PAM250 | open | extended |  |  |
| SIB's software |  | 8 | 4 | PNGPAP---LGKDL PNGPIRDLLLGKDL | 24 |
| My software |  |  |  | PNGPAP---LGKDL PNGPIRDLLLGKDL | 24 |
| SIB's software |  | 12 | 2 | PNGPAP---LGKDL PNGPIRDLLLGKDL | 26 |
| My software |  |  |  | PNGPAP---LGKDL PNGPIRDLLLGKDL | 26 |

### 1.8.4 Fourth group of comparisons of the new code with SIB's software

In this group of comparisons, we will use sequences in 1.7.71.7.6 with various substitution matrices and various gap penalties.

| Sequ. | Sub. matrix | Gap penalty |  | Alignment | Sc. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Eq. 29 | $\underset{45}{\text { BLOSUM }}$ | op. | ext. |  |  |
| SIB's software |  | 8 | 4 | MS--ILKIHAREIFDSRGNPTVEVDLFTSKGLF-RAAVPSGASTGIYEALELR MGFHIYEIKARQIIDSRGNPTVEADVILEDGTYGRAAVPSGASTGINEAV--- | 137 |
| My software |  |  |  | " | 137 |
| SIB's software |  | 12 | 2 | " | 137 |
| My software |  |  |  | " | 137 |


| Sequ. | Sub. matrix | $\underset{\text { Genalty }}{\text { Gap }}$ |  | Alignment | Sc. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Eq. 29 | $\begin{gathered} \text { BLOSUM } \\ \mathbf{5 0} \end{gathered}$ | op. | ext. |  |  |
| SIB's software |  | 4 | 1 | MS--ILKIHAREIFDSRGNPTVEVDLFTSKGLF-RAAVPSGASTGIYEALELR | 179 |
| My software |  |  |  | - " | 179 |
| SIB's software |  | 12 | 2 | " | 149 |
| My software |  |  |  | " | 149 |


| Sequ. | Sub. matrix | $\begin{gathered} \text { Gap } \\ \text { penalty } \end{gathered}$ |  | Alignment | Sc. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Eq. 29 | $\underset{62}{\text { BLOSUM }}$ | op. | ext. |  |  |
| SIB's software |  | 4 | 1 | MS--ILKIHAREIFDSRGNPTVEVDLFTSKGLF-RAAVPSGASTGIYEALELR MGFHIYEIKARQI IDSRGNPTVEADVILEDGTYGRAAVPSGASTGINEAV--- | 135 |
| My software |  |  |  | - " | 135 |
| SIB's software |  | 12 | 2 | " | 105 |
| My software |  |  |  | " | 105 |


| Sequ. | Sub. matrix | Gap penalty |  | Alignment | Sc. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Eq. 29 | PAM250 | op. | ext. |  |  |
| SIB's software |  | 4 | 1 | MS--ILKIHAREIFDSRGNPTVEVDLFTSKGLF-RAAVPSGASTGIYEALELR MGFHIYEIKARQIIDSRGNPTVEADVILEDGTYGRAAVPSGASTGINEAV--- | 115 |
| My software |  |  |  | " $\quad$ " | 115 |
| SIB's software |  | 12 | 2 | " | 85 |
| My software |  |  |  | " | 85 |

### 1.8.5 Sixth group of comparison

Now we use another program for global alignment, from the Europen Bioinformatic Institute ( $\uparrow$ ). The name of this tool is EMBOSS Needle ( $\uparrow$ ) and it use the Needleman-Wunsch algorithm. It allows for only a limited set of values of gap penalties, but it has a wider range of substitution matrices. We will test again for the alignments in previous paragraphs, comparing our own software with EMBOSS Needle and SIB's software.

| Sequences | Sub. matrix | Gap penalty |  | Alignment |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| NGPIRDLLLGKD STIAPALISS | BLOSUM45 | open | extended |  | Score |
| SIB's software |  | 5 | 1 | NGPIRDLLLGKD S-TIAPALIS-S | -4 |
| My software |  |  |  | NGPIRDLLLGKD <br> S-TIAPALIS-S | -4 |


| EMBOSS Needle |  |  | NGPIRDLLLGKD <br> S-TIAPALIS-S | -2 |
| :---: | :---: | :---: | :---: | :---: |
| SIB's software | 4 | 1 | N--GPIRDLLLGKD <br> STIAP---ALIS-S | -2 |
|  |  |  |  |  |
| My software | 5 | 1 | NGPIRDLLLGKD <br> S-TIAPALIS-S | -2 |

From the two tests above we can deduce that EMBOSS Needle use a gap model of this type:

$$
o p_{-} g a p+e x \_g a p(x-1)
$$

| Sequences | Sub. matrix | Gap penalty |  | Alignment | Score |
| :---: | :---: | :---: | :---: | :---: | :---: |
| NGPIRDLLLGKD <br> STIAPALISS | BLOSUM80 | open | extended |  |  |
| SIB's software |  |  | N--GPIRDLLLGKD <br> STIAP---ALISS- | -17 |  |
| My software |  | 9 |  | NGPIRDLLLGKD <br> S-TIAPALISS- | -20 |
| EMBOSS Needle |  | 10 | 1 | N--GPIRDLLGKD <br> STIAP----ALISS | -17 |

From this test we can conclude that my software use a BLOSUM80 matrix with a different scale, while both SIB's software and EMBOSS use the same scale for BLOSUM80. I use the scale $\ln (2) / 2$. I will now calculate the scale used by SIB's software and by EMBOSS for BLOSUM80, from the above alignments. The alignment by SIB's software with values from BLOSUM80 with a scale $\ln (2) / 2$ gives:

| N | - | - | G | P | I | R | D | L | L | L | G | K | D |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| S | T | I | A | P | - | - | - | A | L | I | S | S | - |
| 0 | -10 | -1 | 0 | 8 | -10 | -1 | -1 | -2 | 4 | 1 | -1 | -1 | -10 |

Thus, we calculate:

$$
\begin{gathered}
(8-2+4+1-1-1) x-10-1-10-1-1-10=9 x-33 \Rightarrow \\
9 x-33=-17 \Rightarrow x \simeq 1.778
\end{gathered}
$$

The scale used by this software for BLOSUM80 is then:

$$
\frac{1}{\lambda_{80}^{S I B I}}=1.778 \frac{2}{\ln (2)}=5.12 \Rightarrow \lambda_{80}^{S I B I} \simeq 0.195
$$

We will now do the same calculation for EMBOSS Needle:

| N | - | - | G | P | I | R | D | L | L | L | G | K | D |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| S | T | I | A | P | - | - | - | - | A | L | I | S | S |
| 0 | -10 | -1 | 0 | 8 | -10 | -1 | -1 | -1 | -2 | 4 | -5 | -1 | -1 |

Thus, we calculate:

$$
\begin{gathered}
(8-2+4-5-1-1) x-10-1-10-1-1-1=3 x-24 \Rightarrow \\
3 x-24=-17 \Rightarrow x \simeq 2.332
\end{gathered}
$$

The scale used by this software for BLOSUM80 is then:

$$
\frac{1}{\lambda_{80}^{E M B}}=2.332 \frac{2}{\ln (2)}=6.73 \Rightarrow \lambda_{80}^{E M B} \simeq 0.148
$$

In conclusion, these three programs do not use the same scale for BLOSUM80 or do not use the same BLOSUM80. In order to better understand what kind of scale and of BLOSUM80 they use, we will perform another test.

| Sequences | Sub. matrix | Gap penalty |  | Alignment | Score |
| :---: | :---: | :---: | :---: | :---: | :---: |
| PSTIAPALISS PNGPIRDLLLGKDL | BLOSUM80 | open | extended |  |  |
| SIB's software |  | 9 | 1 | $\begin{aligned} & \text { PSTIAPA---LISS-- } \\ & \text { PN--GPTRDILILGKDI } \end{aligned}$ | -6 |
| My software |  |  |  | PS-TIAPALISS-- PNGPIRDLLLGKDL | -13 |
| EMBOSS Needle |  | 10 | 1 | PSTIAP---ALISS-- PN--GPIRDLLLGKDL | -6 |

We will now verify the alignment with NeW_6, in order to exclude an error in this program:

| P | S | - | T | I | A | P | A | L | I | S | S | - | - |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| P | N | G | P | I | R | D | L | L | L | G | K | D | L |
| 8 | 0 | -10 | -2 | 5 | -2 | -2 | -2 | 4 | 1 | -1 | -1 | -10 | -1 |

This score gives correctly -13. Thus, our program use correctly BLOSUM80 martix, this one: ( 1 ). We will now check the alignment by SIB's LALIGN:

| P | S | T | I | A | P | A | - | - | - | L | I | S | S | - |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| P | N | - | - | G | P | I | R | D | L | L | L | G | K | D | L |
| 8 | 0 | -10 | -1 | 0 | 8 | -2 | -10 | -1 | -1 | 4 | 1 | -1 | -1 | -10 | -1 |

This alignment gives a score of -17 if we calculate it with the above BLOSUM80 matrix. This could mean that LALIGN uses this matrix with another scale, or another matrix. In case it was the same matrix, we calculate its scale:

$$
\begin{gathered}
(8+8-2+4+1-1-1) x-10-1-10-1-1-10-1=17 x-34 \Rightarrow \\
17 x-34=-6 \Rightarrow x=1.6470
\end{gathered}
$$

The scale used by this software for BLOSUM80 is then

$$
\frac{1}{\lambda_{80}^{S I B}}=1.6470 \frac{2}{\ln (2)}=4.75 \Rightarrow \lambda_{80}^{S I B} \simeq 0.21
$$

This is different from the one used in the previous test, so one possibility is that the BLOSUM80 is different from the one used by me. Otherwise we have to admit that this program change the scale according to the alignment and gap penalties. Another possibility is that the differences are ( 0.21 vs
$0.195)$ are due to the attempt to obtain integer scores. In this case it could be possible that the scale adopted is $\ln (2) / 3$. In fact if I use this scale in NeW_6, it gives back the same alignment as SIB's, LALIGN with a score of -8.5 . We will now check the alignment by EMBOSS:

| P | S | T | I | A | P | - | - | - | A | L | I | S | S | - | - |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| P | N | - | - | G | P | I | R | D | L | L | L | G | K | D | L |
| 8 | 0 | -10 | -1 | 0 | 8 | -10 | -1 | -1 | -2 | 4 | 1 | -1 | -1 | -10 | -1 |

This alignment gives a score of -17 if we calculate it with the above BLOSUM80 matrix. This could mean that EMBOSS uses this matrix with another scale, or another matrix. In case it was the same matrix, we calculate its scale:

$$
\begin{gathered}
(8+8-2+4+1-1-1) x-10-1-10-1-1-10-1=17 x-34 \Rightarrow \\
17 x-34=-6 \Rightarrow x=1.6470
\end{gathered}
$$

The scale used by this software for BLOSUM80 is then

$$
\frac{1}{\lambda_{80}^{E M B}}=1.6470 \frac{2}{\ln (2)}=4.75 \Rightarrow \lambda_{80}^{E M B} \simeq 0.21
$$

Also in this case I tend to think that EMBOSS uses a BLOSUM80 matrix scaled with a scale $\ln (2) / 3$. In order to prove this hypothesis I will now run a test where NeW_6 uses a BLOSUM80 matrix scale with a scale $\ln (2) / 3$, and I will compare the result with those given by LALIGN and EMBOSS.

| Sequences | Sub. matrix | Gap penalty |  | Alignment | Score |
| :---: | :---: | :---: | :---: | :---: | :---: |
| NGPIRDLLLGKD STIAPALISS | BLOSUM80 | open | extended |  |  |
| SIB's software |  | 9 | 1 | N--GPIRDLLLGKD STIAP---ALISS- | -17 |
| My software |  |  |  | $\begin{aligned} & \text { N--GPIRDLLLGKD } \\ & \text { STIAP----ALISS } \\ & \hline \text { N--GPIRDLLLGKD } \\ & \text { STIAP---ALISS } \end{aligned}$ | -19.5 |
| EMBOS | Needle | 10 | 1 | $\begin{aligned} & \hline \text { N--GPIRDLLLGKD } \\ & \text { STIAP----ALISS } \\ & \hline \end{aligned}$ | -17 |


| Sequences | Sub. matrix | Gap penalty |  | Alignment | Score |
| :---: | :---: | :---: | :---: | :---: | :---: |
| PSTIAPALISS PNGPIRDLLLGKDL | BLOSUM80 | open | extended |  |  |
| SIB's software |  | 9 | 1 | PSTIAPA---LISS--PN--GPIRDLLLGKDL | -6 |
| My software |  |  |  | PSTIAPA---LISS--PN--GPIRDLLLGKDL | -8.5 |
| EMBOSS Needle |  | 10 | 1 | PSTIAP---ALISS-- PN--GPIRDLLLGKDL | -6 |

So, I confirm my conclusion that both EMBOSS and LALIGN use a BLOSUM80 matrix with a scale of $\ln (2) / 3$, which can be approximate by the one used by NeW_6, multiplied by 1.5 .

### 1.8.6 Seventh group of comparison

We will now test NeW_6 and EMBOSS Needle for BLOSUM90. LALIGN doesn’t have this substitution matrix.

| Sequences | Sub. matrix | Gap penalty |  | Alignment | Score |
| :---: | :---: | :---: | :---: | :---: | :---: |
| NGPIRDLLLGKD <br> STIAPALISS | BLOSUM90 | open | extended |  |  |
| My software |  | 9 | 1 | NGPIRDLLLGKD <br> S-TIAPALISS- | -20 |
| EMBOSS Needle |  | 10 | 1 | N--GPIRDLLGKD <br> STIAP---ALISS | -20 |


| Sequences | Sub. matrix | Ga | penalty |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| PSTIAPALISS PNGPIRDLLLGKDL | BLOSUM90 | open | extended |  | e |
| My software |  | 15 | 5 | PSTIAPALI---SS | -35 |
|  |  | PNGPIRDLLLGKDL |  |  |
|  |  | PSTIAPALISS--- PNGPIRDLLLGKDL |  |  |
| EMBOSS Needle |  |  | 20 | 5 | PSTIAPALI---SS PNGPIRDLLLGKDL | -35 |


| Sequ. | Sub. matrix | $\begin{gathered} \text { Gap } \\ \text { penalty } \end{gathered}$ |  | Alignment | Sc. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Eq. 29 | $\begin{gathered} \text { BLOSUM } \\ 90 \end{gathered}$ | op. | ext. |  |  |
| My software |  | 15 | 5 | MS--ILKIHAREIFDSRGNPTVEVDLFTSKGLF-RAAVPSGASTGIYEALELR MGFHIYEIKARQIIDSRGNPTVEADVILEDGTYGRAAVPSGASTGINEAV--- | 94 |
| EMBOSS Needle |  | 20 | 5 | MS--ILKIHAREIFDSRGNPTVEVDLFTSKGLF-RAAVPSGASTGIYEAL MGFHIYEIKARQIIDSRGNPTVEADVILEDGTYGRAAVPSGASTGINEAV | 94 |

### 1.9 Synopsis for main features of three programs for global alignments

In the following table, we summarize the main features of the following three programs for global alignments: NeW_6 (which is the one presented in paragraph 1.7), LALIGN by Swiss Institute of Bioinformatics ( $\uparrow$ ), and EMBOSS Needle, by the Europen Bioinformatic Institute ( $\uparrow$ ).

|  | NeW_6 | LALIGN | EMBOSS Needle |
| :---: | :---: | :---: | :---: |
| Algorithm | Needleman-Wunsch |  |  |
| Gap model | $o p \_g a p+e x \_g a p(x-1)$ | $o p \_g a p+e x \_g a p(x)$ |  |
| End gap penalty | As above. Can't be <br> excluded. | Can be included or <br> excluded. Values can be <br> selected independently <br> from those of the gaps. | Can be included or <br> excluded. |


| BLOSUM45 | $\lambda=\frac{\ln (2)}{3} \sim 0.231(\uparrow)$ |  |  |
| :---: | :---: | :---: | :---: |
| BLOSUM50 | $\lambda=\frac{\ln (2)}{3} \sim 0.231(\uparrow)$ | To verify | $\lambda=\frac{\ln (2)}{3} \sim 0.231(\uparrow)$ |
| BLOSUM62 | $\lambda=\frac{\ln (2)}{2} \sim 0.346(\uparrow)$ | To verify | $\lambda=\frac{\ln (2)}{2} \sim 0.346(\uparrow)$ |
| BLOSUM80 | $\lambda=\frac{\ln (2)}{2} \sim 0.346(\uparrow)$ | Probably use a scale: <br> $\lambda=\frac{\ln (2)}{3}$ | Probably use a scale: <br> $\lambda=\frac{\ln (2)}{3}$ |
| BLOSUM90 | $\lambda=\frac{\ln (2)}{2} \sim 0.346(\uparrow)$ | Not implemented | $\lambda=\frac{\ln (2)}{2} \sim 0.346(\uparrow)$ |
| PAM250 | $\lambda=\frac{\ln (2)}{3} \sim 0.231(\uparrow)$ | To verify | $\lambda=\frac{\ln (2)}{3} \sim 0.231(\uparrow)$ |
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[^0]:    ${ }^{1}$ I realized later that in this and in following examples (from 1 to 7 ), substitution matrices had not been scaled so to have logarithms to base 2 of odds ratio. I later corrected the code with the right scale for each substitution matrix and I repeated those tests.

[^1]:    ${ }^{2}$ From this application on, I use the software with the substitution matrices scaled in order to have elements represented by logarithms to base two of odds ratios.

