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ARTICLE INFO ABSTRACT

Keywords: As the size of vessels progressively increases to compete in the global trade, the impact evaluation of navigation in
Ship waves waterways and shallow coastal ecosystems become more important. Therefore, suitable tools to investigate
CFD processes are required to support a sustainable management of ship traffic. This work tests a new methodology,
Hydrodynamic model based on a numerical model chain, that reproduces the hydrodynamic field close to the ship hull and the ship-
Tida.l flats induced wave propagation in the surrounding shallow areas. The model chain includes an unstructured hydro-
Venice lagoon dynamic model forced by the near-field estimation of a computational fluid dynamics simulation. The modeling
system has been applied to a major navigation channel and surrounding tidal flats in the Venice Lagoon (Italy).
Field observations and a theoretical framework were used to characterize the ship waves and to validate the
modeling system. Results show that the deeper the initial depression, the larger the dissipation over the tidal flat.
In these conditions smaller vessels sailing at higher speed produce smaller waves with low amplitudes compared
to larger ships traveling at lower speed. We considered vessels moving at different speeds providing useful in-
formation to evaluate impacts and to define criteria for decision support systems for a sustainable management of

navigation.

1. Introduction

Shipping is undoubtedly the most efficient way of transporting goods
worldwide. However, there are mounting concerns about the impacts of
the global traffic on the marine environment both off-shore and on-shore
(Zheng et al., 2016). Besides pollution and underwater noise, ship traffic
in coastal areas can represent one of the major inputs of energy, in form
of disturbance of the hydrodynamic field, which can become a dominant
forcing for the morphodynamics of sheltered areas (Soomere, 2005).
Moreover, waterways are conveniently located in transitional systems,
like estuaries and lagoons, providing a safe access to ports and serving as
hubs for inland cities and their industrial and commercial districts.
Navigable channels in transitional areas are often the combined result of
the anthropic modifications and natural adaptation of the existing
morphology to the stress of traffic and they frequently require dredging
interventions (Dai et al., 2013; Rosati et al., 2011). The progressive in-
crease in vessel size (Rodrigue, 2013) is a threat for such complex and
delicate environments, as large ships moving in channels confined by
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tidal flats and marshlands (or simply wetlands) can considerably affect
the local morphodynamics (Rapaglia et al., 2011, 2015). These issues are
of fundamental importance to define criteria for the sustainable man-
agement of the ecosystem and minimize the impacts of navigation.
Critical aspects of monitoring and modeling ship waves in shallow
water coastal systems are linked with the intrinsic complexity of the
process and the variety of morphological features, like natural and arti-
ficial channels, tidal flats and salt marshes. When a vessel is moving in a
confined channel the wave pattern produced is the result of the inter-
action between the hydrodynamic field in the proximity of the hull and
the geometry of the channel and its margins. When those are constituted
by shallow-water areas, three main factors affect the variation of water
level: the speed of the ship, the geometry of the hull and the channel
cross-section (Sorensen, 1997). The flow field close to the hull is char-
acterized by a pressure increase at the bow and the stern of the hull,
whereas the sides experience a rather flat low-pressure region. In the
navigation channel, the hydrodynamics is characterized by backward
return currents, parallel and opposite to the ship course, a lateral water
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level depression, here called depression wave according to Rapaglia et al.
(2011), Rodin et al. (2015) and Parnell et al. (2015), and a front wave
with positive peaks at bow and stern (Fig. 1). These perturbations
represent the so called primary waves. The depression wave follows the
ship during its transit along the waterway and has a major component of
propagation perpendicularly to the channel main axis. The perturbation
approaches the channel sides interacting with the morphology (shoaling)
and affects the adjacent tidal flats, determining large sediment resus-
pension (Gelinas et al., 2013) and morphological changes.

The far-field waves in deep water can be classified as transverse and
divergent waves (Fig. 1a). Divergent waves, as free surface inertial
waves, originate at the bow and stern, or wherever the ship hull does not
show a continuous surface. They propagate, in shallow waters, with an
angle from the ship longitudinal axis depending on the ship speed and the
water depth in the channel. These waves can combine and produce in-
terferences, with visible peaks. Their amplitude increases with the ship
speed and can, locally, deepen the depression wave (primary waves)
(PIANC, 1987). For an advancing ship in straight course at constant speed
the resulting wave system translates with the ship itself; the included
half-angle of the wave pattern is called the Kelvin angle. For a ship
advancing in deep water, this angle is fixed and it is equal to 19°28. For a
ship advancing in finite depth sea, the Kelvin angle depends on the water
depth and the ship speed.

The depth based Froude Number Fr, = ﬁ, where V is the ship
speed, g is the gravitational acceleration and H is the water depth
(Newman, 1977), can help in distinguishing the different waves propa-
gating from the hull. In shallow channels, like the considered one, the
limited navigation speed leads to Fry < 1. In these conditions the most
significant perturbation is connected to the lateral depression waves,
while Kelvin waves, usually generated in deep waters, are negligible
(Rapaglia et al., 2011). These asymmetric, non-linear V-shaped depres-
sion waves propagate on the shallows (Rodin et al., 2015; Parnell et al.,
2015).

As far as the modeling is concerned, previous studies address the
investigation of ship hydrodynamics from different perspectives and with
different aims. Most of the works are focused on the near-field analysis
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(i.e. a region around the vessels of the order of one ship length). Appli-
cations considering vessels operating in open sea (as for example
Visonneau et al., 2016, Carrica et al., 2016, Broglia et al., 2015, Dubbioso
et al., 2017 and Hirdaris et al., 2016), interacting with the surrounding
background field (e.g. Mousaviraad et al., 2015; Volpi et al., 2016;
Carrica et al., 2008; Shibata et al., 2012), and advancing in confined
channels (e.g. Rodin et al., 2015; Eloot and Vantorre, 2011; Dam et al.,
2008; Fleit et al., 2016; Torsvik et al., 2009) can be mentioned. Both
Experimental Fluid Dynamics (EFD) tests and Computational Fluid Dy-
namics (CFD) models are commonly used. For an overview of the state of
the art on this topic, the interested reader can refer to the latest work-
shops on marine hydrodynamics and related topics (Salvatore et al.,
2015; Larsson et al., 2013; Simonsen et al., 2014). These studies are
mainly focused on local, small scale interaction between the hull and the
surrounding water and rarely does the investigation involve far-field
hydrodynamics. The main advantage of these models is the high reso-
lution and the capability to reproduce small scale and turbulent processes
close to the hull as well as wave pattern, providing a useful indication for
ship maneuverability, sea keeping and, in general, naval hydrodynamics
related problems. Navigation in confined water (either shallow or
restricted waterways) and hydrodynamic interactions due to the passage
of multiple ships are also interesting research topics. Different numerical
approaches are commonly used, ranging from the Boussinesq 2D models
(e.g., Nascimento et al., 2011; Dam et al., 2008) to 3D models (e.g., Yuan
etal., 2016; Yao and Dong, 2016) and CFD based tools (e.g., Mousaviraad
etal., 2016a), as well as combined EFD studies and CFD implementations
(e.g., Eloot and Vantorre, 2011; Fleit et al., 2016; Mousaviraad et al.,
2016b).

However, due to the high computational resources required, CFD
tools cannot be deemed as the most suitable and efficient approach for
the investigation of the propagation of the ship generated waves in the
far field. Rather, the use of simplified models has to be considered. The
existing literature provides several examples of these models, which
consider the channel borders investigating the effects of the ship passage
on the surrounding shallow areas, generally adopting idealized and
synthetically produced characteristic wave crest (e.g., Torsvik et al.,
2009; Dam et al., 2008; Rodrigues et al., 2015). Modeling applications

a)

Fig. 1. a) Ship Wave pattern around a moving vessel
b) in deep water (Newman, 1977); b) cross sectional
scheme of a navigable channel, with h still water
level, A, wetted area of ship at mid length, A. wetted
area of cross channel section, b,, width of the channel
at the surface, by, width of the channel at the bottom;
c) depression wave on a longitudinal section parallel
to the main ship axis. The maximum value of the
depression wave is hereinafter called Z,,,. b) and c)
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that studied the propagation of the wave through linear, weakly
non-linear or highly non-linear wave theories can be mentioned. Some
implementations have recently been performed along a channel section,
giving a 1D description of processes (Rodin et al., 2015; Parnell et al.,
2015). Therefore, the contribution on the 2D field of different areas of the
ship was not considered, not reproducing the background field in-
teractions and approximating the vertical effects of bottom structures.
These assumptions could lead to small inconsistencies in comparison
with measured data, like time shifts, due to oblique wave interferences.
Therefore, by examining the existing literature, a double need arises, to
properly reproduce the wave pattern around the hull, specifically the
depression wave in its 2D pattern, and to evaluate its propagation outside
the channel borders.

This work presents a multi-model tool suitable for simulating ship-
induced waves in shallow water systems. The proposed approach con-
siders a high fidelity unsteady Reynolds averaged Navier Stokes Equa-
tions model, to accurately describe the flow field inside the channel in the
proximity of the vessel, coupled with a finite element hydrodynamic
model that reproduces the depression wave propagation in the sur-
rounding shallow water area. The model chain has been applied to the
Venice Lagoon and validated against observations acquired in its major
waterway and the surrounding tidal flats.

2. Methods - the modeling chain

The numerical model chain used to investigate the hydrodynamic
effects determined by the passage of ships in a channel surrounded by
tidal flats is composed of a CFD solver (Xnavis) that provides steady state
velocity and water level fields in a limited area around the ship hull
within the channel and a 3D hydrodynamic finite element model (SHY-
FEM) forced by the CFD field along a moving trajectory.

2.1. Xnavis model

The hydrodynamic field that originates around the ship hull
advancing straight ahead in a rectilinear channel is computed by the
numerical solution of the unsteady Reynolds averaged Navier-Stokes
equations, which can be written in integral form as

% UndS=0,
JS(V) (1)
0
/v § (Fo—Fp)nds=0,
t s(v)

where Vis the control volume, S(V) its boundary and n the vector normal
to S(V) directed outside the volume. The equations are written in an
inertial reference system and are made non dimensional through a
reference velocity (the free stream velocity Up), a reference length (the
ship length Ipp) and the water density p=1026.021kg/m°>. In the
following, results will be discussed in the dimensional form. F¢ and Fp
represent the non-viscous (advection and pressure contribution) and
viscous fluxes, respectively.

Fc =pl+UU,

_(1 T 2)
Fp= (R—e+u,)(VU+VU ),

where p is a new variable related to the pressure P and the acceleration of
gravity g (parallel to the vertical axis z) by p=P + z/Fr2, Fr=Up/(g Lpp)*/
being the Froude number. Re=UyLpp/v is the Reynolds number, v is the
kinematic viscosity (v=1.189 10’6m2/s), V¢ is the non-dimensional
turbulent viscosity that can be computed by means of several turbu-
lence models implemented in the solver.

Mathematically the system of equation (1) must be completed by
appropriate conditions at physical and computational boundaries. On
solid walls, the velocity is set to zero (whereas no condition on the
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pressure is required). At the inflow boundary, velocity is set to the un-
disturbed flow value and the pressure is extrapolated from inside. On the
contrary, the pressure is set to zero at the downstream boundary, whereas
velocity is extrapolated from inner points. To ensure negligible effects on
the solution in the region of interest, the inflow and outflow sections are
placed far enough. The initial conditions are specified for the velocity.

The numerical solution of the system of equation (1) is computed by
the Xnavis code, which is a general-purpose, second order, finite volume,
multi-block, unsteady Reynolds averaged Navier-Stokes Equations
(uRaNSe) based solver, developed at CNR-INSEAN (National Research
Council - Marine Technology Research Institute). A brief description of
this numerical tool is given here, the interested reader can refer to the
work of Di Mascio et al. (2006), Di Mascio et al. (2007) and Di Mascio
et al. (2009).

A numerical approximation for the solution of equation (2) is ob-
tained by partitioning the fluid domain D into Nj structured blocks D,
each subdivided into NjxNjxNj disjoint hexahedrons. In the numerical
scheme adopted here, the blocks are not necessarily disjoint, but can be
partially overlapped. Conservation laws are then applied to each finite
volume:

6

> /[ Unds=0

s=1

9 6
5/ UdV+D [ (Fe—Fp)nds =0
s=1

where S is the s-th face of the finite volume Vi, n is the outward normal
and the fluxes are decomposed into a convective part F¢ and a diffusive
term Fp, as defined in equation (2).

The computation of the convective fluxes and the surface integral of
the velocity in the continuity equation can be done by several approxi-
mation schemes available in the code, ranging from the first order
Godunov scheme, the second order Total Variation Diminishing (TVD)
scheme, the third order Essentially Non Oscillatory (ENO) scheme, the
third order Weighted ENO (WENO) scheme and the classical fourth order
centered scheme (for more details see Di Mascio et al., 2009). Viscous
fluxes are discretized by means of the classical finite volumes second
order formulation. The free surface effects are simulated through a fully
non-linear level-set single phase methodology (Di Mascio et al., 2007).

In order to have a fully implicit scheme and to obtain a divergence
free velocity field, a dual (or pseudo) time-derivative is introduced in the
discrete system of equations and the solution is iterated to steady state
with respect to the pseudo time. The full multi-grid approach and the
implicit approximate factorization technique with local time stepping are
used to speed up convergence of the internal iteration. The full multi-grid
approach is also exploited to assess grid sensitivity: the Richardson's
extrapolation technique is used to evaluate numerical uncertainty
(Roache, 1997) by the comparison of the solution on each
grid-refinement level.

The numerical mesh employed is based on “chimera” grid technique.
In this approach, the possibility to let the grids overlap is achieved
through a modification of both the boundary conditions and internal
point treatment for those zones where overlapping appears: dynamic
overlapping grids method allows for easy and accurate handling of
complex geometries and multiple bodies in relative motion. Chimera
technique requires to locate regions in other blocks from where an
approximation of the solution can be extracted, namely it requires to find
“donor” cells. Once the donor is identified, a convex set of eight donor
cell centers is searched, and a tri-linear interpolation is used to transfer
the solution from one block to the one under analysis. If an overlapped
cell is found, the cell is marked as a “hole” only if the donor cell is
“smaller” (more refined) than the one under analysis. Differently from
standard chimera approaches, however, the cell marked as holes are not
removed from the computation; instead, the interpolated solution is
enforced on the marked cell point by adding a forcing term to the Navier-
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Stokes equations, in a “body-force” fashion (for more details see Di
Mascio et al., 2006).

High performance computing capabilities are achieved by an efficient
shared and distributed memory parallelization (Broglia et al., 2014).

The code has been widely applied for several naval hydrodynamics
related problems, for example, maneuverability of surface vessels and
submarines, naval propellers and hydrodynamics of multihull vessels
(Broglia et al., 2015; Dubbioso et al., 2017; Muscari et al., 2013; Zaghi
et al., 2011).

2.2. Shyfem model

The steady state hydrodynamic fields produced by CFD modeling
define the shape and characteristics of the ship induced wave. To prop-
erly reproduce the propagation of the depression wave through the
channel and the tidal flats, a new version of the finite element hydro-
dynamic model SHYFEM (Umgiesser et al., 2004; Bellafiore and
Umgiesser, 2010) was developed.

The model was applied to many transitional environments and coastal
systems (Bellafiore and Umgiesser, 2010; Umgiesser et al., 2014; De
Pascalis et al., 2011; Ferrarin et al., 2008, 2010; Ghezzo et al., 2010. The
model solves shallow water equations, vertically integrated over each
layer. Velocities are computed in the center of each element, whereas the
water level is computed on the grid nodes. Vertically the model can
describe the layers through Z or sigma layers. Horizontal velocities are
computed in the center of each layer while the stress and the vertical
velocity are computed at the interface between layers.

The horizontal viscosity is parameterized by means of the Smagor-
insky formulation (Smagorinsky, 1963; Blumberg and Mellor, 1987),
while the vertical viscosity is computed through a k- turbulence closure
module, an adaptation of the GOTM (General Ocean Turbulence Model)
one, described in Burchard and Petersen (1999).

The model adopts a semi-implicit scheme for the temporal dis-
cretization. Horizontal diffusion and baroclinic pressure gradients in the
momentum equations are treated explicitly. The Coriolis force and the
barotropic pressure gradient in the momentum equations and the
divergence term in the continuity equation are treated semi-implicitly.
The vertical stresses and the bottom friction are computed implicitly,
to ensure stability. The spatial discretization follows the Galerkin
method, a variation of the classical formulation adopted for finite ele-
ments, to avoid numerical damping and to assure mass conservation
(Umgiesser et al., 2004).

2.3. Model coupling

We developed a new algorithm, specifically for this implementation,
to impose to SHYFEM the hydrodynamic forcing provided by Xnavis (in
terms of water levels, computed from provided surface pressure, and 3D
velocity). At each time step, output fields from Xnavis are geo-localized
in a progressive point of the given ship trajectory within the domain.
As it is sketched in Fig. 2, the water levels are interpolated and fixed in an
elliptical area, with minor (across channel) and major (along channel)
axes smaller than the CFD matrix dimension and centered on the ship
mid-point. This specific sub area is, therefore, treated as a boundary area
where to force the system with water levels. In the transient area between
the described ellipse and the major ellipse inscribed in the CFD matrix,
water level values are nudged (relaxation time = time step). This choice
allows keeping the original water level pattern fixed in the area close to
the ship hull, permitting a progressive relaxation to the SHYFEM shallow
water equations solution at the borders of the CFD matrix area.
Accordingly, to ensure the correct provision of CFD matrix forcing, sta-
bility and the mass conservation in SHYFEM, the 3D velocity field is
directly imposed in the whole area covered by the cylinder with basis
equal to the major ellipse inscribed in the CFD matrix.
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Fig. 2. Sketch of the numerical strategy used to force SHYFEM with 3D outputs
of Xnavis along a ship trajectory within a confined channel. The 3D hydrody-
namic field (imposed within the dashed square) is mirrored with respect to the
ship longitudinal axis. The light purple ellipse bounds the region with water
levels in SHYFEM imposed from Xnavis, while, the purple band shows the region
where water levels are nudged. The 3D velocities are imposed over the whole
purple ellipse. A Finite element grid, with bathymetry of a navigable channel
and the nearby tidal flat is shown. (For interpretation of the references to colour
in this figure legend, the reader is referred to the Web version of this article.)

3. The Venice experiment

Scientific literature describes several natural and artificial environ-
ments that experience an increasing impact due to navigation, like the
Elbe Estuary (Silinski et al., 2015), the Kiel Canal (Uliczka and Kond-
ziella, 2016), the Hudson Bay (Zheng et al., 2016), the Mississippi River
System (Sorensen, 1997) and many more. The Venice Lagoon and its
major waterway, the Malamocco-Marghera Industrial Channel (herein-
after MM channel) represent a paramount example of highly anthropized
transitional environments (Sarretta et al., 2010). Therefore, a joint effort,
based on two field campaigns, the former investigating the passage of
cruise ships, the latter typical commercial ships, and modeling, was
performed on the MM channel. Regardless of the peculiar characteristics
of this study site, there are substantial analogies with processes and
impacts observed in other locations worldwide.

3.1. Study site description

The Venice Lagoon (50 km long, 10km wide), one of the largest
Mediterranean transitional environment, was heavily modified in the last
century. In the early 1900, just after the stabilization of the three inlets
with jetties, an industrial district (the Porto Marghera Industrial Zone) was
built at the western border of its central basin. Initially routed across the
historic center of the city, commercial ship traffic was successively
redirected in the MM channel which was created on purpose in the late
‘60s to connect the industrial port to the sea, through the Malamocco
Inlet (Fig. 3).

The channel has a straight branch 200 m wide and 17 m deep along
the east-west direction that connects the inlet to the inner border of the
lagoon. It then narrows, along the south-north direction to a 120 m wide,
12m deep channel that reaches the port facilities. The channel bed is
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Fig. 3. Bathymetric map of the Venice Lagoon. The purple box indicates the observation study site. (For interpretation of the references to colour in this figure legend,

the reader is referred to the Web version of this article.)

100m and 60 m wide for the two segments respectively and its cross
section is trapezoidal on its entire path.

After the excavation of the channel the proximal tidal flats of the
central lagoon underwent a progressive generalized erosion (Moli-
naroli et al., 2009; Sarretta et al., 2010; D'Alpaos, 2010). A recent
monitoring of sediment exchanges through time evidenced that ma-
terial eroded from the central lagoon is not completely flushed away
from the lagoon (Defendi et al., 2010) but seems to be mainly
deposited in the channels. This trend would determine a general and
progressive reduction of morphological feature diversity and loss of
habitats in these specific areas (Sarretta et al., 2010; Zaggia et al.,
2017). In fact, the port traffic progressively increased, in terms of
number of passengers and of number and dimension of cargos,
exposing such a morphodynamically active and peculiar transitional
environment to additional stresses.

3.2. Field experiments

Ad hoc experimental activities were carried out to investigate ship
induced currents and ship wave propagation over the tidal flats in the
Venice Lagoon. Two field surveys were conducted:

o on 18119 of July 2015, when large cruise ships reached the pas-
senger terminal, located in the historical center of Venice passing
through the MM channel;

e on 29"-31% of March 2016, when additional instruments were
deployed on the tidal flat bordering the MM channel. Commercial
ships were monitored during this survey.

The field activity of the 18-19™ of July 2015 was conducted on a
portion of the MM channel, 12 m deep and 150 m large, bordered at west
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by an area that was reclaimed in the 60 for the expansion of the nearby
industrial district of Porto Marghera and by an extended tidal flat to the
east. On this side of the channel the mudflat is protected by a breakwater
structure located at a distance of about 100 m from the channel (Fig. 4).
An electromagnetic current meter (InterOcean Systems S4), recording at
a frequency of 2 Hz, was deployed near bottom at 30 m east from the
channel main axis (station S2, Fig. 4), providing current velocity and
direction, pressure (then converted in corresponding water level values)
and turbidity data. A Multi-parametric probe (IDRONAUT OCEAN
SEVEN 304 CTD-T), equipped with pressure sensors working at 8 Hz, was
deployed at the nearby tidal flat at about 100 m from the channel edge
(station B2, Fig. 4).

The first field campaign was performed in spring tide conditions, with
maximum vertical water level excursion of 90 cm. All ship passages were
in temporal correspondence of the minimum value of tide (low tide).

The second field activity, on the 29-31% of March 2016, was plan-
ned for the investigation on the tidal flat. The instrumental setup was
designed to give an accurate indication on the ship wave propagation,
even at large distance from the channel (up to 1650 m, Fig. 4).

Each station of the mudflat (B2-B8, Fig. 4) was equipped with a
pressure sensor with data logger (RBR - Richard Brancker Researche -
Instruments, Solo) working at a sampling frequency of 16 Hz. At stations
B2 and B4 two electromagnetic current meters (InterOcean Systems S4)
were deployed, sampling at frequencies of 2 Hz and 5 Hz, respectively.
The relatively high sampling frequency was chosen to allow a fair
description of the wave features over the innermost part of the tidal flat,
where the shape of the wave undergoes a strong modification of its front
that introduces short-period oscillations. Moreover, the 2 Hz frequency of
the current meter in B2 is considered suitable for the description of the
typical depression waves observed in the area (Rapaglia et al., 2011).

Fig. 4 shows also the cross sectional bathymetric profile acquired
during the second field campaign. Ship passages were determined from
the website https://www.marinetraffic.com. The provided information
was on the ship passage time and speed, while no data on ship tracks
were available.

3.3. Model chain application

The physical process that is studied is strongly influenced by the
relative dimensions of the ship and the geometry of the channel. Thus,

18-19th of July 2015
@® s2

29-31th of March 2016

® s2
B2-B8

650 300 1150 |1400 |1650

-]

Depth [m]
wm

B55 s
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given a channel geometry, the principal parameters are the block coef-
ficient and the draft. The block coefficient is defined as the ratio between
the displaced volume (V) and the value of the product of the length, the
width and the draught of the ship Cg=V/(LppxBwxT).

Complete information about the shape of cruise ships in the Venice
Lagoon was not available. Therefore, to study a more realistic scenario,
the CFD simulations were conducted stretching the dimensions of a basic
ship shape, a Japanese bulk carrier (JBC, mono-propeller, Cg = 0.85) for
which the geometry was available. The re-shaping procedure has been
pursued keeping fixed the value of the block coefficient to 0.7, typical of
the cruise ships entering the Venice Lagoon (as deduced from Rapaglia
et al., 2011 and Rapaglia et al., 2015), which is considered as the main
parameter affecting the physical model. The limit of the adopted pro-
cedure is that bow and stern's phase could be somehow different from a
typical cruise ship. Anyway this aspect provides larger effect on the
generated wave pattern, close to the ship, and minor effects on the far
field pattern. Moreover, although bulk carriers can sometimes have large
drafts up to 10 m, the typical draft of cargo ships is comparable to cruise
ships' drafts monitored in the Venice Lagoon (around 8.5m). Two
re-shapings where considered and the principal dimensions of the two
simulated ships are reported in Table 1: SHIP1 was just stretched,
partially re-shaped and linearly rescaled in order to reduce the JBC block
coefficient to 0.7. From that, keeping Cp, SHIP2 was re-shaped to meet
the dimensions of Cruise ship Costa Deliziosa as much as possible, for
validation purposes. The two re-shapings represent the typologies of
cruise ships sailing through the Venice Lagoon, allowed inferences to be
made on the impact of different draughts on the wave propagation.

Simulations with Xnavis were conducted in a rectilinear channel with
a constant cross section corresponding to the geometry of the MM
channel, close to the investigated area (Fig. 5), where the experimental
measurements were performed. In the simulations, the channel was

Table 1

Principal dimensions of the ships simulated.
Ship particulars SHIP1 SHIP2
Length Ly, (m) 300.0 294.0
Width Byy, (m) 32.0 32.3
Draught T (m) 8.7 8.0
Displacement V (m%) 120 x 10° 108 x 10°
Block coefficient Cg (-) 0.7 0.7

Fig. 4. Location of in situ instruments used for the
measurements during the field campaigns in the MM
channel and in the nearby tidal flat. The 1819 of
July 2015, blue dot represents the S4 instrument,
located in S2 station at the bottom of the border of
the channel, and the yellow diamond in B2 represents
the pressure probe on the tidal flat; the 29 "-31% of
March 2016, yellow diamonds represent pressure
sensors in B2-B8 from the channel to the inner tidal
flat, with an average spacing of 250 m. In B2 and B4
also the S4 instruments were deployed. The corre-
sponding bathymetric profile is superimposed at
bottom. (For interpretation of the references to
colour in this figure legend, the reader is referred to
the Web version of this article.)
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considered left/right symmetric, with the longitudinal axis of the ship
corresponding to the channel axis. Therefore, the numerical domain
reproduced is one half of the channel.

The discretization of the fluid-dynamical field around the ship is
obtained exploiting the overlapping grids capabilities of the solver
(Fig. 5, left). In particular two zones were considered, one in the prox-
imity of the ship hull and the other one covering the entire channel. For
the region close to the hull, several structured, overlapped and adjacent
blocks, body fitted on the surface of the hull, are used. The specific res-
olution is driven by geometrical consideration (higher resolution in re-
gion of higher curvature) and by fluid-dynamics considerations (higher
resolution where larger gradients of the field variables are expected). In
particular the cells are only slightly clustered toward solid wall surfaces,
the simulation being inviscid. In fact, viscous forces have negligible ef-
fects on the wave pattern, the domain of interest being small if compared
with the major wavelength generating from the ship, thus no relevant
viscous dispersion happens. The grid covers an area up to 660 m up-
stream and downstream the ship and 200m laterally. To accurately
consider all the effects from the boundaries and the variation of the cross
section of the channel, a very fine discretization has been made, ranging
from 0.1 m to a few meters. This accounts for about 22 millions of finite
volumes used for the discretization of the channel and a total of 24.5
millions of volume for the whole CFD mesh.

We did not account for the effects produced by propellers, as it is
reasonable to consider them negligible for the propagation of the
depression wave. The air/water interface was treated with a single level-
set technique, which guarantees a fully non-linear treatment of the free
surface, including its deformation. To accurately describe the wave sys-
tem, a very refined grid resolution in the free surface region has been
considered. Indeed, the numerical tests performed with a fixed surface
and linearized boundary conditions have shown less accuracy in the re-
sults and an underestimation of the ship wave amplitude. The flow field is
resolved in the ship reference system and velocity is considered sta-
tionary. In Fig. 5 (right) the pressure field on the hull surface and on the
bottom wall is reported as an example of CFD solution. High pressure
regions are seen close to the bow and the stern of the ship (i.e. at the
stagnation points), whereas a rather large flat low pressure region is
predicted along the side of the vessel. It is interesting to note the deep
depression that develops close to the stern region: this is clearly a
consequence of the acceleration of the flow beneath of the vessel due to
the Bernoulli effects. The strong depression region is typical during the
navigation in very shallow water and the consequent squat can cause ship
grounding.

Table 2
List of numerical simulations with corresponding ship speed and Froude number
(Fr).

Numerical experiment Ship speed (kn) Fr

SHIP1-1 8.60 0.415
SHIP1-2 7.70 0.372
SHIP2-1 8.60 0.415
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Fig. 5. CFD computations. Left, volume mesh, in the
picture the grid on the surface of the hull, on the
bottom and on a cross section are reported; for
clearness purposes every fourth points are shown.
Right, pressure on the hull surface and on the bottom;
black lines represent free surface levels. The hull is
from the re-shaped bulk carrier SHIP-1.

The 3D hydrodynamic outputs of Xnavis, interpolated on a Cartesian
block centered around the hull, having resolution of 0.7 m, 0.7 m, 0.4 m
in the x, y, z directions, are used as forcing for the SHYFEM simulations.
The numerical mesh of SHYFEM describes with 26037 nodes and 51638
triangular elements (resolution ranging from 3 m to 40 m, see example of
the mesh in Fig. 2) a portion of the Venice Lagoon adjacent to the MM
channel (Fig. 3, purple square). The computational domain was chosen to
represent the area covered by the field measurements. The bathymetry is
based on the dataset collected by Magistrato alle Acque di Venezia (MAV)
in 2002 (and merged with following surveys) and on data measured by
ISMAR-CNR in 2014 in the main channels of the Venice Lagoon.
Comparing the cross sectional bathymetric profile acquired during the
second field campaign with the one obtained from this dataset some
discrepancies arise. The current tidal flats are slightly deeper, about
+30 cm, and the channel slightly shallower (—30 cm) compared to the
depth resulting from measurements of MAV in 2002.

The SHYFEM simulations run imposing 12 vertical sigma layers, to
reach at most a maximum thickness of 1 m in the MM channel and higher
vertical resolution in shallower areas of the domain. The Coriolis effects
are not considered due to the limited area of the domain. TVD (Total
Variation Diminishing) schemes are used for horizontal and vertical
advection.

The numerical experiments were performed evaluating a first ship
(SHIP1 in Table 1) sailing at two different speeds (8.6 kn and 7.7 kn) and
a second ship (SHIP 2 in Table 1) sailing at 8.6 kn. The three experiments
were planned to validate the setup, investigating the effect of a different
ship geometry, particularly the effect of draught, at a given speed (SHIP1-
1 and SHIP2-1, Table 2), and to state the variation in the wave signal just
due to reduced velocities (SHIP1-1 and SHIP1-2, Table 2).

For the specific channel simulated, the mean water level was set to
—23 cm to account for the tidal condition at the time of the observations.

4. Results and discussion
4.1. Depression wave characterization and model validation

The waves created by cruise ship passages were monitored in the
investigated section during the field measurement of July 18-19" 2015
(stations S2, in the channel, and B2, in the tidal flats). The sea surface
elevation measured during the passage of the ship Costa Deliziosa (the
19t of July 2015, at 4:28 UTC) in the MM channel directed to the Cruise
Terminal is used to validate the model chain results. Fig. 6 shows the
comparison between the depression waves and currents taken during the
passage of the ship Costa Deliziosa and the model-chain results, in cor-
respondence of stations S2, in the channel, and B2, in the nearby tidal
flat.

As it was seen in previous works (Rapaglia et al., 2011; Parnell et al.,
2015), the depression wave developed in the channel is characterized by
a deep trough, with an almost symmetrical shape around the minimum
level. High frequency oscillations are registered before the maximum
depression (Znax in Fig. 1) and after the passage of the ship. The former is
probably due to local effects induced by the hull, while the latter results
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from the interference of the primary depression wave with the secondary
waves during the restoration of the pressure field in still conditions.

Once the depression wave reaches the tidal flat (position B2), the
value of Zn,x is attenuated by the interaction with the bottom and the
wave shape changes to the well documented asymmetric V-shape (Fig. 6,
Parnell et al., 2015).

The water level decreased at S2 of about 70 cm with respect to the still
condition, while on the tidal flat Z,,,x was approximately 50 cm. The
instrument placed on the channel bottom recorded no clear evidence of
an increase of the sea level at the beginning of the disturbance.

The SHIP1-1 simulation shows a maximum depression of —94 cm,
which overestimates the observation (—71 cm). The difference could
partially be explained by a larger immersed surface of the hull, corre-
sponding to a draught of 8.7 m, instead of the draught of the real case
(8.0m).

To verify this hypothesis and better understand the origin of the
discrepancy, we also considered the results from SHIP2-1 simulation,
which considers a smaller draught than SHIP1-1 simulation, i.e. com-
parable with the one of the measured ship. The results of this second run
are in better agreement with the observations in S2, even if under-
estimating the measured value of about 10 cm. A similar discrepancy is
found at station B2. The computed waves for both simulated ships differ
from measurements in reproducing the positive peak (about +20 cm),
registered both in the channel and in the tidal flat before the depression.
Analyzing the steady state field produced by Xnavis, we found that the
model seems to enhance the peak due to the pressure effect at the bow
and at the stern. This discrepancy could probably be due to the numerical
assumptions (non-viscous flow, absence of the propeller). Additionally,
the simulated geometry, being a re-scaling of a bulk carrier type, is
different from the real ship and this aspect can influence the wave
pattern, producing lower local attenuation of the signal. However, due to
the local nature of these processes, characterized by wave lengths lower
than the principal wave signal, their influence is negligible on the wave
propagation over the tidal flat.

The ship wave reproduced by the modeling chain reaches the tidal flat
(position B2) 14.8s earlier than the measurements. Probably the ap-
proximations applied for the SHYFEM set up, as the hydrostatic
approximation that inhibits the vertical acceleration and the shallow
water approximation of equations, can be responsible for the observed
time shift. However, the time shift results smaller than the value obtained
with other numerical approaches, as, for example, the one proposed by
Parnell et al. (2015), where the signal simulated by the 1D non-linear
model is slower and shows a delay of 40 s from measurements.

Modeled bottom velocities were also assessed against measurements.
During the ship passage the measured current speed on the MM channel
bottom was predominantly directed along the channel main axis (nega-
tive values in Fig. 6) with a southward component of 120 cms™" three

04;37
2015/07/19 (UTC)

04:39 04:40

times larger than the westward component. The measured signal in S2
shows a tidal current directed northward before the passage of the ship
along the channel main axis. During the ship passage, first there is an
increase in the current toward east, followed by an opposite current. The
maximum value of current is higher than 1 m s}, directed to south-west.
We note (not shown here) that the disturbance induced by the ship lasted
for about 15 min after the passage, on both the channel and the tidal flat.
All simulations show a similar pattern of currents generated by the ship
passage, both in direction and speed. The simulations do not consider the
tide as forcing and this can justify the small discrepancies with the
observations.

To interpret the noted discrepancies, at least in the depression wave
amplitude, between measured and modeled results, a theoretical model
evaluating the energy balance of the process was applied. Following the
approach proposed by Schijf (PIANC, 1987), it is possible to define a
maximum ship speed suitable for navigation in restricted channels (V)
by solving the following implicit equation:

Ve (i)(l

whereh' = ’Z—j, Ap, is the wetted area of ship at mid length, A, is the wetted

Vi

A N 2y
A.  2gh

3

area of cross channel section, b,, is the width of the channel at the surface
and by, is the width of the channel at the bottom (Fig. 1). The mean water
level depression Dy, can be computed solving the system:

V2 AN’
=_s =) -1
2 | (Aw)

A, = by(h — D) + m(h — D) — A,

D,
4

where V; is the ship speed, A,, is the wetted cross sectional area at the ship
passage, h is the still water level, m is the slope of the channel bank, o¢; =
1.4-043.

The theoretical model was assessed against the results of measure-
ments performed during the 18-19" of July 2015 campaign, which have
blockage ratio A,,/A. (i.e., the ratio of the immersed ship area A, to
channel cross sectional area A, Fig. 1) ranging from 0.13 to 0.16, and
variable speed from 7.4 kn to 9.0 kn. The full list of considered ships,
with their geometric characteristics, speed and the measured Z,x in S2
and B2 is reported in Appendix.

The monitored ships generally navigate at higher speed while leaving
the lagoon, thus the corresponding Z,.x are larger, compared to ships
with same blockage ratios (i.e. MSC POESIA, MSC MAGNIFICA and MSC
MUSICA, see appendix). Primarily, it should be mentioned that the
channel cross-section has a different shape before and after the moni-
toring stations and consequently ships move through portions of channel
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Fig. 7. Mean absolute difference between the measured Z,.y (OBS) and the
theoretical estimation Dy (TH) obtained following the Schijf formulation. Di-
amonds represent ship speed exceeding the limit velocity Vs> Vi, for which
Vs = 0.95Vyim has been imposed in the computation, following the applicability
limits declared in PIANC (1987). The black circle represents the test ship used
for validation that travelled along the channel the morning of the 19 of
July 2015.

that have different confinement (blockage ratio). Additionally, the route
of the ships does not always follow the central axis of the channel,
therefore observed effects could differ from those expected. Despite the
lack of information from the available measurements, these aspects were
analyzed in literature and studies can be mentioned that address it (Wang
and Zou, 2014, Lataire and Vantorre, 2008 and references therein):
entering a part of the channel with higher confinement (lock) increases
the velocity of return flow, with sudden changes in the hydrodynamics in
the portion of channel where there is the highest change in the section
(Meng et al., 2015). Moreover, the presence of banks gives rise to
interaction processes with the ship and if the ship is sailing closest to one
of the channel sides (eccentricity), this would lead to asymmetries also in
the lateral wave generation: the lateral depression would be more pro-
nounced and there could occur an attractive force that move the ship
close to the bank (Lataire and Vantorre, 2008). Therefore we should take
into account the possible effects of bank effects (shape, distance, slope)
and sailing trajectory (possible eccentricity) on the amplitude of the
depression wave.
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Following the Schijf formulation, measured and theoretically ex-
pected depression wave amplitude are shown in Fig. 7. The maximum
depression measured in S2, cannot be properly defined as Z,,x because
the monitoring station does not correspond to the center of the channel
and ship eccentricity is not known. Therefore, the comparison is made
between the measured maximum depression values and theoretical Dy,

It has to be noted that some ships travelled with a speed exceeding the
critical ship speed and, therefore, did not properly fulfill the assumptions
of the approximate energy approach. Nevertheless, the comparison
shows agreement between measured and theoretical results, with a mean
absolute difference of about 12 cm, which we assume acceptable within
the adopted approximations. Indeed, the channel section used for the
computation has been approximated with a trapezoidal shape and the
ship passages, entering and exiting the channel, were similarly treated,
even if the channel section changes before and after the monitored zone.
Moreover, there is no information about the eccentricity of the ship
trajectory respect to the longitudinal axis of the channel (a similar
analysis using eccentricity of 15m would increase the mean absolute
difference of 3 cm). All these aspects can justify the discrepancies be-
tween the theoretical computation and the measurements.

However, the theoretical model allows quantifying the expected Zpax
induced by the ships, confirming the correlation with ship speed and
geometry (blockage ratio). By computing the mean depression wave with
the Schijf model for the Cruise ship Costa Deliziosa passage, taking into
account the modeled geometries and speeds of SHIP1 and SHIP2, a Z,«
decrease of 15 cm due to the smaller area of the immersed section of the
latter ship is expected that could, finally, explain the discrepancy seen in
Fig. 6.

The dissipation of potential energy between the channel center (S2)
and the tidal flat (B2) is evaluated in Fig. 8 as the difference between Zn,x
at the two locations for all the cruise ships that were measured in the
18-19" of July campaign. In general, the larger the disturbance in the
channel (and thus the current speed induced by the drawdown), the
larger the dissipation along the course between the two stations. Indeed,
the maximum difference of about 35 cm is associated with the shallower
depression in the channel, resulting in more than 90 cm. In percentage,
the differences, respect to the amplitude in the center of the channel,
range between 20 and 36%.

Looking at Fig. 8 it can be noted that the model results are in
reasonable agreement with measurements, probably matching the
dissipation processes that would justify the observed increase in the
attenuation rate respect to the wave amplitude in the channel. However,
there is a small overestimation (5%) in modeled attenuation rates which
could be ascribed to differences in the bathymetry imposed to the model.
The excess of modeled dissipation can be due to the above mentioned
small discrepancy between the used and the real bathymetry, with a
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Fig. 9. Znax values in the tidal flat adjacent to the MM channel (B2-B8). Col-
oured lines represent values measured at stations B2-B8 during the 16 ships
passages (29"-31°' of March 2016 campaign) with colours representing the
initial depression wave in B2. The average of the 16 ship passages and the
confidence interval (average plus or minus the standard deviation) are repre-
sented by the gray solid line and the gray shaded region, respectively. The black
lines represent the modeled values (crosses — SHIP1-2 simulation, speed 7.7 kn;
triangles — SHIP1-1 simulation, speed 8.6 kn; circles — SHIP2-1 simulation, speed
8.6 kn). (For interpretation of the references to colour in this figure legend, the
reader is referred to the Web version of this article.)

shallower tidal flat close to the channel compared with the actual situ-
ation, enhancing the effects of bottom stress.

4.2. Assessment of shipwave propagation on the tidal flats

Depression waves created by the traffic of commercial vessels
(container ships, bulk carriers and tankers) were acquired during the
field measurements of the 29™-31% of March 2016. We monitored 40
ships navigating in the channel, but only a sample of 16 vessels was used
for the analysis after a quality check on the recorded data. The observed
and modeled depressions over the tidal flat stations are shown in Fig. 9.

The seven stations shown (B2-B8, Fig. 4) are located in a tidal flat
zone that progressively varies from a depth of 1.9 (B2) to 0.9 m (B5-B6)
and then to 1.5m (B7-B8). Hence, we expected most of the dissipation
occurring within approximately the first kilometer from the channel axis.
The depression waves have a mean value of —33 cm in B2 where, how-
ever, values have a wide range (36 cm) that depends on the different
geometry and speed of the monitored ships. The depression wave is
progressively attenuated toward the center of the tidal flat, passing from
a mean value of —9 cm (with a range of 8 cm) at station B6 to a mean
value of —6 cm at station B8 (with a range of 6 cm). This suggests that, as
expected, the most dissipative region of the tidal flat is between B2 and
B6, which corresponds to the zone with the largest gradient in water
depth. The deepest depressions in B2 are the ones that are damped the
most in the propagation over this part of the tidal flat.

All the described features are evident in Fig. 10 where the wave
attenuation over the tidal flat stations is defined as a percentage of the
value in station B2. Considering the average trend, station B6 registers an
attenuation of about 73%, while in station B8 the attenuation is about
80% of the initial B2 value, as an average. This confirms that stations B2
and B6, where depth is decreasing progressively, bound the area char-
acterized by the maximum attenuation rate. In B8, the minimum and
maximum attenuations correspond to 68% and 91% (Fig. 10) showing
that a considerable range of attenuations occurs.

Fig. 10 also shows how, over the tidal flats, the modeled depression
waves are generally larger than those measured in B2, in particular
SHIP1-1 simulation at 8.6 kn speed. In fact, this run considers ship
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Fig. 10. Dissipation of Zy,ay (as % of Zy,ay in B2) in the tidal flat adjacent to the
MM channel. Coloured lines represent values measured at stations B2-B8 during
the 16 ships passages (29"-31°t of March 2016 campaign) with colours repre-
senting the initial Z,,, in B2. The average of the 16 ship passages and the
confidence interval (average plus or minus the standard deviation) are repre-
sented by the gray solid line and the gray shaded region, respectively. The black
lines represent the modeled values (crosses — SHIP1-2 simulation, speed 7.7 kn;
triangles — SHIP1-1 simulation, speed 8.6 kn; circles SHIP2-1 simulation, speed
8.6 kn). (For interpretation of the references to colour in this figure legend, the
reader is referred to the Web version of this article.)

parameters that lead to a higher blockage ratio and ship speed compared
to the ones in the measured dataset. In any case the model dissipation
reproduces fairly well the observed trend, within station B2 and B5,
where depth is progressively decreasing. Model outputs show that in the
most distant stations from the channel center the signal is completely
attenuated.

The modeling chain allows inferring about some specific dependency
relations, not always so easy to verify from measurements because of the
variety of concurrent factors, as the response of the system to varying
speeds with a fixed geometry or to different ships traveling at the same
speed. In Fig. 11 the attenuation rate for the two simulations SHIP1-1 and
SHIP1-2, is shown. It is evident how the increase in ship speed enhances
the amplitude of the depression and the attenuation rate. The deepest the
depression in the center of the channel, the largest its interaction with the
tidal flat dynamics by bottom stress effects and dissipation with conse-
quences on the morphology of the channel-tidal flat system.

On the other hand, considering SHIP1-1 and SHIP2-1 simulations, it is
evident that the ship with the smaller draft propagated a smaller
depression wave (—61 cm vs. —95 cm).

Another important aspect that is evidenced by Fig. 11 is that ships
with smaller draught but higher speeds (SHIP2-1 simulation, 8.6 kn)
produced a slightly smaller depression compared to bigger ships trav-
eling at lower speeds (SHIP1-2 simulation, 7.7 kn).

In order to complete the analysis of the three simulation results, we
evaluate the distributions of maximum depression and normalized
maximum depression referred to the residual water level (Fig. 12). What
can be deduced is that, for all simulations, for the test-velocities the area
characterized by maximum depressions deeper than 10 cm reaches the
tidal flat, identifying a possible area of influence due to the ship passage
within station B4. This aspect is in good agreement with the results of
measurements. Comparing SHIP 1-1 and SHIP 1-2, the increase in speed
does not change significantly the area of influence but the maximum
depressions are larger, particularly in the tidal flat close to the channel
(normalized maximum depression 0.4 vs 0.5). If we consider the passage
of different ships at the same velocity (SHIP 1-1 and SHIP 2-1), an
enlargement of the area of influence for the ship with the bigger draft is
found. Also the absolute maximum depressions are bigger. Therefore it
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Fig. 12. Maps of maximum depression (panels a, b and ¢) and normalized maximum depression referred to the residual water level (panels d, e and f) for SHIP 1-1,

SHIP 1-2 and SHIP 2-1 simulations in the MM channel.

can be concluded that the passage of a ship with bigger dimensions,
deeper draft but lower speed influences a larger area of the tidal flat than
a ship with smaller dimensions and higher speed.

5. Conclusions and perspectives

Ship wakes formation and propagation in confined channels is a topic
tackled by several scientists and engineers dealing with theoretical issues
and impacts on coastal environments. This research work tests a nu-
merical methodology that keeps the required degree of physical
complexity and provides outcomes of primary importance for

environmental protection and easily applicable for management. The
tool allows for the investigation of the hydrodynamics in a waterway
around the ship hull (through a CFD solver) and propagation of the
pressure perturbation in the surrounding shallow areas (through a
shallow water unstructured model).

The novelty of the proposed approach is the combined implementa-
tion of different numerical tools able to provide an accurate description
of both the local and far-field processes. This approach could eventually
include local effects related to the viscosity and the presence of pro-
pellers, considering highly detailed ship geometries.

Although some approximations were introduced in the proposed
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approach, the numerical model chain has been successfully validated
against observations of water levels and currents collected in the Venice
Lagoon.

The modeling tool complements the information from the field ac-
tivities and previous works, investigating the “what if” option connected
with different ship sizes or navigation speed. These are two factors
influencing the shape and propagation of lateral wave level depression,
among a number of other ones, which can be better analyzed when data
for comparison are available, such as the channel geometry (width,
depth, bank slope) and the real ship track eccentricity. The first test
evidenced how the ship geometry plays a fundamental role in producing
ship wakes that can be still visible at a large distance from the navigation
channel over the tidal flat. For the considered ship speed range, still
higher than the existing speed limits for navigation in the channel, but
consistent with the velocities measured during ship transits in our field
experiments, smaller and faster ships seem to have less impact on the
tidal flat than bigger vessels navigating at relatively lower speeds.
Further sensitivity analyses can provide a full range of options, within the

Appendix

Table 1
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maximum-minimum speed limits that guarantee ship maneuverability,
which could easily be considered in specific Decision Support Systems
(DSS).

This analysis suggests that the developed tools could be further
refined to introduce other hydrodynamic drivers, like atmospheric forc-
ing and tides, needed to match the complexity of the real case. Moreover,
the numerical models could be also used to investigate the effect of ship
waves on sediment resuspension and morphodynamics of complex
coastal systems such as lagoons or estuaries.
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Cruise ship passages surveyed during the first field campaign, July 18-19th, 2015: maximum depression Zn,x measured by the instrumentation. Ships directed to the
Cruise Terminal are identified with the tag Port, while the opposite travel direction of ships to the Venice Lagoon Inlets is tagged as Sea. The ship characteristics were
obtained from the cruise companies websites. Ship speed provided by the website https://www.marinetraffic.com.

SHIP NAME Date and Time (UTC) Direction Dimensions: length (m)x width (m)x draft(m) Speed Vg (kn) Station B2 Station S2
Zmax (cm) Zmax (cm)

MSC LIRICA 18/07/2015 04:55 Port 275.9 x 32.0 x 6.8 7.7 52 70

MSC POESIA 18/07/2015 05:26 Port 293.8 x 32.2x 7.8 7.4 55 68

MSC POESIA 18/07/2015 16:06 Sea 293.8x32.2x7.8 9 62 86

MSC LIRICA 18/07/2015 17:19 Sea 2749 x 32 x 6.8 8.4 50 65

COSTA DELIZIOSA 19/07/2015 04:28 Port 294 x 32.3x 8 8.6 53 75

MSC MAGNIFICA 19/07/2015 05:24 Port 293.8x32.2x 7.8 7.8 70 105

MSC MUSICA 19/07/2015 05:24 Port 293.8x32.2x7.8 8.3 54 74

MSC MAGNIFICA 19/07/2015 16:22 Sea 293.8 x32.2x7.8 8.7 68 96

COSTA DELIZIOSA 19/07/2015 16:59 Sea 294 x 32.3x 8 8.3 71 103

MSC MUSICA 19/07/2015 17:11 Sea 293.8x322x7.8 9.2 74 109
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