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Neuroscience is inherently interdisciplinary in its quest to explain the brain. Like all biological structures, the
brain operates at multiple levels, from nano-scale molecules to meter-scale systems. Here, I argue that
understanding the nano-scale organization of the brain is not only helpful for insight into its function, but
is a requisite for such insight. I propose that one impediment to a better understanding of the brain is that
most of its molecular processes are incompletely understood, and suggest a number of key questions
that require our attention so that progress can be achieved in neuroscience beyond a description of the
activity of neural circuits.
Within only 17 years, the 21st century has already changed neuro-

science. After decades in which molecular neuroscience was

pre-eminent at the end of the 20th century, systems neuroscience

is now in ascendance. New technologies havemade it possible to

map neural circuits in vivo, to visualize neuronal activity in real

time, and tomanipulate neural activity in behaving animals. These

developments, fueled by the development of molecular tools

such as DREADDs, channelrhodopsins, and genetically encoded

Ca2+ indicators (GECIs), have made it possible to observe the

brain ‘‘in action’’ in ways that were previously unimaginable.

Moreover, new genetic methods have enabled specific types of

neurons to be manipulated, allowing us to test predictions about

the behavioral consequences of stimulating or silencing a partic-

ular class of neuron. As a result, most of the prominent, current

neuroscience papers deal with systems questions; most neuro-

science students in the United States are trained in systems or

computational neuroscience; many neuroscience departments

primarily do ‘‘circuit neuroscience’’; and the majority of new

faculty hires are in systems and computational neuroscience.

These developments have truly transformed neuroscience,

leading to many striking new insights.

However, these advances have also shifted neuroscience

research in a manner that may impede progress in understand-

ing the brain as a whole. At present, much of molecular and

cellular neuroscience is couched in terms of translational

research or is dedicated to developing tools for systems neuro-

science. As a result, research into biological processes is

increasingly limited to disease-related events, molecules are pri-

marily considered as potential tools, and fewer fundamental

questions about how the brain works are addressed. This situa-

tion raises a critical question—namely, what can today’s molec-

ular neuroscience offer to our understanding of the brain, if

anything?

This question can be viewed from both a philosophical and a

scientific perspective. From a philosophical perspective, do we

believe that understanding the molecular mechanisms of the

brain (given their complexity and diversity) will actually help us

to understand how the brain functions as a whole? Or rather, is
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it just more practical to deal with the brain simply as an assembly

of neurons that communicate with each other in circuits, without

attention to the molecular details that underlie their function?

Scientifically, if we accept that molecular and cellular neurosci-

ence can in principle make a contribution, then what major prob-

lems and what levels of understanding can be addressed with

these approaches? And why is this important?

A Role for Molecular Neuroscience in Understanding
the Brain
As scientists, we are both empowered and limited by the tech-

nical approaches we use, and tend to be insular in that we often

do not immediately grasp the importance and implications of

other approaches. Here, I mean not just techniques, but ways

of thinking about a problem. Although neuroscience has to be

interdisciplinary, we are often challenged by the need to be truly

conversant in areas outside of our research areas. Given the

inherently broad and complex insights needed to understand

the brain, however, it is imperative to ask overarching questions

that go beyond the focus of a particular research program.

In this regard, a central overall question is whether molecular

neuroscience is actually necessary for understanding the brain.

For example, if you want to drive from place A to place B by

car, you don’t really need to understand the car. How an engine

works is an unnecessary ‘‘detail’’; all you need to know is how to

operate the car. Analogously, does neuroscience really need to

understand how a neuron in a circuit works, or is it sufficient

to know its firing patterns, synaptic connections, and synaptic in-

formation transmission properties to model how the circuit—and

eventually the brain—processes information?

Several lines of argument show that a molecular understand-

ing of the brain is truly necessary. First, the more practical argu-

ments. In pursuing an understanding of the brain solely based on

the activity of neurons in circuits, it is straightforward to map the

firing patterns of neurons and their connections. However, given

the plasticity of synaptic connections and of the properties

of synapses, an understanding of the brain could only be

achieved if it were possible to monitor all synaptic connections
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and neurons simultaneously at any given time, which is patently

unrealistic. Neuroscientists have known the number of neurons

in C. elegans (302 in total!) and their synaptic connections

for two decades (no need to look for firing patterns since

C. elegans has no action potentials), and have described

many of the functions of these neurons and their synapses in

hundreds of papers. However, we still don’t know how the neural

networks of C. elegans ‘‘work.’’

The only possible practical approach to solving this problem is

to be able to predict the dynamics and properties of these neu-

rons’ synaptic connections, as well as the firing patterns of neu-

rons in response to synaptic activity. Such understanding

requires not only the ability to predict the behavior of neurons

and synapses in circuits, but also insight into how the brain

works at a deeper level than neuronal circuits, because the brain

is more than a compendium of circuits. In the brain, different

parts and cells communicate with each other via more than syn-

apses. Not only neurons, but also glia, are part of the overall in-

formation-processing machine that is the brain. Understanding

this machine will require a molecular approach, i.e., an under-

standing of the molecular rules that determine the firing patterns

and synaptic properties of neurons—their molecular logic.

A counterargument could be that molecular processes may

simply be too complex to be tractable, that this molecular logic

will be unmanageable. This argument could be equally applied

to systems neuroscience in that neural circuits may also be found

to be too complex to be understood once they are studied more

deeply. This argument, however, overlooks the difference

between ‘‘complexity’’ and ‘‘details.’’ Consider another example:

if one tried to make sense of an old-fashioned telephone book by

describing each individual entry without understanding its princi-

ple, one would conclude that the telephone book is impenetrably

complex. But in order to use the phone book, there is no need to

remember each entry; one just needs to understand its rules. The

sameapplies tomolecular (and systems) neuroscience.Until prin-

ciples are discovered, details are important; once principles are

understood, the details become interesting only for the specialist.

An even more important practical argument for why molecular

neuroscience is essential for explaining the brain relates to trans-

lational research. Although diseases often manifest as systems

dysfunctions, they are caused by molecular impairments. Fun-

ders of translational research worldwide want results, talk about

‘‘moonshots’’ to cure diseases, and push as hard as they can

toward clinical trials. The problem, however, is that for many dis-

eases, we have no real understanding of the actual disorder. This

is particularly true for diseases of the brain, where there is often

nomoon to shoot at, somoonshots become fireworks. Billions of

dollars have been spent on clinical trials for Alzheimer’s disease

that are based on a weak scientific rationale—and, almost pre-

dictably, are unsuccessful. In order to treat a disease, we need

to know what the disease process is; in order to understand

what is wrong, we need to know how it is wrong, which means

comparing it to the healthy normal condition.

For example, hundreds of genes linked to neuropsychiatric

diseases have been described, often with bold conjectures

about how the diseases investigated may develop. However,

for most of these genes, little is known about their biological

function, and the conjectures are based on guesswork and do
not lend themselves to therapeutic translation—for this, we

need to understand the genes and their products first.

One could argue that for neuropsychiatric disorders, in the

end, circuits will be more important, and that understanding

autism, for example, will require us to understand the specifically

human circuits for language and empathy, because the disease

manifests as a dysfunction of these circuits. However, although

this view is widely espoused, I believe it may represent a funda-

mental misunderstanding of disease processes; simply because

a disease manifests as a disorder of certain human abilities, and

presumably of their underlying circuits, does notmean that this is

necessarily where the disease process operates. Most genes

linked to neuropsychiatric disorders are broadly expressed, sug-

gesting that they do not only function in a small subset of circuits.

The manifestations of neuropsychiatric diseases do not neces-

sarily imply that the dysfunction of the underlying circuits IS

the disease; they just imply that dysfunction of the circuits under-

lying these manifestations is a consequence of the disease.

Studying these circuits is a bit like the ‘‘street light fallacy’’: a

drunk looks for his keys under the street light not because he

lost his keys there, but because that is the only place where there

is sufficient light to see anything.

These two practical considerations usher in the major philo-

sophical issue I would like to raise. Is it actually possible to

describe the brain purely in terms of synaptic interactions be-

tween its neurons in a circuit, like a chemist would describe a

molecule as an interaction between its atoms? Although this

seems to be the favored view of some contemporary neurosci-

ence, I would argue this is an oversimplification that is based,

perhaps, on a too facile comparison of the brain with a computer.

Trying to understand the brain by mapping the activity of its neu-

rons and their connections neglects three major features of the

brain, which require molecular insight to be understood: (1) plas-

ticity, of neurons aswell as of their connections, that changes the

rules of interactions between neurons in a circuit on a second-to-

second or day-to-day basis, a changeability not limited to synap-

ses, but that also applies to the neurons’ electrical properties;

(2) the pervasive, non-synaptic communication between neu-

rons via multifarious messengers, ranging from non-synaptically

secreted neurotransmitters to neuropeptides to diffusible mes-

sengers, communication that continuously resets the stage of

receptive neurons and synapses; and (3) the role of glia cells

that domore than support the lives of neurons but are an intricate

part of the brain’s information-processing machine. The brain

functions not only as an assembly of interleaved, overlapping,

interspersed, and/or hierarchically organized circuits, but also

processes information by additional mechanisms that cannot

be described only in terms of neuronal spike patterns.

Many Fundamental Questions Remain Unaddressed
The revolution inmolecular neuroscience of the 1980s and 1990s

produced major advances. For example, receptors and ion

channels that until then were theoretical constructs became

real, allowing us to understand, in molecular terms, fundamental

neuronal properties, such as action potentials and neurotrans-

mitter and neuropeptide receptors (Catterall et al., 2017; Zhu

and Gouaux, 2017). Transcription factors that dictate neural

identity were also defined (Arlotta and Hobert, 2015: Jessell,
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Biocytin / DAPI / EGFP 3-D reconstructionBA Figure 1. Illustration of Neuronal Shape and
Spines: An Exemplary Pyramidal Neuron
from the CA1 Region of the Hippocampus
with Spine-Studded Dendritic Extensions
(A) Top: a CA1-region pyramidal neuron was
patched in hippocampal slices from a mouse that
had been sparsely infected with a lentivirus
encoding EGFP, and was filled with biocytin via the
patch pipette (image shows a section stained for
biocytin [red] and DAPI to label nuclei [blue]).
Bottom: expansion of the dendritic field boxed in
the neuronal overview image above to illustrate the
dense decoration of dendrites with spines.
(B) Three-dimensional reconstruction of the pyra-
midal neuron and its dendritic segment shown in
(A). In the bottom panel, spine shapes were cate-
gorized and color-coded (blue, mushroom; green,
thin; pink, stubby). Images courtesy of Dr. Ri-
chard Sando.
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2000), fundamental mechanisms of axon guidance were

described (Tessier-Lavigne, 2002-2003), and the mechanism

by which Ca2+ influx into a nerve terminal triggers neurotrans-

mitter release within a few hundred microseconds was largely

solved (S€udhof, 2013). These advances were significant, but

sometimes appear to obscure the view of what remains to be

solved—far more than we have already discovered! To illustrate

this challenge, let me cite a few fundamental problems that are at

present incompletely understood. This is a partial list that is only

meant to illustrate how little we understand about the fundamen-

tals of brain function.

Neuronal Shape

Neurons in the brain have a characteristic location, shape, and

orientation, which formed the basis of their initial classification.

Much has been learned about neurogenesis and neuronal

migration in recent times, but the molecular origin and functional

implications of neuronal shape remain enigmatic. Clearly hierar-

chies of genes controlled by gradients of diffusible factors are

important, but are largely unknown. What effector pathways, for
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example, cause a Purkinje cell to elaborate

its exquisite dendritic tree organized in a

perfect plane? What determines the

beautiful shape of a CA1-region neuron in

the hippocampus with its specialized den-

dritic domains (Figure 1)? How are axons

created, and why do some neurons, such

as amacrine cells, have no axons? Funda-

mental questions about how neurons are

organized spatially remain unanswered; in

fact, it is amazing that the beautiful sub-

membranous actin cytoskeleton of axons

was only discovered a few years ago with

the advent of super-resolution microscopy

(Xu et al., 2013).

Dendritic Spines

Most, but not all, neurons contain thou-

sands of spines that decorate their den-

drites and receive presynaptic inputs

(Figure 1). Spines are micrometer-sized

extrusions of the dendritic plasma mem-
brane that contain endoplasmic reticulum and are full of actin

but lack Golgi complex components and have no microtubules.

The potential computational role of spines has been modeled

extensively, and the growth and shrinkage of spines have been

documented in excruciating detail, but why some neurons

have spines and others don’t is unknown. It is also unknown

what signals and mechanisms mediate the development of

spines, apart from obvious contributions of the actin cytoskel-

eton. Most importantly, we don’t know how to turn a spiny

neuron into an aspiny neuron or vice versa, or what spines

actually do. A dream experiment would be to identify a master

regulator of spinogenesis and to explore the effects of inducing

or ablating spines on synaptic and neuronal computations.

Neuronal Identity

Related to neuronal shape is the question of neuronal identity,

which manifests itself also as a particular shape—hence Cajal’s

lasting fame—and by many other features. Neuronal identity is

now best described by gene expression profiles, but can neurons

really be classified into types or do they exist in a continuum of
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states? Is neuronal identity plastic or fixed, and how is it main-

tained or changed? These and many other questions are crucial

for understanding the brain becausewecurrently think of the brain

asorganized intocircuitscomposedofneuronswithspecificprop-

erties, even though the underlying concepts remain ill defined.

Spatial Organization of Signaling and Signal Integration

Another extension of the neuronal shape question is how

different signaling events are spatially segregated without mem-

branous separation. The neuronal cytosol is an amazingly

crowded spacewithmany trafficking pathways that are indepen-

dently regulated. How is this possible? Inmost neurons,many in-

dependent synaptic inputs together converge to generate a

postsynaptic response, but the relative importance of these sig-

nals and their collaboration—or lack thereof—is determined by a

spatial organization that remains largely unclear.

Synapse Formation

Synapse formation is specific for particular pairs of pre- and post-

synaptic neurons and for particular locations on the postsynaptic

neuron. Arguably even more importantly, synapse formation

determines the characteristic, albeit plastic, properties of

synapses. How synapses form is one of the major questions of

contemporary neuroscience because the number, location, and

properties of synapses determine the input/output relations of

neural circuits. Much progress has beenmade in the identification

of candidate synapse-formation molecules, such as neurexins,

neuroligins, LAR-type PTPRs, and cerebellins (S€udhof, 2008;

Matsuda and Yuzaki, 2012; Takahashi and Craig, 2013). Despite

this progress, however, the fundamental questions of how synap-

ses form remain unanswered. For example, many molecules are

able to artificially inducesynapses (Scheiffeleet al., 2000;Biederer

et al., 2002), suggesting that a common intracellular signaling

pathway organizes the standard components of synapses, but

nothing is known about the signals that might be involved.

Synapse Pruning

More than half of all synapses that are initially formed postnatally

are ‘‘pruned’’ during adolescence in humans (Rakic et al., 1994).

This massive elimination of synapses poses many questions.

For example, what are the synapse-pruning signals, how is prun-

ing regulated, and how does the brain know which synapses to

kill and which to foster? Moreover, synapses are pruned,

although at a much lower rate, throughout life (Qiao et al.,

2016). Some, but not all, of these changes are likely to be activity

dependent, but their mechanisms are largely obscure. The clas-

sical complement cascade may play a role (Stevens et al.,

2007), but the relatively mild phenotypes produced by genetically

blocking this cascade (Chu et al., 2010) suggest that other

molecular mechanisms are more important. Analyzing these

questions is amajor challenge in trying to understand howmature

circuits are constructed, and how they change during activity.

Long-Term Potentiation

Many different forms of long-term synaptic plasticity shape the

properties of neural circuits, but none are as well studied and

possibly as impactful as NMDA receptor-dependent long-term

potentiation (LTP). Pioneering work has revealed that NMDA

receptor activation can induce long-lasting strengthening of syn-

apses by triggering the recruitment of AMPA receptors to synap-

ses (Liao et al., 1995; Nicoll, 2003). Dramatic progress over the

years has shown that this process depends on the activation
of CaM kinase IIa by inflowing Ca2+, that it operates indepen-

dently of the sequence of the AMPA receptors but requires

exocytosis of AMPA receptor-containing vesicles, that this

exocytosis is mediated by a specific SNARE-protein machinery

and is triggered by Ca2+ binding to synaptotagmin-1 or to synap-

totagmin-7, and that the postsynaptic cell-adhesion molecules

neuroligin-1 and LRRTM1/2 are essential for NMDA receptor-

dependent LTP (e.g., Malenka et al., 1989; Malinow et al.,

1989; Wu et al., 2017; Jiang et al., 2017). How all of this fits

together, however, remains mysterious. Why are two Ca2+ sen-

sors (synaptotagmins and CaM kinase II) required for LTP?

Why are two different cell-adhesion molecules that both bind

to neurexins needed for LTP in a non-redundant fashion?

Whereas the principle of LTP is now well understood, how it

actually works remains a challenge to be solved.

Neuropeptide Signaling

At the forefront of early molecular neuroscience was the identifi-

cation of neuropeptide precursors and neuropeptide receptors

(Noda et al., 1982), but since then the question of neuropeptide

signaling has largely faded from view with a few exceptions.

Orexin continues to attract attention because of our fascination

with sleep (Lin et al., 1999), leptin because of its central role in

body weight regulation (Zhang et al., 1994), and oxytocin

because it may be involved in social behaviors (McCall and

Singer, 2012), but fundamental cell-biological questions about

neuropeptide signaling remain unexplored. For example, why

do some neurons use neuropeptides abundantly, and others

only scarcely? How is neuropeptide secretion directed to specific

parts of a neuron, e.g., axons or dendrites? What is the mecha-

nism and regulation of neuropeptide secretion? Is there plasticity

in neuropeptide secretion, similar to synaptic vesicle exocytosis?

Is neuropeptide secretion regulated differentially in different parts

of a neuron? Neuropeptides are central components of the infor-

mation-processing machinery of the brain, although how exactly

they contribute to thatmachinery remains enigmatic. Deciphering

their basic mechanisms is clearly important.

Diffusible Messengers

A truly remarkable discovery over recent decades is the observa-

tion that neurons communicate not only via synaptic and

neuropeptide signals, but also via diffusible messengers. This

observation is based in part on the identification of nitric oxide,

endocannabinoids, and retinoic acid as diffusible messengers

that regulate neurons by a local action (Wilson and Nicoll,

2001; Aoto et al., 2008). However, the fundamental role of these

signals in the brain is incompletely understood, as is their inte-

gration with other types of neuronal communication—a dire

need for any progress in understanding the brain as a whole!

Neuronal and Glial Metabolism

Despite enormous progress—for example, in characterizing the

role of mitochondria in neurodegeneration (Wallace, 2011) and

the transport of metabolites across the cell membrane (Edwards,

2007)—the intracellular metabolism of neurons and glia is poorly

understood. Given the central role of energy metabolism inmany

diseases, and in particular in neurodegenerative disorders, and

the unknown coupling of energy metabolism to blood flow (see

below), this is a key issue that requires in-depth studies for prog-

ress, and one of central importance for understanding the brain

given its enormous energy needs.
Neuron 96, November 1, 2017 539
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Activity-Dependent Regulation of Blood Flow

One of the amazing features of the brain is the induced and

robust increase in local blood flow that occurs when a set of

neurons is activated, a phenomenon that is the basis for

BOLD imaging used in all fMRI techniques (Petzold and

Murthy, 2011). The mechanisms that couple neuronal activity

to blood flow, however, are incompletely understood. Yet

they are of central importance not only because they underlie

all fMRI imaging—after all, it would be nice to know what one

actually sees in these studies—but also because they pre-

sumably enable the brain to allocate energy resources in a

need-dependent manner, and thus are probably crucial for

brain function. Most likely, these mechanisms are also

involved in disease, particularly neurovascular and neurode-

generative disorders. Again, much work remains to be done

in solving this important question.

Function of Microglia

Much attention has recently been paid to microglia because ge-

netic evidence links microglia to Alzheimer’s disease (Klein-

berger et al., 2014), because microglia mediate behavioral

changes that resemble obsessive-compulsive disorders in

mice (Chen et al., 2010), and because of the idea that they

may be involved in synaptic pruning (Paolicelli et al., 2011). How-

ever, the functions of microglia are poorly understood, and even

less is known about the mechanisms involved. Again, there is a

direct need for basic cell-biology studies.

Interaction of the Brain with the Periphery

The central nervous system does not function in isolation, but in

continuous interaction with the peripheral nervous system, im-

mune system, endocrine system, and probably the gut and

skin microbiome. These interactions are only beginning to be

investigated. Molecular and cellular biology approaches are

needed to explore these interactions because they are likely to

be centrally involved in neurodegenerative disease and in other

disorders, but at this point, only initial steps toward understand-

ing their mechanisms have been taken.

Brain Aging

The vast majority of human neurons are born during develop-

ment and are not regenerated afterward. These neurons remain

active throughout the life of an individual: when they die, we die.

How are neurons kept alive for 100 years, how do they age, and

how do they die? Again, these questions are important for under-

standing normal brain function, as well as neurodegenerative

disorders. Aging is an inescapable component of our lives.

How the brain ages, and how the brain adapts to its aging

components, is an interesting question that is increasingly

studied in psychology and poses amajor challenge formolecular

and cellular neuroscience to address.

Needs for the Future
The unsolved questions outlined above, and many others not

mentioned here, provide exciting challenges. Solving them is

essential for understanding the brain. However, there are

caveats in how we approach molecular neuroscience that I

believe we may want to consider.

In terms of approach, we need molecular cell biology in situ, in

the living brain, not only in a culture dish, because neurons and

glia in culture are different from neurons and glia in vivo. We
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have to develop concepts and approaches that probemolecules

in a real brain, that analyze their functions at all levels, from a

reduced system in vitro to a normally connected neuron in the

brain. This has to be done usingmanipulations that are not prone

to artifacts (as is the case with, for example, RNAi or overexpres-

sion), and should be correlated with results from reduced sys-

tems, ranging from cultured cells to atomic structures.

More importantly, we have to reformulate the relation ofmolec-

ular neuroscience to translational research. There needs to be an

open agreement that all basic research is ‘‘preclinical’’ in the

sense that understanding a disease requires understanding of

its biological basis, i.e., an understanding of these processes in

the context of ‘‘normal.’’ We have gone too far in presenting

much of what we do in terms of a medical advance. I think we

should emphasize that basic research is not immediately appli-

cable, nor should it be. Applicability is often a patent lie because

the medical importance of a discovery cannot be immediately

ascertained, and the public notices the lies inherent in proclama-

tions of applicability. Solving diseases and treating diseases will

require us to understand the molecular underpinnings of these

diseases. This understanding will emerge from research into the

biology of the underlying processes, not from studies of the

diseases themselves—this, in my view, is a good enough ratio-

nale for doing basic research, without immediate applicability.

Another need we face is the need for a culture shift. The field

of molecular and cellular neuroscience is vast, covering every-

thing from human genetics to cell biology to hardcore molecular

biology to crystallography, but tends to be fragmented into silos.

On top of that, neuroscience as a whole is a bit of a silo that is

difficult to break into. We should be recruiting more expertise

from outside neuroscience to tackle neuroscience problems,

such as cell biologists, biochemists, engineers, and experts in

immunology and metabolism. Too often, experts outside of

neuroscience find it daunting to enter the field, and the lack of

funding for basic molecular and cellular questions poses an

additional deterrent. Developing structures and incentives to

encourage more interdisciplinary interactions in a way that is

truly cross-disciplinary and not just in name only is essential.

Finally, and maybe most importantly, I feel that we need to

reflect more often on the overall purpose of understanding the

brain. Society does have the right to expect from us as scientists

who are funded by taxpayers to make a useful contribution to

society. However, we as scientists have to be clear and honest

about what is really useful and what is a sham. Knowledge as

suchmakes a long-term contribution to a society and to a culture

that cannot be measured easily in the short term; when Newton

and Leibniz developed calculus, there was no application for it,

but now it forms the basis of all engineering. Similarly, for

many molecular neuroscience questions, there is no current

application, not even an apparent ‘‘functional’’ implication, but

the knowledge created is valuable in itself and provides a basis

on which we can build in the future. Knowledge as such has

more value to society than any short-term application. This

needs to be communicated because it is easily forgotten, given

that scholarship has no economic or political lobby, and that

especially in these times, knowledge is at the same time widely

applied but politically discounted at the highest levels of govern-

ment to an almost scary degree.
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