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What I will cover:

   ✅   Intro to Neural NLP

   ✅   Transformers & Transfer Learning

   ✅   Current trends in NLP

   ✅   Limitations and open questions

What will be left out:

Plan for today 📋

   ❌   Low-level architectural details

   ❌   Coding examples

   ❌   (Mostly) non-NLP subfields

Main goal: Provide distilled understanding to investigate further.



Introduction to Neural NLP



A Growing Interest for NLP 📈
Stanford NLP class enrollment● Stanford now teaches 10x students in NLP 

w.r.t 1999–2004, and 2x w.r.t 2012–2014.

● NLP-first startups (HuggingFace, Rasa, 
Gong, etc.) raised > 200M US$ in 2020.

● Open sourcing heavily adopted:
○ HuggingFace with 10k models, >50k 

model downloads per day, >400 
contributors on Github.

○ 🌸 BigScience Workshop - European 
CERN for NLP

Source: stateof.ai 2020 report

http://stateof.ai


The Turn Things Have Taken Since 2018 ↩



A Wide World of NLP Tasks 🌍



Non-Contextual Word Embeddings

Dense vectors used to represent text.

Good: Concise, semantic similarity.

Bad: Not useful for polysemy.

Popular: Word2Vec, Glove, Fasttext

Mikolov et al. 2013, Pennington 
et al. 2014, Mikolov et al. 2017



ELMo: Contextualizing Word Embeddings

Throw a stick to the dog
vs

Let’s stick to the plan

Peters et al. 2018



Before: Recurrent Neural Networks
● First model to successfully tackle seq2seq,

● Can be used to model inputs with variable length.

● Examples: Google Translate (decoder), ELMo

But:

● Difficult to parallelize.
● Ineffective for long-term 

dependencies.
● Use single state to encode 

all input information.



● Can also be used to model 
variable-length input.

● Highly parallelizable

● Effective at maintaining long 
distance relations.

● Less information loss by 
encoding inputs as sequences 
instead of using a single state.

● Examples: GPT-2, BERT, etc.

Now: Transformers



The Hardware Lottery 🎲

Hooker 2020

“A model is just as good as the 
hardware it runs on”

GPUs & TPUs → Transformers



The Transformer Architecture



Attention is All You Need

● The model is the first using only attention, 
without any recurrent operation.

● Encoder-decoder architecture, later dropped 
by many notable examples

Vaswani et al. 2017



Self-attention



Self-attention



(Multi-Head) Self-attention



Positional Encodings

1. Identify a position deterministically and univocally
2. Provide distance information between positions



● Help with converge and vanishing gradients
● Preserve positional information

Skip Connections and Layer Normalization

● Improve generalization, reduce covariate shift
● Less movement → Speed up training



Transfer Learning in NLP



ULMFiT: Universal LM Pre-training & Fine-tuning

Howard and Ruder 2018



The pre-training procedure



The fine-tuning procedure



Autoencoding (Masked) Language Models

Devlin et al. 2019, Lan et al. 2019
Sanh et al. 2019



Masked
Language
Modeling



Autoregressive (Causal) Language Models

Radford et al. 2018, Radford et al. 2019
Brown et al. 2020



Sequence-to-sequence Language Models

Raffel et al. 2019, Zhang et al. 2020,
Lewis et al. 2019



Sentence-level
Objectives



Example: Spam Detection

Sub-word tokens +
Attention mask +
Positional Embeddings +
Sentence Id

[CLS]
or 

Avg. Pool



Attention Masking 😷

Purpose: Prevent the decoder to attend over future locations 



Current Trends in NLP



Ramping up model & data sizes 🚀
⬆ 
175 000 000
GPT-3

⬆ 
600 000 000
GShard



Estimated training costs: ~2M US$ for T5-11B, >10M US$ for GPT-3

Size Drives Performances

Brown et al. 2020



Large Models are Data Efficient

Brown et al. 2020



Everything is Text-to-Text 🔤➡🔤

At Aindo we are currently using UnifiedQA, a variant of T5 built for unifying different QA 
formats, for performing structured inference over clinical reports.

Raffel et al. 2019



Transformers Beyond NLP

Dosovitskiy et al. 2020, Jumper et al. 2020



Making the Attention Computation Efficient 

Zaheer et al. 2020



Multilingual Neural Language Models 🔡

Conneau et al. 2020



While by no means low-resource, Italian is very lacking in terms of datasets. Our research project TransQA is 
aimed at building a model translation pipeline to create new Italian NLMs without retraining.

Multilingual Neural Language Models 🔡

Conneau et al. 2020



Prompting 📝 

Brown et al. 2020, Schick et al. 2020



Open Source Communities 🤝

BigScience Workshop 🌸
The Summer of Language Models ‘21



Applications to 
Software
Development 
󰞵 󰠁                      .

Example of using GPT-3 to 
build React.js apps on the fly.

Other use cases:

● Debugging
● Programming Language 

Translation

https://docs.google.com/file/d/1xLRTdUNSdRuHigFQHvvjZFL4aNU4RWZg/preview


Language Meets Vision

DALL-E is a 12B version of GPT-3 
trained to generate images from text 
descriptions, using a dataset of 
text–image pairs.

      Ramesh et al. 2021



Multimodal Neurons for Language and Vision

CLIP ResNet 50 4x
“Comedy neuron”

CLIP ResNet 50 16x
Unit 2,298
“Beard neuron”

      Goh et al. 2021



Current Limitations



Build Better Benchmarks 🏋

      Wang et al. 2018, 2019



The Dangers of Stochastic Parrots 🦜
1. Massive data, inscrutable models

Models reflect the biases present in their training data. Undocumented 

data are risky.

2. Manipulating language is not understanding it

The financial interest in NLP is only in producing the best model. More 

effort should be devoted to curation, interpretability and efficiency.

3. The illusion of meaning

Models fluent in generating language are at best morally dubious, at worst 

a threat to our society and our democracy.
      Bender et al. 2021



Generalization or Memorization?

      Carlini et al. 2020



Thanks for the
                    ! 

@gsarti_

gsarti.com

gabriele.sarti996@gmail.com

gabrielesarti

gsarti
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