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Abstract. This essay challenges the idea according to which, in legal interpretation, a well-defined literal meaning is always (or in the most of cases) detectable. I will claim that this idea is untenable and, at any rate, when lawyers talk of literal meaning, they rarely refer to a totally a-contextual meaning; rather they refer to a meaning which is determined by contextual elements too, and is assumed to be unique and well determined precisely because of the determinacy and uniqueness of these elements. I will argue that even this idea is misleading and try to support an alternative view of meaning.

1. Challenging the Traditional Semantic Thesis
This essay aims to challenge the traditional semantic thesis (TST) according to which every sentence expresses a well-defined literal meaning, determined only by the semantic imports of the words employed (in particular, by their conditions of applicability) and their syntactic connections. In jurisprudence, the notion of literal meaning is often used to draw a line between application and interpretation of law (Marmor 2005) or, especially in civil law countries, between mere interpretation and creation (in particular, judicial creation) of law; in some legal cultures it is also employed as basis for a doctrine of Constitutional interpretation. Against this commonly accepted view, I will argue that (in most cases at least) the literal meaning of a sentence is so undetermined that it can neither define any boundary nor ground an interpretative doctrine. In order to do so, I will examine some arguments developed, in the philosophy of language, by authors that, despite some differences in their thesis, are part of the movement called “contextualism”; I will explain also why these arguments seem, at first, not relevant in legal interpretation and why this impression is, instead, wrong.  

1.1. Indexicals and demonstratives
A first argument against the TST focuses on deictic and indexical expressions: the reference to the context is clearly necessary to fix the meaning of these expressions, which can also occur in legal texts. Deixis concerns the ways in which languages codify and translate the context of the utterance and the communicative event into grammar: “deictic reference is reference to an aspect of the context of utterance or speech event” (Levinson 1983, 54). Pure indexicals (“I”, “here”, “now”, etc.), the grammatical tense, some uses of demonstratives and pronouns are examples of deixis. Here, the relevant context is the so called co-text (i.e. the set of utterances, the sequence in which a given utterance occurs): in particular, in legal interpretation, the co-text that allows us to fix the meaning of deictic expressions coincides with the text of other paragraphs of the same section, or with the text of other sections (of a statute or a code). 

However, also in the field of philosophy of language, it is claimed that, since the meaning of a deictic expression is quite automatically determined by its character, i.e. the rule of use associated to it (Kaplan 1978), and by the context in which it is uttered, the presence of deictic terms does not seriously affect the notion of literal meaning. The presence of deictic terms simply requires a small revision: literal meaning includes the semantic-syntactic meaning plus the contextual elements necessary to fix the content of deictic terms. Note that these contextual elements are themselves identified by the semantic rules associated to the deictic terms: these rules determine which elements of the context must be taken into account. In fact, while this argument is widely accepted with the regard to pure indexicals, it is criticized as far as demonstratives (and pronouns) are concerned. Many authors claim that the semantic rule associated to a demonstrative (or a pronoun) is not sufficient to determine its meaning. In fixing the reference of a demonstrative, such as “this real estate”, what appears essential is the intention of the speaker: a factor on which the semantic rules have no control (Perry 1977; Kaplan 1989; Bach 1992). Thus, in the case of demonstratives (and pronouns), the semantic-syntactic rules underdetermine the meaning of the utterance in which such expressions occur. This conclusion is disputed, but, even if well founded, it seems to have almost no importance in legal interpretation. On one hand, in the legal texts the use of demonstratives is quite rare; on the other hand, legal language is mainly a written language, and, in the written languages, the context, which fixes the reference of a demonstrative, seems mainly represented by the co-text (so, e.g., we can expect that the reference of “this real estate” is determined by former provisions of the same legal text). Actually, this does not determine a real difference in the mechanism which fixes the reference of demonstratives: in everyday spoken language the speaker’s intention must be inferred by the whole context of utterance and, in particular, by the speaker’s demonstration (that can possibly, but not necessarily, be an ostensive gesture, a pointing at), but this does not mean that the speaker’s intention prevails on her demonstration. The speaker’s intention does not coincide with what the speaker has in mind, but with what she demonstrates: in other words, what counts is the intentional action to demonstrate, the expressed or recognizable intention to make salient an object (Bach 1992; Roberts 1997). In the written legal language the demonstration is always expressed by the co-text (by former provisions), which is a contextual element: so, even in legal text, when a sentence contains a demonstrative (or a pronoun), we must recognize that the semantic-syntactic rules do not fully determine the meaning of that sentence. However, it seems that the meaning resulting by the semantic-syntactic rules plus the co-textual elements (necessary to fix the reference of a demonstrative or a pronoun) is still quite determined: of course, this meaning, that we might label “legal textual meaning”
 (LTM) is no more a pure semantic-syntactic concept, but lawyers are more interested in the existence of a unique and determined meaning than in solving theoretical questions, concerning the relationship between semantics and pragmatics.
1.2. Ambiguity, vagueness and contextual expressions

Unlike demonstratives, the phenomenon of ambiguity does not seem to contend the strength of the TST. A sentence is ambiguous if one or more of its words are ambiguous; a word is ambiguous, if it has two or more sets of conditions of applicability associated to it; each one of these sets determines a different literal meaning. Thus, an ambiguous sentence has more than one literal meaning. The context comes into the picture after the semantic rules have determined these literal meanings, allowing a choice between them. Moreover, one could claim that in legal interpretation this choice is easy, because the context of reference is mainly represented by the co-text, which is quite fixed. It is plain that, in a provision about real estate, the term “bank” designates the land alongside a river (or a lake), whilst, in a provision about credit, it designates a financial institution. However this is not always the case. In Italy, a typical ambiguous provision is the sect. 59 (II par.) of the Italian Constitution, according to which “The President of the Republic may appoint five citizens senators for life […]”. The problem is whether any person who holds the office of President can appoint five senators for life, or, instead, the institution, the office, of President can appoint five senators for life, and, therefore, there can never be more than five senators for life. The other sections of the Italian Constitution do not provide any help to resolve this ambiguity. This unpleasant situation is not an objection to the TST (here, we simply have two determined literal meanings and no criteria to choose between them): however, it stresses that not always the tightness of the TST can avoid interpretative problems and discretion.
Vagueness poses more serious problems to the defenders of TST. Vagueness is held to be a vague concept (Sorensen 1985), but, in general, we can say that a sentence is vague (i.e., it expresses a vague meaning) when it contains one or more vague terms, and a term is vague if it is not possible to identify the boundaries of its extension, if it generates borderline cases (cases to whom we do not know whether the term is applicable). According to a view, which can be traced back to Frege, a vague sentence simply has no meaning: obviously, this thesis may seem excessive. On one hand, the vagueness is not only an unavoidable feature of language, but it seems also to be (sometimes and to some extent) a useful feature: and this applies both to ordinary language (Dummett 1975), and to legal language (Bathia 1998; Endicott 2005). On the other hand, vague sentences pose problems only when they refer or they must be applied to borderline cases. So, e.g., the sentences “Some roses are red” or “The sanction is increased if the crime is committed for trivial motives” appear perfectly meaningful, though we can argue endlessly whether a given motive is trivial or a given rose is red. However, since according to the TST, the literal meaning of a sentence is a function of (is determined by) the meaning of the words components, if one or more of these words is vague (i.e. if it has no a definite set of conditions of applicability), we must recognize that the whole sentence, even if not totally meaningless, expresses a literal meaning partially indeterminate.  

Note that, though vagueness is an argument against the TST, it is not a decisive argument for contextualism: although this is debated, it seems that even the contextual elements are not able to eliminate it. Obviously the context can help to fix the reference of a vague word in a borderline case: if you tell me “The bald player caught the ball” in a context in which all the players, except one, are clearly not bald, I can easily understand to whom you refer. But, then, we can debate endlessly whether the player, who caught the ball, is really bald. The context can also reduce the vagueness: in a given context, “Alex is tall” clearly means “Alex is tall (for a two years old child)”. But context cannot eliminate vagueness: Alex can be a borderline case of “being tall for a two years old child”. We may ask whether the same occurs in legal interpretation. In legal texts we find definitions that reduce the vagueness of some terms: I mean, both definitions expressed by single provisions and definitions resulting from a network of provisions. So, e.g., in Italy, “whoever causes the death of a man” is guilty of murder. “Man” is a vague term and one might wonder whether this provision punishes also those who cause the death of a fetus. The Italian lawyers answer “No”, because abortion is charged under other legal provisions. In this case, the co-text is represented by a network of provisions, which, without explicitly defining the vague term “Man”, regulates differently some borderline cases, and, thus, leads one to exclude that such cases are denoted by “Man”. Therefore, one can claim that, even if vague provisions express a partially indeterminate literal meaning, when a definition occurs in (or can be inferred from) other legal provisions, we still have a LTM (which is determined by co-textual elements). 

Phenomena that, in philosophy of language, seem to provide decisive arguments against the TST are represented by contextual adjectives, pro-act verbs and possessive constructions. Possessive constructions, such as “my book”, or “the broker’s remuneration”, or “contract of insane person”, simply indicate the existence of a specific relation, R, which can be instantiated in an infinite number of ways, depending on context, and that is not (and cannot be) predetermined by the semantic-syntactic rules: thus, these rules underdetermine the meaning of the possessive constructions. The same holds for the pro-act verbs: e.g., in “Alice did the lawn”, “did” can mean a number of activities, such as to plant the lawn, or to mow it or to fertilize it, etc. Only the context fixes the meaning of these verbs and, thus, the meaning of the whole utterance.
 Finally some adjectives, like “fast”, “easy”, “hard”, etc., labelled “contextual adjectives”, have a sense (a set of conditions of applicability) that vary according to the context: a fast typist is a typist who writes quickly, whilst a fast car is a car that moves fast. The semantic rules are not capable to predict all the variations of sense. Usually, contextual adjectives are also vague, but these two characteristics must not be conflated: an adjective is contextual if its meaning (the set of conditions of applicability associated to it) varies according to the context; an adjective is vague if the set of conditions of applicability associated to it is not fully determined. So, e.g., a fast typist is a typist who writes quickly, a fast car is a car that moves fast, but there are borderline cases in which we cannot say if a typist writes quickly (or not) and if a car moves fast (or not).

The previous arguments, considered as strong arguments in the analysis of ordinary language, do not seem to carry much weight in the legal interpretation for two main reasons. First, legal language is much more accurate than ordinary one: in legal texts the use of contextual expressions seems more marginal, more limited, than in everyday conversation. Second, and more important, in legal interpretation, the context, which permits to identify the relation R, or the meaning of pro-acts verbs or of contextual adjectives, is represented by a co-text which appears to be quite fixed. Once again, when the TST does not stand, the lawyers are not afraid to abandon the idea of a (pure semantic-syntactic) literal meaning, to embrace the notion of a LTM – viz. of a meaning which, although not totally context-independent, is, however, unique and well determined.

1.3. Background and other mutual assumptions
One of the most powerful weapons of contextualism is the idea (which is assumed as empirically proven) that no sentence can be understood without making reference to a background of shared assumptions, which is not part of its literal meaning. Consider the following examples (from Searle 1978, 1980). The sentence “The cat is on the mat” literally does not mean that there is a cat resting on a mat, which is laid on the floor. The semantic-syntactic meaning of this sentence is true even if the cat hangs suspended on a flying carpet. Or, again, in the sentences “Bill cut the grass” and “Sally cut the cake”, the verb “to cut” is not ambiguous and it is employed always in a literal (i.e. not metaphorical, not figurative) way, but “it determines different sets of truth conditions for the different sentences” (Searle 1980, 222-3). We would not say that “Bill cut the grass” is true, if Bill cut through the grass with a kitchen knife. The background argument aims to prove that the syntactic-semantic meaning is always underdetermined: there is a generalized and pervasive contextual dependence, which is not semantically identified (i.e., if we consider only the syntactic-semantic meaning, we cannot predict which aspects of the background are significant). 

Against the relevance of this background it is often claimed that, although it is clearly a pragmatic element, it is so deep, so shared and foregone, that it cannot really put into question the concept of literal meaning: all that is needed is a reformulation of the notion of literal meaning, in order to include the semantic-syntactic meaning plus the background. However, this conclusion is controversial. Suppose that Bill is buying a synthetic lawn from a company that sells them in meters: in this context, we are willing to admit that “Bill cut the grass” is true, even if Bill cut the lawn with scissors or knife, and here too the verb “to cut” is employed in its semantic sense, i.e. this is not a figurative use (Travis 1981; Bianchi 2001). The background argument seems to prove also that a sentence has no meaning without a context: or, better, that what we call literal meaning is only the meaning a sentence expresses in the context which is, for us, typical, statistically more frequent. But the actual context cannot be a typical one, and a context, which is typical for us, may not be typical for other speakers. Furthermore, contrary to what Searle believes,
 there seems to be no substantial difference between the background and other sets of assumptions which play a decisive role in communication and which are not so obvious and so largely introjected: so, many philosophers of language have stressed that the mutual beliefs (Schiffer 1972) or the mutual manifestness (Sperber and Wilson 1986) of some assumptions are necessary conditions for successful communication. These assumptions are not uniform: they can change, historically, from a person to another, from a communicative context to another. Consider the following dialogue 

A: Why don’t we go to the new restaurant?

B: They only serve meat dishes

A and B can understand each other only if they share – as well as some deep background assumptions (encyclopaedic knowledge) about what is a restaurant – some mutual assumptions about why A proposes to go to the new restaurant, what new restaurant she is talking about and so on: e.g., B’s reply communicates very different things according to whether they mutually believe that A or B or both love meat or, instead, that A or B or both are vegetarian. 

One could argue that this applies to ordinary language, but not to the law. Obviously, in order to  interpret a legal text, we must share some very deep background assumptions: first of all, the assumptions that that text is a legal text and that, although, in many countries at least, it is formulated employing the indicative mood, it expresses norms and not descriptions or predictions. Some other trivial assumptions are always required: that men are not invulnerable, that they may die, that free will (or something close to it) exists, and so on. The only mutual beliefs that seem necessary are those concerning the existence and the meaning of the provisions that are necessary to fix the LTM: e.g., in order to know that, in the Italian provision on murder aforementioned, the term “Man”, in spite of its ambiguity, refers to males and females, we must know at least that the Italian Constitution guarantees gender equality.      

1.4. Literal meaning vs. Legal textual meaning   

In sum, the TST seems untenable both in ordinary language and in legal interpretation. However, it seems also that, in legal field, we should not worry too much. First, the phenomena that make the literal meaning over-determined (i.e. the ambiguity) are not so widespread and, in most cases at least, they can be resolved by taking into account the relevant co-text. Second, the phenomena that make the literal meaning indeterminate (i.e. the vagueness) are not at all rare, but, sometimes at least, the co-text makes them irrelevant, providing a narrow definition. Finally, the phenomena that make the literal meaning underdetermined are obvious and predictable (it is the case of the background and other mutual assumptions) or rare and easily removable by referring to the co-text (it is the case of indexicals, demonstratives and others contextual expressions). Therefore, even if we cannot rely on a literal, acontextual, meaning, we are always content with a unique and well determined LTM. This meaning is a textual meaning, in the sense that it is determined mainly by textual elements, i.e. by the semantic-syntactic import of the provision to be interpreted plus the semantic-syntactic import of the provisions that form its co-text (plus some very trivial assumptions); it is unique and well determined precisely because the co-text is unique and well determined (and the assumptions are trivial).  

Against this picture, I will argue that the identification of the relevant co-text is not an automatic operation: it is not automatic mainly because the co-text is not composed only of (norms expressed by) adjacent provisions, but it is formed also by (norms expressed by) provisions contained in different texts (enacted in different moments) and/or by general principles. In the identification of the relevant co-text a decisive role is played by some (more or less) mutual assumptions, which vary, not only from a historical perspective, but also depending on the concrete cases in which the legal norms must be applied. Moreover, I will try to show that the co-text (as reconstructed by the interpreters) can make indeterminate (or underdetermined) a meaning, which, at a first sign, appears determined.       
2. From philosophy to legal practice
In § 1.1, we defined the co-text as the set of utterances, the sequence, in which a given utterance occurs: in legal interpretation, the concept of co-text is transfigured into the concept of system or, better, into the concept of the micro-system taken as relevant to a given interpretation. The legal co-text is formed by all the provisions, all the legal texts, which are taken as reference texts for a given interpretation: as a matter of fact, the judges do not limit this set to the adjacent provisions.
 In particular, we may distinguish four levels of (legal) co-text: a first level formed by (norms expressed by) other paragraphs of the same section; a second level composed by (norms expressed by) other sections of the same text (of a statute or a code); a third level consisting of (norms expressed by) provisions of other legal texts; and, finally, a fourth level formed by legal principles (possibly constitutional principles). When the interpretation is limited to the first level (usually, in order to fix the meaning of the deictic expressions), problems arise only in cases of bad legislative drafting and, to some extent, the same holds when the second level is concerned; instead, when the other levels come into play, problems always arise: the identification of the co-text of third and (in particular) fourth level is never an automatic operation. Moreover, the decision to extend the relevant co-text to the upper levels is almost always open: it is almost always a discretional choice (often directed by shared assumptions). I will try to prove this thesis through some examples, their theoretical discussion and generalization.
2.1. An Italian job 

A statute provides a monthly allowance to those who are unemployed and have a reduced capacity to work.
 The expression “reduced capacity to work” is clearly vague, but we may suppose that the person who claims the allowance has certainly a reduced capacity to work, because, e.g., she is missing a hand. The word “unemployed” is not vague (nor ambiguous): however, suppose that other provisions of the same statute create a list of people on working age and with disability, in order to facilitate their work placement, and prescribe, also, that the reduced capacity to work must be ascertained by a special committee at the time of the enrollment in this list. Using an intratextual argument, the judges may argue, that, to qualify for the allowance, it is not enough to have a reduced capacity for work and being unemployed: it is necessary that the subject is placed on the list and that his incapacity is established by the special committee. In other words: the judges may argue that the meaning of both “unemployed” and “reduced capacity” must be determined with reference to (the second level of) the co-text, and, so, they result to be context-dependents, but unique and well-determined (i.e. cases of LTM). But now suppose that the person claiming the allowance is 70 years old, i.e. that he is not in working age and he cannot therefore subscribe to the list above. Since the statute does not expressly consider the working age as a requirement for the allowance (but only as a requirement for entry in the list), in this case three options are available.

First, the judges may dismiss the intratextual argument and argue that, to qualify for the allowance, it is sufficient to have actually a reduced capacity for work and being, in fact, unemployed: this solution introduces incoherencies in the statute, it increases the uncertainty in the ascertainment of the requirements, and, consequently, it opens the possibility of a proliferation of legal disputes. 

Second, the judges may establish that the statute implicitly provides the working age as a requirement for the allowance: this solution introduces a discrimination, a possible violation of constitutional principles, and paves the way for a ruling of invalidity of the statute. 

Finally, the judges may decide that the meaning of both “unemployed” and “reduced capacity” must be determined with reference to the other provisions of the same statute when, and only when, the person claiming the allowance is in working age: this was, in fact, the solution adopted by the Italian Courts. It is clearly a strange solution, which gives different meanings to the same expressions depending on a contextual variable element, i.e. the age of the subject who claims the allowance, but it eliminates the problems posed by the other solutions and it guarantees (to a certain extent) shared values, values which are mutually assumed as such in our legal culture – i.e. the certainty, the reduction of legal disputes, the consistencies and coherences (both within the statute and between the statute and other principles). Obviously even this solution creates a discrimination between people in working age (who, in order to obtain the allowance, must register in the list and determine their incapacity by the committee) and people not in working age (for whom it is sufficient to prove, in any way, to be unemployed and to have a reduced capacity to work): but, this discrimination is considered justified by our judges. This judgement is clearly discretional or, better, it is a contextual variable: in other legal cultures, no discrimination could be considered justified. 

2.2. Growing grass  

One may claim that the previous example is only a case of bad legislative drafting and, in a sense, it is: we have a literal meaning (which is partially indeterminate due to the vagueness of the expression “reduced capacity to work”), a LTM (determined by the reference to the second level of the co-text) and both are clearly unsatisfactory. The law could be written better, but this often happens. Moreover, it is not uncommon, not rare, that a provision expresses a literal meaning partially indeterminate (or underdetermined or over-determined) and a LTM more precise, fixed by reference to other provisions of the same statute, and that both are, not unsatisfactory, but, instead, fully acceptable. In these cases, the LTM may be more or less easily determined (depending on the other provisions of the same text), but it is never unique: it is not the only meaning available, because one can also opt for the literal meaning. Imagine a criminal provision, P, which punishes “everyone who cultivates marijuana” with the sanction S. The verb “cultivate”, though not a paradigmatic example of contextual expression, seems to me context-dependent. The literal meaning of this verb is underdetermined, it is fixed also by the context: so, in certain circustances, it would be appropriate (and true) to say that I’m cultivating a single plant from balcony, while, in other circumstances, it is not. However, if you prefer, you may consider this verb vague, arguing that there are both clear cases of “(not) being cultiving” and controversial cases. Now suppose that another provision of the same statute, P1, punishes, with the same sactions S, those who are in possession of a quantity of drugs such that the total of the active ingredient exceeds a certain threshold, say X, while who holds smaller quantities is not punished (or is punished in a much less severe manner). The problem is whether who cultivates a single plant of marijuana or, anyway, a limited number of plants for which the sum of the active ingredient is less than X, must be punished with the sanction S. The literal meaning, being underdetermined (or, if you prefer, vague) allows, but doesn’t impose, this solution. Furthermore, we may also identify a more precise LTM of P: we may argue that the under-determination (or the vagueness) of the verb “to cultivate” must be eliminated by referring to P1, so that who owns a number of plants for which the sum of the active ingredient is less than X is not cultivating marijuana. The point is that there is not a criterion for choosing between these two interpretations. In favour of the first interpretation, we may argue that, if the legislator had intended to set a limit, she would have specified it in P (as she specified in P1) and also that cultivation is a more dangerous activity than possession (a plant today, a plantation tomorrow). In favour of the second interpretation, we may invoke the principle of equal treatment, the rule of lenity and/or similar canons of construction depending on the legal culture in question. Furthermore, it may be possible to use the third level of the co-text: i.e., to appeal to provisions that, for other purposes, define the activity of cultivating, for example, by establishing the criteria that must be met to be legally considered a farmer.
The principle of the equal treatment is usually a written constitutional principle, but its application to this case is questionable: the second interpretation claims that the cases regulated by P and P1 are similar (and, therefore, must be treated equally), whereas the first interpretation claims that they are not similar (and, therefore, the different treatment is justified). The other arguments are rarely codified (even in civil law countries): almost always they represent mutual contextual assumptions, whose strength and range of applicability vary depending on the trends and attitudes prevailing in the legal culture in that historical moment. To some extent, this holds, even for the common law judicial canons of construction (which are supposed to be legally binding): thus, e.g., according to many authors, including the rule of lenity is not currently applied by the courts or it is applied inconsistently or randomly or it has been supplanted by a new, different, rule (S.N. 2006).

The peculiarities of the case can influence the judgement as well: if the defendant is a young student, well off, without previous convictions, the court will be more inclined not to apply the sanction S; not so if the defendant is a person with criminal records for drugs. The Court might justify the decision arguing that, in the case of the well off student, the risk of drug dealing is absent. However, the purpose of avoiding the risk of drug dealing is foreign to the text: it is a purpose that can be considered reasonable in one culture and in a certain historical moment, but which, however, is discretionally reconstructed by the interpreter. 

Finally, the choice of appealing to the third level of the co-text is discretional (and may be challenged, arguing that the provisions in question cover different subjects). 

Obviously, judges might support their decisions even by attempting to reconstruct the legislator’s intention (assuming there is one). However, the intentional criterion founds an interpretation pragmatically oriented: i.e., the appeal to intention raises the interpretation outside the text (outside the literal meaning, but also outside a LTM, determined by reference to the co-text). The syntactic-semantic rules have no control over the (identification and variations of the) intention: it always depends on the context (on a context wider than the co-text). In fact, the contextualism is based precisely on the concept of the speaker’s intention: a concept which is opposed to the TST and generates meanings over and against the text.

In general, the point is that even when the literal meaning is partially indeterminate (or underdetermined or over-determined), it is still applicable: that is, it is applicable with a huge margin of discretion. In these cases, the co-text could supply a more precise LTM, but usually there is not a decisive criterion for preferring one or the other: in particular, the normative reasons that seem to justify the duty to prefer the literal meaning – reasons mainly connected to the principle of separation of powers and the legal certainty – presuppose its clarity and precision. Where, however, the literal meaning is not determined, these reasons fall apart.
2.3. An (in)complete penal code 

In Italy, as in many European countries, the penal code employs often expressions, such as “property” or “movable goods”, that are expressly defined by provisions of other legal texts, especially by provisions of the civil code. The Italian Supreme Court has established that, in regards to some penal provisions, the meaning of these expressions must be determined in accordance with the civil code, whereas, regarding to some other penal provisions, their meaning must be determined irrespective of the definitions given by the civil code.
 These decisions are totally independent from the consideration of the historical moment in which the provisions concerned were enacted: the Court did not argue that a certain definition is applicable (or not applicable) because it was enacted before (or after) the penal provision. Moreover in these decisions the rule of lenity is not uniformly applied: sometimes it is invoked and applied, some other times it is not even taken into account. The different solutions seem to depend on ideological considerations (e.g., the opportunity to broaden or narrow the area of criminal prosecution, or the need to avoid setting up relations of specialty): these considerations are contextual assumptions that, in a given time and space, can be (and, very often are) controversial, not unanimously shared, and that can historically and spatially change.
 

One could argue that this is only one of the many anomalies of Italy (and some other civil law countries): on the contrary, I believe that this is a general problem. The choice of employing the third level of the co-text is always discretional. The recurrence of the same expression in provisions belonging to different texts is the root of the problem, and, by itself, it cannot be a criterion to solve it. As it is well known, the core of (the different versions of) legal intertextualism consists in claiming that we must give the same words (or expressions), which occur in different legal texts, as far as possible, the same meaning: but, in some cases, it is controversial whether this is possible or not. A criterion usually invoked is that of belonging to the same subject (of being in pari materia), but the concept of same subject is vague, indeterminate, open to dispute. Consider the second example (Sect. 2.2.): it can be argued that the criminal provision on the cultivation of marijuana and the provision that defines the legal concept of farmer cover the same subject, as both relate to cultivation, or, it can be argued that they do not concern the same subject, because one is a criminal provision and the other is a provision of commercial (or fiscal) law. Also coherence and consistency are usually invoked, but they do not represent rigid and clear criteria. 

Consistency is intended as a limit to intertextualism: we must not give to a word, W, in a provision, P, belonging to a statute, S, the same meaning that W has in a provision, P1, of another statute, S1, if this produces an inconsistency. However, the inconsistency in question may exist between (the norms expressed by) P and P1 or between P and the norm expressed by another provision, P2, which, in turn, can be contained in S as well as in another statute. In order to prevent this inconsistency, we can dismiss the intertextualist argument, but, alternatively, we can also interpret in a different way P2 or P1. There is not a clear criterion to choice between these options: consistency is a variable dependent on the interpretation, and, therefore, it cannot act as a precise limit to the interpretation (Guastini 1998, 220-221). 

For coherence, it is not clear in what it consists, since different authors characterize it in different terms (Dickson 2010), but, however it is characterized, it seems a vague concept: there may be cases where it is unclear whether a given interpretation increases or decreases the coherence. Moreover, there can arise a conflict between global coherence (the coherence of the entire legal system) and local coherence (the coherence within a particular statute, or a particular branch or area of law) and there is no unanimous shared criterion for preferring one or the other.
Finally, the intertextualism is clearly a normative doctrine: the strength of this doctrine depends on normative justifications that are more or less strong according to the different cultures (i.e. it depends on contextual assumptions, and, in fact, it is widespread in some countries, and not in others)
.

2.4. A matter of education
The fourth level of the co-text includes the legal principles (possibly constitutional principles) and it is certainly the more complex one: the vast literature on legal principles highlighted an enormous number of problems and disputes. Thus, e.g., principles are characterized, according to different authors, as norms, or standards, or value judgements, that are defeasible and/or (more) generic and/or (in some sense) fundamental and/or more general and abstract and/or that expressly state goals or values​​. It is, then, possible to distinguish between those who adopt a strong notion of “principle” and believe that the distinction between rules and principles is clear and mutually exclusive (Dworkin 1977; Atienza and Ruiz Manero 1996; Alexy 2000), and those who adopt, instead, a weak notion of “principle” and believe that the distinction in question is a matter of degree (Hart 1994; Raz 1972; Guastini 1998). Another widely discussed issue is the possibility of conflicts between principles, as well as the characterization of the reasoning by which conflicts between principles are resolved (the so called “balancing”). Other issues concern the implicit (or unexpressed) principles: the arguments by which they are identified and the (logical or persuasive) force of those arguments. In this essay, I will not analyze all these problems: instead, I will try to show that the choice to refer to the fourth level of the co-text is, very often, a discretional choice, as well as are discretional both the choice to consider a certain principle, instead of another, and the solution to conflicts between principles.
An Italian statute on foreign immigration contains a provision, P, which establishes that “The Juvenile Court, even notwithstanding the other provisions of this statute, may authorize, for a period of time, the entry or residence of a family member of a minor, who is in Italian territory, for serious reasons related to the mental and physical development of the minor, and taking into account his/her age and state of health”.
 P is clearly vague: in a case, addressed by the Italian Supreme Court, the problem consisted in determining whether the “serious reasons related to the mental and physical development of the minor” could consist of reasons related to the (mandatory) education– i.e. in allowing the minor to conclude the (mandatory) school cycle. The Italian Supreme Court decided that they could not.
 According to the Court, the statute is inspired by the principle of public order: P expresses an exception to this principle (so much that it permits to derogate other provisions of the statute), and, so, it must be interpreted strictly, i.e. as referring to exceptional, extraordinary, situations. However, the possibility to conclude the school cycle is not an exceptional and extraordinary situation, therefore, the norm expressed by P does not apply to this case. 

I do not analyze the argumentation of the Court: I would merely point out that there is a manifest omission. The Court totally avoids any reference to the Italian Constitutional provisions on the right to education and other children rights (par. 29, 31, 34 It. Cost.). In order to interpret P, the Court rebuilt the relevant co-text as formed only by other norms of the same statute and by the principle of public order, which the Court has assumed as the justifying reason of those statutory norms. The failure to take into account the constitutional principles on the right to education and other children rights is not accidental: the inclusion of those constitutional principles in the relevant co-text would open up the possibility of a different interpretation of P. In fact, it could be argued that the narrower interpretation of P does not comply with those principles. Obviously, one can argue that this is just a bad judicial reasoning: a good judge should take into account all the prima facie relevant principles, and, then, she should either explain why one or more of them is not relevant all things considered or expressly address and resolve, with good arguments, any conflicts between them. However, from a practical point of view, there is no difference between not considering a principle and taking it into consideration, while arguing that it is not relevant or that it weighs less than another conflicting principle: these arguments are always discretional, they are founded on (more or less) shared assumptions related to justice, that represent contextual (spatio-temporal) variables (at least when the principles involved are all constitutional principles and the Constitution does not expressly establish a hierarchy between them).
2.5. Still troubles with vehicles in the park
Finally, I will consider (a variation of) an example often employed by philosophers of law (Hart 1958; Fuller 1958; Endicott 2000; Marmor 2005; Schauer 2008). Imagine a rule prohibiting vehicles from a park: does this prohibition apply to an ambulance called to rescue someone inside the park? The term “vehicle” is vague: however, if by “vehicle” we mean, as we usually mean, a machine with an engine that is used to take people or things from one place to another, we can agree that ambulances are included in the meaning of “vehicle” (in its core). The problem is that a rule prohibiting ambulances from park would conflict with other legal principles and norms: with the fundamental right to health and safety, with the rules stating that every public official has the duty to rescue those in danger. In this example the semantic meaning of the rule “No vehicle in the park” (or, better, its applicability to ambulances) is clear and it becomes, in some respect, unclear only after we identify the relevant co-text: in other words, the interpretive problem arises from the need to make this meaning consistent and coherent with that of other legal norms and principles. 

Note that this case can be considered as an easy case, both in the sense that it is a case in which the identification of the relevant co-text seems simple and in the sense that the decision of this case seems simple, obvious. My point is that it seems simple only if we share some assumptions that are not based on positive law and are not immutable. In other terms, prohibiting ambulances from entering a park seems to us absurd, or unjust, because we share certain assumptions on legal values and on what principles are most important (and, therefore, should prevail over others). But we can imagine a legal system where it is plausible to argue that the rescuers have to go into the park on foot, because the reduction of pollution and the elimination of the risk that the entrance of the ambulance would present for the safety of other people (values which are expressions of the same fundamental right to health and safety) must outweigh the need for a timely rescue. Or we could simply recognize that the rule prohibiting vehicles from entering a park is contrary to constitutional values and other legal rules and, therefore, it is illegal and not binding (for any vehicle). What we do instead is to construct a coherent and consistent (micro)system, based on the prevalence of certain values, which is only partially justified by the formal hierarchy of sources. This operation appears simple and automatic only if we share the doctrine of the consistency and coherence of the law and if we agree that certain values must prevail on others.
This example shows also that the reference to the co-text (the choice to interpret a disposition in the light of a given co-text) can contradict, modify, the semantic import of an expression: it can underdetermine a literal meaning, which, at first sign, appears clear. Note that allowing the entry to ambulances underdetermines the literal meaning, not only in the sense that, after this decision, “vehicle” no longer includes “ambulance” (in a common law system) or that it is doubtful whether “vehicle” includes “ambulance” (in a civil law system), but also in the sense that this decision opens up the possibility for future under-determinations: e.g., it might not consider a private car that enters the park to help someone inside, a vehicle (especially if it is driven by a medical officer). I claim that the same phenomenon of under-determination of the literal meaning by the co-text occurs all the time when, although the literal meaning is determined, the co-text enables a more precise, much narrower, meaning. We have already come across another instance of this phenomenon: we noted that the meaning of “unemployed” is clear (not vague), but it is underdetermined by other provisions of the same statute (those that require the enrollment in the list). However, I admit that this point is controversial. One may object that, in these cases, the literal meaning is not underdetermined by the co-text: simply, the co-text shows that it is (in some senses) absurd or inconsistent or incoherent (Schauer 2011). In other words, one may argue that the cases in which the meaning of the words is clear and becomes problematic only with respect to some co-texts are, precisely, cases of non-literal interpretation, cases in which the legal interpretation exceeds the boundaries of the literal meaning. If we accept this objection, we must admit that, in most cases, legal interpretation is not literal (and, if we accept also the thesis according to which the literal meaning defines the scope of legal interpretation, we must also admit that, in most cases, judges create law). These consequences are undesired, but they are not, by themselves, replies to the objection. I will return to this point in the next section.
3. Objections, replies and conclusions
Summing up. The first example refers to the second level of the co-text and tries to show that, sometimes, we may have a literal (partially) not determined meaning and a more precise LTM and that both may be unsatisfactory: I mean, unsatisfactory compared with other values which may consist in legal (possibly written) principles (such as the equal treatment) or in mutual contextual assumptions (such as considerations of efficiency or normative attitudes). The second example still refers to the second level of the co-text and aims to demonstrate that every time we may identify both a literal partially indeterminate (or underdetermined or over-determined) meaning and a more precise LTM, the choice between them is not automatic (even in criminal law): we can find arguments both for one and the other. These arguments consist, again, in (more or less generic and indeterminate) legal principles, in (conflicting) canons of construction (more or less legally binding, depending on the legal culture), in hypothesis on the legislative purposes (that are not specified by the text): they are, sometimes, influenced by the peculiarities of the case at issue and guided by (more or less) shared assumptions concerning justice, values, etc. The third example relates to the third level of the co-text and tries to show that the choice to consider this level, in order to identify the LTM, is, almost always, discretional. Finally, the fourth and fifth examples refer to the fourth level of the co-text and are intended to highlight the well-known fact that the choice of the relevant principles and the solution of the conflicts between them are discretional activities, influenced by contextual factors. In a nut: the LTM cannot supply the indeterminacy, under-determinacy and over-determinacy of the literal meaning – the LTM is not the only meaning available, it is not automatically identified, it is the product of discretional choices influenced by contextual (more or less shared) assumptions. When these discretional choices appear automatic, when the case seems easy, it is only because, in the legal culture in question, there are widely shared and well-established assumptions, which, however, are not based on positive law and can historically change.

If the previous conclusions are correct, it seems they leave only two alternatives: either admit that the literal meaning can be indeterminate, underdetermined and over-determined, and that, when this occurs, there is not a unique, precise, LTM able to make up for these shortcomings, or dismiss the very concept of literal meaning. In favour of the second alternative, one may note that, if the literal meaning is indeterminate, underdetermined and over-determined, and the LTM cannot supply it, then the notion of the literal meaning is useless, since it cannot act as a boundary to the concept of interpretation (or of application) of law. More precisely, if the literal meaning is indeterminate (as in the case of vagueness), it cannot act as a precise border, if the literal meaning is over-determined (as in the case of ambiguity), it sets alternative boundaries, and, finally, if the literal meaning is underdetermined, it cannot act as border of anything, but only as a basis (of further contextual specifications). In favour of the first alternative, one may claim that cases where the literal meaning is not determined are rare: my argumentation and my examples show only that, when this occurs, the LTM is not an antidote. They don’t show that this occurs in most cases. Actually, I cannot show that this occurs in most cases, as my opponents cannot show that this does not occur in most cases: neither I nor my opponents have statistical data. All I can do is to propose an alternative view, founded on contextualism, and show how this view is coherent with our intuitions about ordinary understanding and legal interpretation and, also, consistent with a range of theories about meaning and linguistic learning.

As we have seen, the core of the contextualist movement does not consist, as erroneously claimed also by some legal scholars (Guastini 2011, Schauer 2011), in the implausible view according to which meaning is not a matter of rules. Instead, it consists in the idea that the TST is untenable because the semantic-syntactic rules are often indeterminate (vague) and, above all, they always underdetermine the meaning of every occurrence of a sentence: the context fills the blank, intending by “context” both some very deep assumptions and also assumptions which are variable. Moreover, what seems crucial is that the semantic-syntactic rules do not determine which aspects of context will be relevant to a full determination of the meaning: this is determined by the context itself. This view reverses the terms of TST: it claims that it is possible and appropriate not to think of the contextual meaning as a specification of the literal meaning, but to think of the meaning as the sum (the resultant) of all contextual meanings. In this picture we can still talk of a general meaning, but this is nothing more than a semantic potential (Recanati 2004). So, the semantic potential of a word, W, is represented by the collection of the contextual applications of W, validated, accepted, by a given linguistic community [in symbols: Cw]. The application of W in a new context, C+1w, is based on a judgement of similarity between C+1w and Cw: a judgment that is correct if, and only if, it is validated, accepted, by the linguistic community of reference. The similarity is not a measure given once and for all, but it depends on the semantic potential, on the characteristics of the new context, C+1w, and, above all, on the interests of the speakers, their knowledge, their purposes, and so on (Putnam 1975; Tversky 1977; Bianchi 2001). Inside the semantic potential, some specifications (or, according to other authors, some references or contexts) are more central, but there is not a clear and invariable dividing line between the centre and the periphery, and, above all, the centrality is not due to the literary, but to the cognitive relevance, to the frequency of use and other contextual factors. It seems to me that, if the notion of literal meaning is to mean anything at all, it can be referred to these central specifications: when speaking of literal meaning, we refer to the meaning which is, for us, more central, more frequent – or, better, we refer to the meaning that a word (or sentence) has in the contexts that are, for use, more frequent.
 As above noted (sect. 1.3), the context more frequent for us may not be the context more frequent for other speakers, also, it may not be our actual context. This implies that these for us central meanings don’t have any logical priority
: they are simply the meanings we ascribe spontaneously – in situations where the contextual elements are not clear or where the current context seems to us identical to our more frequent contexts – but any specification of the current context, which differentiates it from the contexts for us more frequent, in a manner which seems to us relevant, is capable to overcome them. 

The leitmotif “meaning is use” is specified, by contextualism, in the sense that meaning is an emergent concept: the potential semantic is the product of the usages (which are always usages in a context) – and this perfectly fits with the conventional nature of language and its mutability. It fits with our form of life: we do not live in a null context and we cannot even imagine such a situation.
 According to some theories, also the acquisition of our native language is contextually oriented: these theories argue that we do not learn our native tongue by learning to associate a word to an object, rather we learn it, by associating to a word a complex contextual situation (Langaker 1987; Dunbar 1991). 

I think that the main advantage of applying the contextualist thesis to the legal interpretation is to provide a more perspicuous view of the legal practice, of its similarities and differences with the everyday conversation. According to the traditional picture, connected to the TST, between everyday conversation and legal interpretation, there seems to be a fracture difficult to explain.
Ordinary conversation is a peaceful activity, geared by a cooperative spirit and governed by the literal meaning, whereas legal interpretation is an uncertain enterprise, because of its quarrelsome spirit and the audacity of judges who often exceed the literal meaning. The reasons why the large public accepts a court arbitrariness, which violates the constitutional principles concerning the separation of powers, are as mysterious as the reasons why the courts do not always adhere to the literal meaning. It all seems a whim. By contrast, according to contextualism, legal interpretation works in exactly the same way as ordinary understanding: in legal practice, as well as in ordinary conversation, in order to understand the meaning of (the occurrence of) a sentence, we must identify its context, but, in legal interpretation, this context is not fixed (it is not at hand), it must be reconstructed by the interpreters. As we have seen dealing with the identification of the LTM, this reconstruction is almost always discretional, open to dispute. 

A second important peculiarity of legal practice is that in the legal linguistic community not all places are equivalent: we have authorities (legislators and judges) to decide on (and to influence the) judgements of similarity. We must have authorities, because, otherwise, we could not have any certainty and the law could not direct our behaviours and solve our disputes – viz. it could not be a law.
 This feature explains why, in the legal field, the meaning (i.e. the semantic potential) is relatively more stable than in everyday conversation. However, other members of the linguistic community, and lawyers especially, can influence (and in fact, affect) the authoritative decisions.
Consider again the rule “No vehicle in the park”. The semantic potential of the word “vehicle” includes ambulances: however the current context (C+1w) is different from the contexts on which the semantic potential is constructed (Cw). By “context” I mean not only the case at stake, but also the co-text, the micro-system as reconstructed by the interpreters, and the values and assumptions that guide this reconstruction. The problem is whether the difference between the semantic potential and the current context is significant – significant enough to warrant a change of the semantic potential. As we have seen, in this historical moment, our legal culture generally answers “Yes”. So, the semantic potential of the word changes: in the context at stake, inside the rule “No vehicle in the park”, the word “vehicle” does not refer to an ambulance called to rescue someone in the park. This change opens the possibility of further changes: a new context – e.g., a private car, guided by a medical officer, that wants to enter the park to help someone inside – which is significantly different from the previous semantic potential (Cw), could be judged similar to the new one.   

Note that, from a practical point of view, this picture is almost equivalent to the traditional one according to which, in this case, we defeat the rule “No vehicle in the park”, by introducing an implicit exception. In general, from a practical perspective, the contextualist thesis changes very little, and this, moreover, confirms its explanatory value. In particular, the contextualism does not imply that, in legal interpretation, anything goes (no more that it already goes). Obviously, if we accept the contextualism, we cannot meaningfully say “This is the literal meaning of this provision”, but we can say only “This is the meaning of this provision in this context”, and also the boundary between interpretation and creation of law (or between application and interpretation) must be drawn in a different way (and appears more uncertain). However, as we have seen, even now almost no lawyer speaks of literal meaning as a pure semantic-syntactic concept, and, as it is well known, even now the line between interpretation and creation of law (as well as the line between application and interpretation) is in fact controversial – and this in spite of the clear picture offered by the TST.
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� I do not use the most common expression “plain meaning” since it seems to me that it is not employed uniformly. In particular, some authors, sometimes, infer the plain meaning from the plain legislative intention or from the plain purpose of the law. However, as we shall see later, any concept of meaning which refers to purposes or intentions is a contextual (pragmatic) concept.   


� One can reply that pro-acts verbs are simply generic: a term is generic – or semantically non-specific (Atlas 2005) or, as is more common to say, general – when it refers indifferently, without distinction, to a large set of different situations. More generic is a declarative statement and more are the facts that can make it true: a generic sentence has a unique literal meaning, which must be specified by the context. This reply is open to discussion: as far as pro-act verbs are concerned, one of its major problems is that it makes the literal meaning of these verbs so (generic, and, therefore, so) indeterminate that it seems a useless concept.


� The defenders of the TST have attempted to adjust this phenomenon through a move similar to that employed with respect to ambiguity: that is, arguing that to each adjective is associated a disjunctive set of specific meanings, depending on its object (see Keenan 1975; Partee 1984). This move has not happened: the meaning of these adjectives is not strictly dependent on the object to which they apply. Suppose that a company have organized a running competition between employees: in this context, a fast typist is a typist who moves (runs) fast (Bianchi 2001, 142ff.).


� According to Searle, the background is pre-intentional: it is “a set of nonrepresentational mental capacities” (Searle 1983, 143), a form of know-how about the way things work, which is not also a form of “knowing-that”. However, the same examples provided by Searle show that the background assumptions can be represented (may be spelled out) and also result in a “knowing-that”. This point is particularly clear in respects to that level of background that Searle labels “local background” and which contains practices limited to specific cultures: it seems obvious that the local cultural practices can be learned and, therefore, they consist (also) in a “knowing-that”.      





� Actually, even in everyday conversation (and in the philosophy of language which analyzes that conversation) the co-text is not formed only by adjacent utterances: usually speakers make reference also to utterances temporally distant. For some problems related to the definition of “co-text” in ordinary conversation see, e.g., Sacks 1972; Martinich 1980; Levinson 1983.


� The example refers to a real case concerning the interpretation of the Italian statute “Legge n. 118/1971”. However, in the text some simplifications are introduced.


� So, e.g., the Italian Supreme Court has stated that the meaning of “property”, employed in the penal provisions on criminal damage and receiving stolen property, must be determined by the definition of “property” given by the civil code (Cass. pen., sez. I, n. 27687, 2009), whereas the meaning of the same term, “property”, employed in the penal provision on non-execution of judicial orders or injunctions (sect. 388 It.p.c.), must be intended in broader sense (Cass. pen., sez. VI, n. 28112, 2010). In regards to this latter provision, the Italian Supreme Court has ruled that, instead, the meaning of the expression “simulated acts” (which occurs in it), must be determined by the definition of “simulation” given by the civil code (Cass. pen., sez. VI, n. 18494, 2010). Other cases, in which the Italian Supreme Court has established the inapplicability of the definitions expressed by the civil code, relate, to the meaning of “movable goods” and “possession” in the provisions on theft (Cass. pen., sez. II, n. 20670, 2010; Cass. pen., sez. II, n. 171198, 1985), and to the meaning of “incapable” in the provisions on circumvention of an incapable (Cass. pen., sez. II, n. 40383, 2006).


� Obviously, when the Italian Supreme Court decided not to use the definitions given by the civil code, it supplied alternative definitions: in general, the judicial definitions play an important role in reducing the indeterminacy, or in compensating for the under-determination, of the literal meaning. The definitions provided by the Courts may be considered as an additional level of co-text, which reduces the indeterminacy (or the under-determination) of the literal meaning, thereby helping to identify a single LTM. However, in these cases, we can identify a LTM only ex post, only after the Court had defined the term in question. Ex ante, there is only an indefinite literal meaning (open to different specifications). 





� Also intratextualism is a normative doctrine and it also presents similar problems: however, when applied to statutes (especially, brief statutes) whose provisions were enacted at the same time and written by the same authors, it seems to possess a high degree of reasonableness, both because it is easier to assume that all the provisions of the text are in pari materia, and because it is less likely  to find discernible inconsistencies and incoherencies in the text. This is not, however, the case of Amar’s intratextualism: Amar (1999) deals only with the constitutional interpretation and expressly affirms that a constitutional provision can be interpreted in the light of provisions enacted later. For criticism to Amar’s thesis, in terms of their feasibility, descriptive plausibility and normative justification, see Vermeule and Young 2000.


� See D.Lgs. n. 286/1998, par. 31/III.   


� See Cass. civ., sez. I, n. 5856, 2010.


� In literature, it is common to distinguish two forms of contextualism: radical contextualism and moderate contextualism. However, the difference between them is controversial: it is configured in a different manner by different authors. This subject is clearly beyond the scope of this paper and it will not be addressed here.


� This idea is disputed: many authors think that the expression ‘”literal meaning” can, at best, designate only the semantic potential, and, this, mainly, in order to prevent the classification of not-central usages as metaphors (on the contrary, Langacker 1987 claims that there is not a clear cut between metaphorical and not-metaphorical meanings). However, these authors aim at a theoretical definition: they want to define the way in which the expression “literal meaning” must be employed within a theory. Instead, in the text, I try to give an account of the actual use of this expression: of what the speakers seem to refer to when they are talking about literal meaning.


� Contra see, e.g., Villa 2010, who however claims that the context (and especially the case to be decided) plays a central role in legal interpretation.


� Even the most frequent examples of sentences in a null context are not at all so – the message in a bottle immediately recalls the idea of a sinking or of a statement written for an unknown recipient, the paper on the table may not be thought otherwise than as a paper on a given table (of a kitchen, an office or bar). Moreover, they are all understood as examples aimed to prove that there are null contexts: and this gives them a very strong contextual characterization.


� According to Jori (1995), a general pragmatic feature of legal language is that it does not work spontaneously: the relative harmony in its use is not guaranteed by the conformist interest of the majority of its users to understand and be understood (as in everyday conversation), nor by the unanimous interest in using the more efficient linguistic tools (as in technical languages). Roughly speaking, in legal practice, the interest in winning the case always outweighs the interest in understanding. Jori argues that, precisely for this reason, modern law is a language which must be administered and which is meant to be administered. My thesis is different from Jori’s one, but it is not inconsistent with it. I claim that legal language is a language in which the context is not fixed but must be reconstructed and can be reconstructed in different ways: legal language must be administered precisely for this feature. However, this does not exclude that also the conflictual attitudes aggravate this situation: the conflicts focus precisely in the identification of the relevant context.





