
Transcription is the process by which RNA polymer-
ases synthesize RNA molecules from a DNA template. 
In eukaryotes, RNA polymerase I (Pol I) and Pol III 
synthesize ribosomal RNAs and small structural RNAs, 
respectively, whereas Pol II produces protein-​coding 
mRNAs, long non-​coding RNAs, primary microRNAs 
and enhancer RNAs (eRNAs). Although every cell in 
an individual organism contains an identical genome, 
regulation of gene expression defines which RNAs and 
proteins are synthesized, and the level to which they are 
produced (reviewed in ref.1). Consequently, genome-​
wide coordination of transcription underlies cellular 
differentiation, responses to internal and extracellular 
signals and organismal functions. Here our focus is 
Pol II-​dependent gene expression and assays used to 
measure its regulation.

Transcription of genes is controlled by proximal 
and distal regulatory elements, termed ‘promoters’ and  
‘enhancers’, respectively (reviewed in refs2,3). These 
regulatory elements contain binding sites for promoter-​
specific and enhancer-​specific transcription factors 
(TFs) that define when a gene is active and the fre-
quency with which it is transcribed (Fig. 1a). In mam-
mals, promoters and enhancers predominantly 
contain two core initiation regions4,5. These regions 
are bound by general transcription factors (GTFs) 
that, together with Pol II, constitute the pre-​initiation 
complex (PIC). Both promoters and enhancers have 
a very similar chromatin architecture, including the 
constellation of GTFs, TFs and paused Pol II com-
plexes, and drive divergent transcription from their 
core initiation regions4 (Fig. 1a). However, enhancer 
transcripts are generally short and unstable, whereas 

the coding strand of a gene produces predominantly 
long and stable transcripts (pre-​mRNA)4,6,7 (Fig. 1a). 
The mechanisms of enhancer–promoter communi-
cation remain poorly understood, but recent reports 
suggest that the amount of eRNA produced from a 
region correlates with its functional enhancer capacity 
(reviewed in refs2,3,8). In addition to binding to genomic 
sequences, certain transcription regulators directly act 
at the transcription machinery. One of the major sig-
nalling platforms for transcription regulation is the 
C-terminal domain (CTD) of the RBP1 subunit of Pol II (reviewed 
in refs9,10). This CTD consists of multiple repeats of 
a heptad consensus sequence (Tyr-​Ser-Pro-​Thr-Ser-​
Pro-Ser) and it undergoes regulated post-​translational 
modifications before and during transcription, which 
lead to dramatic changes in the entourage of factors 
associated with Pol II as it progresses through the 
transcription cycle (reviewed in ref.10).

Detailed mechanistic studies at genes have revealed 
that transcription consists of multiple regulated steps 
(Fig. 1b). Binding of sequence-​specific pioneer TFs that 
increase chromatin accessibility provides specificity 
for the genes that can be transcribed by allowing the 
recruitment of Pol II to a promoter. Engaged Pol II 
initially transcribes 20–60 nucleotides, then under-
goes promoter-​proximal pausing. In mammals and 
many other metazoans, the promoter-​proximal pause 
is a major rate-​limiting step in gene expression and a 
regulatory checkpoint for execution of transcription 
programmes11–17 (reviewed in ref.18). Pausing of Pol II 
is stabilized by the negative elongation factor (NELF) 
and 5,6-dichloro-1-β-​d-ribofuranosylbenzimidazole 
sensitivity-​inducing factor (DSIF)19–21, whereas release 

Enhancer RNAs
(eRNAs). Short (50–2000-
nucleotide) non-​coding RNAs 
that are produced by RNA 
polymerase II from enhancers. 
The production of enhancer 
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with the functional activity of 
the enhancer.

Core initiation regions
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at promoter and enhancer 
transcription start sites that 
provide a binding platform for 
general transcription factors. 
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initiation region’.

Nascent RNA analyses: tracking 
transcription and its regulation
Erin M. Wissink   1,3, Anniina Vihervaara   1,3, Nathaniel D. Tippens1,2 and John T. Lis   1*

Abstract | The programmes that direct an organism’s development and maintenance are encoded 
in its genome. Decoding of this information begins with regulated transcription of genomic DNA 
into RNA. Although transcription and its control can be tracked indirectly by measuring stable 
RNAs, it is only by directly measuring nascent RNAs that the immediate regulatory changes  
in response to developmental, environmental, disease and metabolic signals are revealed.  
Multiple complementary methods have been developed to quantitatively track nascent 
transcription genome-wide at nucleotide resolution, all of which have contributed novel insights 
into the mechanisms of gene regulation and transcription-coupled RNA processing. Here we 
critically evaluate the array of strategies used for investigating nascent transcription and discuss 
the recent conceptual advances they have provided.

1Department of Molecular 
Biology and Genetics, Cornell 
University, Ithaca, NY, USA.
2Tri-​Institutional Training 
Program in Computational 
Biology and Medicine, 
New York, NY, USA.
3These authors contributed 
equally: Erin M. Wissink, 
Anniina Vihervaara. 

*e-​mail: jtl10@cornell.edu

https://doi.org/10.1038/ 
s41576-019-0159-6

REvIEWS

NatuRe Reviews | GeNeTICS	  volume 20 | DECEMBER 2019 | 705

http://orcid.org/0000-0003-1054-4899
http://orcid.org/0000-0001-6256-4694
http://orcid.org/0000-0003-1201-9406
mailto:jtl10@cornell.edu
https://doi.org/10.1038/s41576-019-0159-6
https://doi.org/10.1038/s41576-019-0159-6


from the pause requires the P-​TEFb complex, whose 
cyclin-dependent kinase 9 (CDK9) subunit phosphory
lates NELF, DSIF and the Ser2 residue of the Pol II 
CTD (reviewed in ref.22). Finally, at the 3′ end of the  
gene, the transcript is cleaved and the pre-​mRNA is poly
adenylated (reviewed in ref.23), leaving the 5′ end of the 
nascent transcript unshielded, which destabilizes Pol II 
and contributes to transcription termination (reviewed 
in ref.24). The terminating Pol II dissociates from the 
DNA and is recycled to participate in a new round of 
transcription25. Several co-​transcriptional processes alter 
the nascent RNA. These processes include 5′ capping 
of the RNA during initiation and promoter-​proximal 
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Fig. 1 | The transcription cycle. a | Shown is the 
architecture of a typical gene (upper panel) and enhancer 
(lower panel), depicting DNA elements that affect 
transcription and transcript stability. At both gene 
promoters and enhancers, binding sites for gene-​specific 
transcription factors (TFs) are found between two core 
initiation regions that drive divergent transcription. 
At genes, transcription of the coding strand (shown on 
the right) is initiated at the transcription start site (TSS) 
and produces mRNA that is stabilized by the presence of 
5′ splice sites (that is, U1 motifs)203. Transcription of the 
antisense strand (shown on the left) is initiated from a 
distinct TSS and produces an unstable upstream antisense 
RNA (uaRNA) that lacks U1 motifs203. Enhancer RNAs 
(eRNAs) are similar to uaRNAs in that they are short and 
unstable, and they have a polyadenylation signal (PAS) but 
not a U1 motif4. b | The transcription cycle consists of seven 
steps. In step 1, a pioneer TF binds to a specific sequence 
motif and increases chromatin accessibility204,205. In step 2, 
additional sequence-​specific TFs bind near the pioneer 
factor206. Core promoters recruit general TFs (GTFs) and 
RNA polymerase II (Pol II) to form the pre-​initiation complex 
(PIC)207. In step 3, The GTF TFIIH unwinds DNA , and Pol II 
initiates transcription208,209. In step 4, after transcribing 
20–60 nucleotides, Pol II undergoes promoter-​proximal 
pausing and the pause is stabilized by binding of 5,6-dichloro- 
1-β-​d-ribofuranosylbenzimidazole sensitivity-​inducing 
factor (DSIF) and the negative elongation factor (NELF) 
complex19–21. Before or during pausing, the C-​terminal 
domain of Pol II is phosphorylated at Ser5 (ref.210), and 
the RNA undergoes 5′ capping28. In step 5, Pol II escapes 
promoter-​proximal pausing and enters productive 
elongation, largely as a result of P-​TEFb (which includes 
cyclin-​dependent kinase 9 (CDK9)) phosphorylating 
multiple targets: these include NELF (ending its interaction 
with Pol II), DSIF (converting it into an elongation factor), 
and Pol II Ser2 (which interacts with RNA processing 
factors)22. Additional elongation factors not shown in 
the figure, such as polymerase-​associated factor 1 (PAF1), 
promote this escape22. In step 6, during productive 
elongation, multiple elongation factors (not shown) 
enhance the processivity of Pol II211,212. Co-​transcriptional 
processing, including splicing, RNA methylation and RNA 
editing, occurs210. Nucleosomes are removed in highly 
transcribed genes, and chromatin accessibility increases 
at moderately transcribed genes213,214. In step 7 , the RNA 
is cleaved and polyadenylated23. After cleavage, Pol II 
continues elongating, but the nascent RNA lacks a cap 
and is subject to 5′–3′ exoribonuclease 2 (XRN2)-mediated 
degradation, which destabilizes Pol II and contributes to 
termination24. After termination, Pol II can be recycled 
to initiate a new round of the transcriptional cycle25.

www.nature.com/nrg

R e v i e w s

706 | DECEMBER 2019 | volume 20	



pausing26–29, removal of introns during productive elon-
gation30, and cleavage and polyadenylation at the 3′ end 
of the gene (reviewed in ref.23). Transcriptional regu-
lation therefore determines which RNAs are expressed 
and contributes to the final isoform that is produced.

The current mechanistic view of transcription regu-
lation (Fig. 1) combines data from a variety of techniques 
that have mapped the chromatin composition and inter-
rogated nascent RNA synthesis at each step. Over the 
past 50 years of tracking RNA synthesis31–33, our ability 
to investigate transcription has evolved greatly, expand-
ing from single-​locus analyses to probing transcriptional 
mechanisms across genomes. Moreover, advances in 
electron microscopy have revealed the structures of 
TFs and transcription complexes, including Pol II in its 
pause complex and elongation complex19,20,34,35. In par-
ticular, RNA sequencing methods have been crucial 
for quantifying RNA molecules in the cell and, more 
recently, for allowing robust measurements of genome-​
wide changes in nascent RNA production. Techniques 
that directly measure RNA synthesis differ in their bio-
chemical approaches to capture transcripts from the 
total pool of RNA and therefore have different abilities 
to track distinct RNA species, such as pre-​mRNAs, 
divergent transcripts, and eRNAs.

In this Review, we compare and contrast some of 
these key strategies, discuss their strengths and limita-
tions, and emphasize how using them in combination 
can provide a holistic view of regulation throughout the 
transcription cycle. We begin by describing the concep-
tual differences between nascent RNA sequencing meth-
ods and outlining complementary imaging techniques. 
We then discuss the technologies best suited to address-
ing particular biological and mechanistic questions while 
highlighting the discoveries made with these methods.

Methods to track nascent RNA synthesis
Sequencing-​based methods that investigate RNA syn-
thesis detect nascent or newly transcribed RNAs from 
the total pool of cellular RNA, either by biochemical 
enrichment or by chemically inducing point muta-
tions. In all of these techniques, isolated transcripts are 
reverse transcribed, ligated to adapters, deep sequenced 
and, after initial quality filtering and trimming, mapped 
against the reference genome. As a result, genome-​wide 
sequencing of nascent or newly synthesized transcripts 
provides rich data sets, including density profiles of 
transcribing Pol II molecules across the genome, coor-
dinates of transcription start sites (TSSs) or Pol II active 
sites at nucleotide resolution, and measures of gene 
and enhancer transcription. Albeit many of the library 
preparation and data analysis steps are shared between 
RNA sequencing methods, distinct approaches differ 
remarkably in their ability to enrich for or identify the 
nascent transcripts. Consequently, the method of choice 
defines which RNA species or steps of the transcription 
cycle can be analysed and affects the stringency and 
resolution of the data generated.

The various strategies to enrich for nascent RNA 
include isolation of chromatin-​associated RNA 
(caRNA)36–39, Pol II-​associated RNA40,41, small capped 
RNA42,43, recently synthesized RNA44–47, and RNA from 

elongation-competent Pol II complexes42,48,49 (Fig. 2).  
Most of these methods can reliably discern changes  
in gene expression; however, they differ considerably in 
their sensitivity to detect different steps of transcription, 
spatiotemporal resolution, and abilities to identify dis-
tinct RNA species, such as eRNAs, divergent transcripts, 
unspliced intermediates and other unstable non-​coding 
RNAs. Although genome-​wide nascent RNA sequencing 
methods can precisely map molecular-​level regulation 
of Pol II at genes and enhancers13,16,50–53, they do not yet 
distinguish cell-​to-cell variation or provide spatial maps 
of transcription within the nucleus. By contrast, imag-
ing-​based methods have limited genomic resolution and 
limited ability to discern steps of transcription, but they 
can quantify transcript production in real time in the 3D 
space of the nucleus, tissue or organism54,55 (reviewed 
in ref.56). Next we summarize distinct sequenc-
ing and imaging methods for tracking RNA synthesis 
and emphasize key steps that determine the sensitivity, 
specificity and resolution of each method.

Isolating caRNAs. The simplest approach for isolating 
nascent RNA uses strong washes to separate RNA pres-
ent on chromatin from other RNAs in the cells, thus rely-
ing on the stability of the association between nascent 
transcripts and polymerases during salt fractionation 
of chromatin36,37,39,57 (Fig. 2a). In one version of caRNA 
sequencing (caRNA-​seq), the transcription inhibitor 
α-amanitin is added during chromatin isolation to help 
ensure RNA polymerase is mapped with base-​pair preci-
sion38. Because cytoplasmic and nucleoplasmic RNAs are 
more abundant and stable than nascent RNAs, enriching 
for caRNAs significantly increases the dynamic range 
for detecting changes in RNA synthesis at genes and 
enhancers. Certain mature RNAs, however, are also sta-
bly associated with chromatin and are therefore captured 
in caRNA-​seq. These mature RNAs include long non-​
coding RNAs such as XIST, which coats and inactivates 
one of the two X chromosomes in female mammals, 
as well as small nuclear RNAs, such as U1, U2, U4, U5 
and U6 spliceosomal RNAs. Although caRNA-​seq also 
captures non-​nascent transcripts, it is straightforward 
and can be combined with methods that investigate 
co-transcriptional processes36,58–60.

To further increase sensitivity and specificity for nas-
cent RNAs associated with Pol II, native elongating tran-
script sequencing (NET-​seq)40 was developed in yeast to 
capture Pol II-​associated RNAs using immunoprecipi-
tation of epitope-​tagged Pol II (Fig. 2b). Yeast NET-​seq 
shares many biochemical and data-analytical approaches 
with chromatin immunoprecipitation followed by sequenc-
ing (ChIP–seq)61 and RNA immunoprecipitation followed by 
sequencing (RIP–seq)62, which has contributed to it being  
readily adopted by the transcription field. NET-​seq was 
subsequently adapted for mammalian cells (mNET-seq); 
in this approach, Pol II immunoprecipitation is per-
formed with antibodies against Pol II, including against 
specific CTD post-​translational modifications, to iden-
tify the regulatory status of the transcription complex at 
distinct regions of genes41,63,64. The original mNET-​seq 
protocols enrich for nascent RNAs by removing most 
non-​nascent RNAs, as well as Pol I- and Pol III-​associated 

C-​terminal domain (CTD) of 
the RBP1 subunit of Pol II
This domain contains multiple 
repeats of seven amino acids 
and serves as a flexible binding 
scaffold for transcriptional 
regulators. The post-​
translational modifications of 
the heptad repeat greatly 
influence the regulatory 
interactions and, therefore, 
transcriptional processes 
throughout the cycle.

Nascent RNA
RNA that is in the process of 
being synthesized via 
transcription.

Divergent transcripts
In metazoans, genes and 
enhancers drive transcription 
from two core initiation regions 
from both strands in opposing 
directions. In genes, the mRNA-​
coding strand is termed the 
‘sense strand’, and the 
antisense strand produces the 
divergent transcript.

Chromatin 
immunoprecipitation 
followed by sequencing 
(ChIP–seq)
A method in which protein–
DNA interactions are 
stabilized, chromatin is sheared 
and fragments with a protein of 
interest are enriched using an 
antibody. Purified DNA from 
the enriched fragments is 
sequenced, providing genome-​
wide maps of protein 
localization.

RNA immunoprecipitation 
followed by sequencing
A technique that is used to 
identify which RNAs interact 
with a given protein. It uses 
antibody-​mediated enrichment 
of a protein, after which its 
interacting RNAs can be 
isolated, reverse-​transcribed 
and sequenced.
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transcripts. However, certain non-​nascent RNAs that 
stably associate with Pol II remain, including the nota-
ble example of small nuclear RNAs63. Newer versions of 
mNET-​seq have addressed this issue by using the deter-
gent Empigen BB to dissociate splicing intermediates 
that bind to the spliceosome and microRNAs that asso-
ciate with the microprocessor complex64. Comparisons 
of data generated by these two versions of the mNET-​seq  
protocol have provided valuable information about 
co-transcriptional splicing63,64.

To specifically identify TSSs, Start-​seq enriches 
for chromatin-​associated capped RNA species43. The 
selection of capped RNA is achieved by enzymatic deg-
radation of caRNAs that are not protected by the 5′ cap, 
such as ribosomal RNA and unshielded mRNA frag-
ments generated during preparation of the sequencing 
library. Retaining capped caRNAs that are smaller than 
80 nucleotides in length further selects for transcripts 
that are undergoing initiation, pausing or early elon-
gation. With paired-​end sequencing, these short, capped 
RNAs provide high-​resolution information about TSSs 
(5′ end of each read) and active sites of transcription 
(3′ end of each read) at genes and enhancers12,43,65.

Isolating RNAs from transcriptionally competent 
Pol II. Unlike caRNA-​seq and NET-​seq, run-​on 
assays specifically capture RNAs that are undergoing 

synthesis. The run-​on experiment starts by placement 
of the cells on ice, which stops Pol II from transcribing. 
Subsequently, the cells are permeabilized, or nuclei or 
chromatin is isolated, to remove endogenous nucleo-
tides and to enable labelled nucleoside 5′-triphosphates 
(NTPs) to reach Pol II complexes at the chromatin. 
Traditional run-​on reactions used radiolabelled NTPs66, 
which were detected at transcripts by hybridization to 
complementary DNA sequences66,67. With current high-​
throughput sequencing techniques, RNAs with incor-
porated labelled nucleotides can be mapped across the 
genome48, and the initiating base and active site can be 
identified at nucleotide resolution42,48,49. Thus, run-​on 
sequencing (RO-seq)42 provides a direct measurement 
of the positions of competent transcription complexes 
across the genome, allowing mechanistic studies of 
regulation of Pol II.

Like caRNA-​seq, run-​on reactions rely on the strong 
interaction between transcriptionally engaged Pol II and 
DNA. During the run-​on reaction, the anionic detergent 
sarkosyl is used to remove proteins, including pausing 
factors, from chromatin, which enables transcription-​
competent Pol II to proceed along the genome in vitro. 
The addition of sarkosyl is particularly important to 
reactivate paused Pol II complexes and, therefore, 
to detect nascent RNAs in the pause complexes68. As run-​
on techniques rely on the incorporation of nucleotides, 
only transcription-​competent polymerases are detected. 
Therefore, Pol II in the initiation complex remains unde-
tectable with nuclear run-​on techniques68. Moreover, 
sarkosyl cannot rescue Pol II from a backtracked state 
(reviewed in ref.69), which occurs when Pol II moves 
back in the DNA template (for example as a result of 
misincorporation of a nucleotide) and displaces the 
3′ end of the nascent transcript. The first genome-​wide 
adaptation of the run-​on reaction was global run-​on 
sequencing (GRO-​seq), which labelled nascent tran-
scripts with 5-bromouridine 5′-triphosphate (brUTP) 
and immunopurified them using an antibody against 
brUTP48. Precision run-​on sequencing (PRO-​seq) 
refined this approach to generate nucleotide-​resolution 
maps of active transcription. In PRO-​seq, biotin-11-
NTPs are incorporated into the active site of competent 
Pol II complexes and, because of their bulkiness, only a 
single nucleotide is added to the transcript42. When all 
four biotinylated nucleotides, which have similar rates of 
incorporation42, are used, all transcripts can be captured 
without biasing for the presence for certain nucleotide 
sequences. After the run-​on, biotinylated nascent tran-
scripts are isolated using streptavidin-​coated magnetic 
beads, providing a nucleotide-​resolution profile of the 
active sites of transcription42 (Fig. 2c). The sensitivity of 
run-​on methods is provided by the polymerase-​catalysed 
incorporation of a single biotinylated nucleotide into the 
active site of each nascent transcript, followed by three 
biotin-​affinity purifications to isolate nascent transcripts 
during library preparation. This results in very low back-
ground, and a nearly 106-fold dynamic range estimated 
from various data sets42,70. Although the in vitro aspect 
of run-​on reactions may cause some concern that the 
conformation of Pol II would be distorted and prevent 
proper nucleotide incorporation, the transcription 

Fig. 2 | Comparison of nascent RNA enrichment and sequencing assays. Shown are 
transcription profiles generated using distinct nascent RNA sequencing methods for a 
highly expressed gene (ACTB), a highly paused gene (MED17), and a gene with a nearby 
enhancer RNA (eRNA) (Klf4 for mouse cells; IPO7 for human cells, which also contains the 
small nucleolar RNA (snoRNA) SNORA23 within an intron). a | In chromatin-associated RNA 
(caRNA) methods, high salt washes are used to isolate chromatin-bound RNAs. In traditional 
caRNA sequencing (caRNA-seq), the isolated material is directly sequenced. In Start-seq, the 
isolated material is further enriched for capped caRNAs and size selection is used to capture 
initiation and pause sites of individual transcripts. Data for caRNA-seq were obtained from 
ref.41 and data for Start-seq were obtained from ref.17. b | In mammalian native elongating 
transcript sequencing (mNET-seq), immunoprecipitation (IP) of RNA polymerase II (Pol II) 
complexes enriches for RNAs that associate with Pol II. Antibody-mediated isolation of Pol II 
removes most chromatin-bound RNAs. Data for mNET-seq with an antibody targeting total 
Pol II were obtained from ref64. c | Run-on techniques mark nascent RNAs with labelled 
nucleotides. The use of the anionic detergent sarkosyl in the run-on reaction releases paused 
polymerases but not backtracked or terminated Pol II. The original genome-wide nuclear 
run-on assay , global run-on sequencing (GRO-seq), has been adapted to provide single- 
nucleotide resolution of the position of engaged Pol II on nascent RNA (precision run-on 
sequencing (PRO-seq)). Use of cap selection and sequencing from the 5′ end of the labelled 
RNA reports the initiating base (precision run-on with cap selection (PRO-cap)). Data for 
PRO-cap were obtained from ref.215 (GSE110638) and data for PRO-seq were obtained  
from ref.4. d | In metabolic RNA labelling methods, living cells are provided with modified 
ribonucleotides (such as 4-thiouridine (4sU)) that will be incorporated into nascent RNAs. 
After labelling, nascent RNA can be enriched from the total RNA pool with affinity 
purification (transient transcriptome sequencing (TT-seq)). Alternatively , 4sU allows U-to-C 
base conversion for mutation-based identification of nascent transcripts after sequencing 
(TimeLapse-seq). Data for TT-seq were obtained from ref.216 and data for TimeLapse-seq 
were obtained from ref.46. The genomic coordinates depicted are as follows: ACTB (mm9: 
chr5:143,662,795-143,670,430; hg19: chr7:5,564,780-5,572,230; hg38: chr7:5,525,230-
5,532,710), MED17 (mm9: chr9:15,063,100-15,086,100; hg19: chr11:93,509,600-93,550,000; 
hg38: chr11:93,779,500-93,818,500), IPO7 (hg19: chr11:9,378,500-9,479,500; hg38: chr11:9, 
349,000-9,454,500) and Klf4 (mm9: chr4:55,479,000-55,567 ,000). The enhancer upstream 
of IPO7 was selected because it is ubiquitously transcribed in human cells217 and 
chromatin IP followed by sequencing (ChIP–seq) data indicate that similar levels of  
Pol II are present at this enhancer in the cell lines compared (GSE83777 and ref.218).  
LCL , lymphoblastoid cell line; lncRNA , long non-coding RNA ; mESC, mouse embryonic  
stem cell; NTP, nucleoside 5′-triphosphate.

Paired-​end sequencing
High-​throughput sequencing of 
DNA molecules from both 
ends, which provides 
information from 3′ and 5′ 
ends of each DNA fragment, 
and allows more accurate 
mapping of the reads to the 
reference genome.
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profiles detected with run-​on approaches highly cor-
relate with profiles generated with other methods16,68 
(Fig. 2). Moreover, sites of promoter-​proximal pausing 
that are detected by run-​ons colocalize with those sites 
identified by other methods, including permanganate 
treatment and chromatin immunoprecipitation followed 
by sequencing (PIP–seq)42,71, ChIP–seq68, ChIP-​seq with 
exonuclease treatment (ChIP-​exo)72, mNET-​seq41, and 
Start-​seq12, and occur predominantly at the nucleotide 
preceding a cytosine49,73.

A number of variant methods based on GRO-​seq 
and PRO-​seq have been developed. Chromatin run-​on 
and sequencing (ChRO–seq) uses chromatin as a starting 
material to capture nascent RNAs from tissue samples 
that are not readily amenable to nuclei isolation proto-
cols or have experienced RNA degradation during han-
dling or storage74. Global run-​on and precision run-​on 
with cap selection (GRO-​cap and PRO-​cap, respectively) 
incorporate enzymatic cap selection, similar to that used  
in Start-​seq, to allow nucleotide-​resolution identification 
of TSSs4,42. Coordinated precision run-​on and sequencing 
(CoPRO) is a recent modification of the PRO-​cap proto
col that coordinates analysis of the initiating nucleotide, 
capping status and length of RNA molecules49. This 
simultaneous identification of the initiating base and 
active site of each nascent transcript allows systematic 
investigation of connections between transcriptional 
initiation and elongation, whereas capping status pro-
vides mechanistic insight into early co-​transcriptional 
processes. We anticipate that improvement of long-
read sequencing techniques, which would generate 
sequencing reads that span multiple exons, will allow  
development of similar strategies to reach beyond the 
early coding sequences to map other co-​transcriptional 
processes, such as termination and splicing.

Isolating metabolically labelled RNAs. Unlike run-​on 
reactions, which use labelled NTPs, metabolic labelling 
experiments incubate cells in medium supplemented 
with modified cell-​permeable nucleosides, such as 
4-thiouridine44–47,75–80, bromouridine81 or 5-ethenyl
uridine82,83. Importantly, the cells need to be labelled for 
at least 5 min to allow the nucleoside salvage pathway 
to convert the modified uridine nucleosides into UTPs 
via a series of enzymatic reactions84; the NTPs are then  
incorporated into nascent RNAs by active polymerases. 
Metabolic labelling cannot track RNA synthesis at nucleo
tide resolution; however, because it measures RNA syn-
thesis in living cells, it can be used to follow the lifetime  
and turnover of RNAs by measuring the RNAs synthe-
sized per unit of time. Recent metabolic labelling variants 
include transient transcriptome sequencing (TT-​seq)47, 
TimeLapse-​seq46 and thiol (SH)-linked alkylation 
for the metabolic sequencing of RNA (SLAM-​seq)45.  
TT-​seq and TimeLapse-​seq have increased the detection 
of newly synthesized RNAs by restricting 4-thiouridine 
labelling times to 5 min so that only the 3′ end of nascent 
RNAs is labelled (Fig. 2d). In TT-​seq, extracted total RNA 
is sonicated before affinity purification to enrich for the 
RNA sequences with labelled nucleotides, and the levels 
of labelled RNA are then compared with those of unla-
belled or total RNA to identify the newly transcribed 

RNAs47. In SLAM-​seq, which has to date used 60-min 
labelling duration, total RNA is treated with iodoaceta-
mide to alkylate 4-thiouridine45, and in TimeLapse-​seq, 
which has so far used 5 or 60 min of labelling, total 
RNA is treated with 2,2,2-trifluoroethylamine and 
meta-​chloroperoxybenzoic acid to oxidize the 4-thiou-
ridine46. Both techniques rely on reverse transcription to 
recode the 4-thiouridine into cytosine, creating single-​
nucleotide T>C mutations that are quantified after 
deep sequencing45,46,76,78. Chemical conversion does not 
require enrichment of labelled RNA, and nascent RNA 
is compared with non-​nascent RNA within the same 
sample, which requires less handling of the RNA and 
less starting material. This direct analysis of the levels of 
nascent or newly synthesized RNA (that is, RNA con-
taining converted nucleotides) to unlabelled RNA allows 
average RNA production and decay rates to be estimated 
genome-​wide45,46,78, as long as the background rates of 
4-thiouridine incorporation and sequencing errors are 
taken into account76. Importantly, metabolic labelling 
of RNA is the only nascent RNA method that has been 
demonstrated to work not only in cultured cells but 
also in living organisms, including mice83, zebrafish82, 
nematodes85 and Arabidopsis plants86.

Imaging-​based methods. Current nascent RNA 
sequencing methods require many cells, and thereby 
report average transcription dynamics in a population. 
Imaging-​based methods, instead, generally have poor 
genomic resolution, but can quantify transcription from 
single cells in real time in the 3D space of the nucleus, 
tissue or organism (reviewed in ref.56). Nascent tran-
scripts can be imaged with techniques such as fluores-
cence in situ hybridization (FISH), in which labelled 
oligonucleotides are hybridized with transcripts87–90 
(Fig. 3a). Alternatively, transcripts can be engineered to 
encode hairpin structures that are recognized in vivo by 
tagged cognate binding proteins, such as GFP-​coupled 
bacterial coat protein MS2 (refs91,92) (Fig. 3b). In these 
imaging techniques, the site of nascent RNA synthesis 
in the nucleus is identified as the brightest spot of tran-
script signal92–94, either by labelling the locus producing 
the transcript95 or by targeting fluorophores specifically 
to introns that are present in short-​lived pre-mRNA 
species54,55,96,97. To visualize single unspliced pre-​
mRNA molecules, several fluorophores must hybridize 
to one intron in each transcript. Monitoring the synthe-
sis of pre-​mRNAs, one molecule at the time, can then 
be used as a proxy for elongating Pol II molecules at the 
gene. These transcript-​by-transcript approaches have 
revealed Pol II dynamics at model loci, uncovering reg-
ulatory principles that control the rate of releasing Pol II 
into transcription (reviewed in ref.56). When applied to 
cells from mice born to parents of two different strains, 
these methods have shown that genome variation in 
enhancers alters transcriptional bursting within the same 
cell, demonstrating that individual polymorphisms have 
different effects on the amplitude of transcription98. 
Together with analyses of factor dynamics at regula-
tory sites99,100 (reviewed in ref.101), transcription-​driven 
mobility of chromatin102, and enhancer-​mediated gene 
activation103–105, single-​molecule imaging of nascent 

Permanganate treatment 
and chromatin 
immunoprecipitation 
followed by sequencing 
(PIP–seq)
A technique that uses 
permanganate, which oxidizes 
unpaired thymines in DNA, to 
detect the exact locations of 
open transcription complexes 
across the genome. RNA 
polymerase II is then 
immunoprecipitated, and DNA 
that has been oxidized by 
permanganate is cleaved using 
piperidine. These cleaved sites 
are identified by high-​
throughput sequencing.

Transcriptional bursting
Transcription occurs 
infrequently, and when a gene 
is turned on, many 
polymerases transcribe many 
copies of mRNA in a short 
time, which is known as 
transcriptional bursting. 
Bursting at a given gene is 
characterized by the duration, 
amplitude and frequency of 
transcription.
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RNA has elucidated the kinetics of TF binding and chro-
matin regulation. Moreover, novel targeting and multi
plexing strategies, including intron chromosomal 
expression FISH (iceFISH)54 and intron sequential FISH 
(intron seqFISH)55, have begun to reveal chromatin fea-
tures and RNA synthesis simultaneously at multiple 
endogenous loci, setting the stage for visualizing tran-
scriptional programmes and genome regulation within 
individual cells.

Different methods provide complementary information. 
Sequencing mature mRNAs reliably measures their 
steady-​state levels, but only nascent RNA sequencing 
techniques detect unstable RNA species and allow robust 
quantification of changes in RNA synthesis. Distinct 
techniques for measuring nascent RNA each have their 
own strengths and limitations (Table 1), arising from 
versatile strategies for selecting RNAs and the use of 
method-​specific biochemical tools. Importantly, each 
approach was designed to answer different questions 
about transcriptional regulation and co-​transcriptional 
processes, and therefore comparing findings from 
multiple methods provides a detailed look at different 
stages of gene regulation (Fig. 1), including initiation, 
pausing, elongation, termination and co-​transcriptional 
processing (Table 2).

All of the sequencing methods that we have described 
can robustly quantify changes in gene expression, and 
many of them track Pol II progression through distinct 
steps of transcription. However, none of the current 

nascent RNA sequencing methods can detect Pol II in 
the PICs because no transcript has been produced by that 
step. The PICs can, instead, be captured with ChIP–seq 
and ChIP-​exo72, and differences in Pol II ChIP–eq and 
PRO-seq profiles have been used to quantify Pol II in PICs  
versus pausing complexes68. Once Pol II has started tran-
scribing, it sometimes stalls due to backtracking, and RNAs 
associated with stalled Pol II are included in caRNA-​seq,  
NET-seq40 and Start-seq43 libraries. By contrast,  
RO-seq methods selectively isolate RNAs in transcrip-
tionally competent complexes, and metabolic label-
ling requires active transcription to label RNAs, which 
excludes RNAs from stalled Pol II complexes15,106. RNAs 
associated with newly initiated elongation complexes are 
efficiently captured by caRNA-seq, NET-seq and RO-seq,  
but RNAs that are shorter than 20 nucleotides are less 
likely to uniquely map to a reference genome. This chal-
lenge in mappability of short and repetitive sequences can 
be overcome in GRO-seq48 and length extended chroma-
tin run-​on and sequencing (leChRO–seq)74, which allow 
generation of longer transcripts during the in vitro tran-
scription step. RO-​seq, mNET-​seq and Start-seq are all 
highly sensitive for detecting Pol II pausing, but metabolic  
labelling does not efficiently label nascent RNAs in station-
ary or slow-​moving Pol II (Fig. 2). However, the metabolic 
labelling techniques do allow monitoring of transcripts 
beyond their release from Pol II and, unlike RO-seq and 
NET-​seq, can measure the half-life of the RNA pro-
duced. To date, mNET-​seq is the only nascent RNA-seq  
method that has isolated RNAs on the basis of the 
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Fig. 3 | Imaging nascent RNA. a | Nascent RNAs can be detected by fluorescence in situ hybridization in fixed cells. 
Dye-labelled DNA probes that are complementary to RNA hybridize to transcribed intronic sequences and allow 
detection of endogenous nascent transcripts. DNA–RNA hybrids are more stable than DNA–DNA hybrids, so these 
experiments are conducted in conditions that denature interactions between the DNA probes and complementary DNA 
sequences. b | Hairpin-​forming sequences that bind to the GFP-​tagged protein MS2 are engineered into an intron and can 
be imaged in vivo. MS2 specifically binds to the structured RNA , not DNA , providing specificity for the nascent transcript. 
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post-translational modification state of the Pol II41, which 
changes through the transcription cycle (Fig. 1). Therefore, 
the steps of transcription being studied determine which  
method or combination of methods is appropriate.

The sensitivity of RO-​seq and Start-​seq in detecting 
unstable transcripts has allowed these methods to be 
used for identifying enhancers de novo. Beyond track-
ing the distinct patterns of transcription at genes and 
enhancers16,74,107, the high-​resolution and high-​sensitivity 
maps of transcription initiation at putative enhancers 
obtained with GRO-​cap, PRO-​cap, and Start-​seq have 
identified many more TSSs than prior studies of capped 
RNA 5′ ends4,42,65,107,108. The distinct cap-​selection meth-
ods use slightly different strategies to degrade uncapped 
RNAs and to enrich short capped RNAs for library 

preparation. Although these cap-​selection strategies 
highly correlate42, the use of different enzymes could 
generate differences in cap-​selection data sets. The 
misannealing of reverse-​transcript primer has been 
suggested to cause occasional miscalling of pause sites 
in any data that rely on reverse transcription from the 
3′ adaptor; however, this miscalling of individual pause 
sites is minor in high-​quality data sets109.

Use of several nascent RNA methods together can 
provide an integrated view of active transcription, 
co-transcriptional processes and the half-lives of RNAs. 
Furthermore, integrating analyses of nascent transcrip-
tion with mapping of chromatin states and TF binding 
reveals mechanistic regulation at different steps, such as 
promoter or enhancer remodelling, assembly of the PIC, 

Table 1 | Strengths and limitations of nascent RNA methods

Method Advantages Considerations

caRNA-​seq • Can be used to isolate all chromatin-​associated 
RNA species

• Can be combined with methods that assay 
co-​transcriptional processes, including RNA 
methylation and editing

Also sequences non-​nascent RNAs that stably 
associate with chromatin

Start-​seq • Simultaneously identifies initiation and 
pausing sites

• Allows de novo calling of putative enhancers

Does not report transcription beyond the first 
~100 nucleotides

Yeast NET-​seq • Is Pol II specific (antibody enrichment)
• Identifies Pol II positions at nucleotide 

resolution genome-​wide

Is limited to cells with epitope-​tagged Pol II

mNET-​seq • Is Pol II specific (antibody enrichment)
• Identifies Pol II positions at nucleotide 

resolution genome-​wide
• Can isolate Pol II with different post-​

translational modifications

• Includes RNAs that are stably associated 
with Pol II

• Does not currently include RNA  
<30 nucleotides in length

• Has detected eRNA transcription from 
previously called enhancers

PRO-​cap • Identifies transcription initiation sites
• Allows de novo calling of putative enhancers

Does not report transcription beyond the first 
~100 nucleotides

PRO-​seq • Captures RNAs from transcriptionally 
competent polymerases

• Identifies positions of active transcription at 
nucleotide resolution genome-​wide

• Allows de novo calling of putative enhancers

• Does not measure polymerase backtracking
• Also captures RNAs being transcribed from 

Pol I and Pol III

CoPRO • Simultaneously identifies initiation and 
pausing sites

• Measures RNA capping status

Does not measure transcription beyond 
promoter-​proximal pause site

SMIT-​seq Measures splicing status during transcription Limited to species with short introns

TT-​seq • Captures RNAs from actively transcribing 
polymerases

• Can be used to determine RNA stability
• Identifies transcription termination sites

• Does not detect Pol II pausing
• Has detected eRNA transcription from 

previously called enhancers

SL AM-​seq and 
TimeLapse-​seq

• Captures RNAs from actively transcribing 
polymerases

• Can be used to determine RNA stability

• Requires deep sequencing to measure 
chemical conversion rate

• Long labelling times do not capture newly 
synthesized RNA

Intron sequential 
FISH

• Detects transcription of thousands of genes in 
single cells

• Contains positional information of transcribed 
genes in the 3D space of the nucleus

• Does not report chromosomal positions of 
active Pol II complexes

• Does not distinguish different steps of 
transcription

• Requires a library of intron-​targeting probes 
and series of hybridizations

caRNA-​seq, chromatin-​associated RNA sequencing; CoPRO, coordinated precision run-​on and sequencing; eRNA enhancer RNA ; 
FISH, fluorescence in situ hybridization; mNET-​seq, mammalian native elongating transcript sequencing; NET-​seq, native elongating 
transcript sequencing; Pol, RNA polymerase; PRO-​cap, precision run-​on with cap selection; PRO-​seq, precision run-​on sequencing; 
SL AM-​seq, thiol (SH)-linked alkylation for the metabolic sequencing of RNA ; SMIT-​seq, single-​molecule intron tracking sequencing; 
TT-​seq, transient transcriptome sequencing.
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initiation of transcription, Pol II pausing and entry into 
productive elongation, and termination (Fig. 1). In addi-
tion, biochemical and computational steps have been 
adjusted to analyse transcripts at early coding sequences, 
splice junctions, and polyadenylation and cleavage sites 
to measure co-​transcriptional processes, such as RNA 
capping, splicing and cleavage.

Regulating the transcription cycle
The regulation of Pol II at distinct steps of transcription 
underlies expression of individual genes and coordinates 
transcription programmes. In this section, we describe 
how nascent RNA methods have enhanced our under-
standing of the mechanistic regulation of the different 
steps of the transcription cycle (Fig. 1; Table 2).

Gene activation is defined by initiation and promoter-​
proximal pausing. Early experiments in bacteria and 
yeast suggested that the main rate-​limiting step of tran-
scription is recruitment of Pol II to promoters. In this 
model, gene activity is primarily controlled by chroma-
tin state and PIC assembly. Promoter-​proximal paus-
ing was first characterized at Drosophila major heat 
shock genes14,15,110 and subsequently at human MYC 
and FOS genes111–113, but was initially considered to be 
present only at a few highly inducible genes. However, 
studies tracking nascent RNA synthesis, together with 
experiments using methods such as genome-​wide 
ChIP–seq61 and PIP–seq71, demonstrated that promoter-​
proximal pausing is widespread throughout metazoan 
genomes12,13,16,17,38,41,48,51,71,114–116 (reviewed in refs18,69). 
Furthermore, many transcriptional programmes, such 
as tissue morphogenesis in Drosophila and heat shock 
response in mammals, are coordinated by pause rel
ease11,13,16,51,117–122. Nevertheless, some programmes, 

including the response to oestrogen and androgen sig-
nalling, do primarily drive Pol II recruitment to target 
genes52,114,123. Perturbation of Pol II recruitment with trip-
tolide (which causes a genome-​wide block in transcrip-
tion initiation by preventing TFIIH helicase from melting 
the DNA strands124,125) and inhibition of promoter-​
proximal pause release with flavopiridol (which inhibits  
CDK9, thereby preventing release of Pol II from the pau
sed PIC126) confirmed that these two processes are the 
main rate-​limiting steps for gene transcription127 (Fig. 1). 
A GRO-​seq time course after flavopiridol treatment 
demonstrated that 95% of mouse genes require CDK9-
dependent pause release, even if pausing is not apparent 
from steady-​state tracking of transcribing Pol II127.

Polymerase recruitment and pausing are inextrica-
bly linked. Structural modelling of DNA-​bound PIC, 
the Mediator complex, and promoter-​proximal paused 
Pol II indicated that pausing within 50 nucleotides of the 
TSS blocks new initiation owing to steric hindrance73 
(Fig. 4a). The endogenous relevance of this work was 
demonstrated by a recent CoPRO study in human cells 
that measured the distance between the pause site and 
the initiating base genome-​wide and found that pausing 
nearly always occurs within 50 nucleotides of the TSS49 
(Fig. 4b). Furthermore, combined use of mNET-​seq and 
TT-​seq demonstrated that new initiation requires release 
of paused Pol II73. Taken together, these results strongly 
suggest that promoter-​proximal pausing precludes a new 
round of initiation (Fig. 4c).

Molecular events that trigger Pol II to switch from 
a paused state to an elongating complex have been bio-
chemically characterized (reviewed in ref.22) and struc-
turally resolved in the context of the Pol II complex by 
cryogenic electron microscopy19,20. Binding of NELF to 
the Pol II pause complex seems to facilitate tilting of  

Table 2 | Methods used to investigate different steps of transcription

Method Transcription step

TSSa RNA 
capping

Promoter-​proximal 
pausing

Co-​transcriptional 
RNA processing

Transcription 
termination

Pol II CTD 
modification

Transcription 
bursting

Chromatin isolation-​based methods

caRNA-​seq No No No Yes42,105–107 No No No

Start-​seq Yes43 No Yes43 No No No No

mNET-​seq No No Yes41,73 Yes41,63,64 Yes41 Yes41,63 No

SMIT-​seq No No No Yes159,160 No No No

Run-​on methods

GRO-​cap and PRO-​cap Yes4,42 No No No No No No

GRO-​seq, PRO-​seq and 
ChRO–seq

No No Yes42,48,74 Yes166 Yes42 No No

CoPRO Yes49 Yes49 Yes49 No No No No

Metabolic labelling methods

TT-​seq No No No No Yes47 No No

Imaging-​based methods

Intron sequential FISH No No No No No No Yes55

caRNA-​seq, chromatin-​associated RNA sequencing; ChRO–seq, chromatin run-​on and sequencing; CoPRO, coordinated precision run-​on and sequencing;  
CTD, C-​terminal domain; FISH, fluorescence in situ hybridization; GRO-​cap, global run-​on with cap selection; GRO-​seq, global run-​on sequencing; mNET-​seq, 
mammalian native elongating transcript sequencing; Pol II, RNA polymerase II; PRO-​cap, precision run-​on with cap selection; PRO-​seq, precision run-​on 
sequencing; SMIT-​seq, single-​molecule intron tracking sequencing; TSS, transcription start site; TT-​seq, transient transcriptome sequencing. a‘Yes’ indicates that 
the method was designed specifically to detect TSSs, but GRO-​seq can infer TSSs, as can PRO-​seq and mNET-​seq with sufficiently long reads.

Cryogenic electron 
microscopy
An electron microscopy 
technique that visualizes 
molecules at cryogenic 
(−200 °C) temperatures. 
It allows near atomic resolution 
(less than 4 Å) imaging of 
complex molecules and 
molecule complexes in their 
native conformation without 
crystallization or embedding of 
the sample.
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the RNA–DNA hybrid into a conformation that prevents 
NTPs accessing the Pol II active site20. The structure fur-
ther suggests that during the switch to productive elon-
gation, binding of polymerase-​associated factor (PAF) 
displaces NELF and restores a conformation that allows 
NTPs to enter the active site19. PRO-​seq and mNET-​seq 
measurements of endogenous Pol II pause sites have 
demonstrated that Pol II pausing most likely occurs 
immediately before incorporation of a cytosine; as cyto-
sine is the least abundant nucleotide in mammals128, 
its incorporation potentially slows the progress of  
Pol II sufficiently to permit NELF binding49,73. GC-​rich 
sequences are prevalent at promoter-​proximal regions 
of active genes in which pause sites are generally loca
ted more than 36 nucleotides from the start nucleotide.  
By contrast, the pause position at enhancers resides 
closer to the TSS (within 35 nucleotides), and the degree 
of pausing is less than that detected at active promoters49.

Initiation and pausing are regulated at enhancers. Like 
promoters, enhancers undergo widespread transcrip-
tion, as first seen at the human β-​globin locus129,130 and 
since demonstrated genome-​wide in many mammalian 
cell types4,16,52,53,107,123,131 (reviewed in ref.132). Nascent 
transcription assays have shown that Pol II pausing also 
occurs at enhancers65. As for promoters, the divergent 
pattern of transcription serves as a robust marker for 
de novo identification of transcribed enhancers genome-​
wide4,65,107,108. However, despite the similarities between 
Pol II regulation at proximal and distal regulatory ele-
ments, a full understanding of the mechanisms and 
importance of Pol II pausing at enhancers remains elu-
sive. Short-​lived Pol II pausing at enhancers is regulated 
by DSIF but, unlike at promoters, this pausing is not sen-
sitive to NELF knockdown, as shown by analyses using 
Start-​seq and PRO-​seq65. However, some enhancers have 
been shown to bind to NELF on gene activation, which 
suggests that eRNAs may ‘sponge’ NELF from promot-
ers133. The idea that transcription at genes and enhanc-
ers involves similar regulatory steps is further supported 
by the rapid transcriptional response to heat shock, 
which causes a genome-​wide increase in Pol II density 
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downstream of the transcription start site (TSS). The pre-​
initiation complex (PIC) (modelled structure containing 
Pol II, Mediator, and general transcription factors) can 
bind to the TSS, but steric hindrance would preclude 
binding of the PIC if paused Pol II were closer to the TSS.  
b | Genome-​wide analysis of coordinated precision 
run-on and sequencing (CoPRO) data demonstrates that 
promoter-​proximal pausing occurs within 60 nt of the 
TSS. Pausing predominantly occurs one base upstream 
of a cytosine in a GC-​rich region. c | Updated transcription 
cycle model demonstrating that paused Pol II blocks 
PIC formation. DSIF, 5,6-dichloro-1-β-​d-ribofuranosyl
benzimidazole sensitivity-​inducing factor ; GTF, general 
transcription factor ; NELF, negative elongation factor. 
Part a reproduced with permission from ref.73, CC BY 4.0 
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Part b adapted from ref.49, Springer Nature Limited.
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at both promoter-​proximal and enhancer-​proximal 
pause sites16,49. Although the coordination of regulatory 
events at genes and their functionally connected enhanc-
ers remains to be characterized, release of paused Pol II 
from promoter-​proximal regions can be stimulated by 
TF binding to enhancers134,135, which suggests that CDK9 
may act on gene promoters via distal regulatory regions.

Bursting requires initiation and pause release. Imaging 
of nascent RNA production in individual cells has pro-
vided evidence that transcription occurs in discontinu-
ous bursts. These bursts were first observed in electron 
microscopy images of chromosomal spreads136, and were 
then demonstrated in vivo in a variety of organisms from 
bacteria to humans11,92,137,138 (reviewed in ref.56). The 
exact mechanisms that control bursting remain elusive, 
but the occurrence and kinetics of bursting likely depend 
on the organism and the regulatory state of the gene139. 
Single-​molecule imaging of pre-​mRNAs from yeast to 
humans has estimated that a burst comprises ~2–100 
transcribing Pol II molecules97,139,140. The probability 
of a burst occurring (that is, the burst frequency) pos-
itively correlates with accessibility and priming of the 
promoter141, and promoters with TATA and initiator 
elements tend to release a larger number of Pol II mole-
cules per burst (that is, they have a larger burst size) than 
promoters without these sequence elements98. Bursting 
frequency can be increased by forced enhancer connec-
tion103 and inducing histone acetylation at enhancers via 
targeted recruitment of dead Cas9–p300 (ref.141). TFs can 
influence burst frequency by modulating the chroma-
tin state of promoters and enhancers, but they can also 
control burst duration, likely by directly activating Pol II 
machinery at gene promoters103.

Many models of transcriptional bursting suggest 
that the rapid switching between on and off states 
is defined at a single regulatory step97 (reviewed in 
refs56,139). However, imaging-​based methods rely on 
labelling introns in pre-​mRNAs and therefore cannot 
distinguish Pol II recruitment and initiation from the 
release of promoter-​proximal paused Pol II to produc-
tive elongation (Fig. 3). To send convoys of Pol II into 
productive elongation, the ‘single step’ of activation in 
metazoan species must constitute rapid rounds of cou-
pled Pol II recruitment, initiation and pause release73. 
Recent computational modelling of bursting that used 
data from intron fluorescence experiments and Pol II 
ChIP–seq experiments suggests that Pol II pause release, 
not recruitment, causes a burst to start142.

Stability of promoter-​proximal pausing. The interplay 
between Pol II pausing, premature termination and 
release into productive elongation has been a point 
of ongoing debate and investigation. Nascent RNA 
sequencing measurements12,73,127,143 show that pause 
duration varies widely across the genome, likely owing 
to distinct promoter sequences, chromatin accessibility 
and the rate of pause escape (reviewed in ref.144). For 
example, studies that inhibited transcription initiation 
with triptolide and used a GRO-​seq time course to track 
Pol II as it escaped from promoter-​proximal pausing 
found that the pause stability ranges genome-​wide from 

2.5 to 20 min (median 6.9 min)12,127,143. Another study, 
which modelled Pol II pausing, termination and release 
into productive elongation by comparing mNET-​seq and  
TT-​seq data, found similar pause durations, ranging from 
0 to 10 min73. These data sets agree well with an imaging 
and biochemical study that quantified Pol II dynamics at 
the Hsp70 gene in polytene chromosomes of Drosophila, 
which to date provides the only direct measure of the 
half-​life of promoter-​proximal Pol II pausing. In its non-​
induced state, the half-​life of Pol II at the promoter of the 
Hsp70 gene was 5 min, but, on heat activation, the release 
of paused Pol II into productive transcription increased 
~100-fold145, which corresponds to an estimated 3-s 
pause half-​life in the active state. Notably, premature 
termination did not decrease on heat shock145, which 
demonstrates that the heat shock-​induced increase in 
transcription is regulated by an increase in the rate of 
release of paused Pol II into productive elongation rather 
than by an antitermination mechanism.

Recently, other methods have estimated pause 
durations to be shorter than reported by nascent RNA 
sequencing studies. In one study, the kinetics of GFP-​
tagged Pol II were measured en masse: the rates at which 
Pol II can be freed from chromatin were deduced by  
photobleaching regions of nuclei and measuring how 
quickly these regions recovered fluorescence owing to 
movement of unbleached GFP-tagged Pol II146. However, 
this bulk visualization of Pol II cannot discern whether the 
measured Pol II population came from promoters, gene 
bodies or enhancers, or even if it was bound to DNA.  
To overcome these limitations, the study used Pol II- 
inhibiting drugs to block transcription at specific steps, 
and computationally modelled the kinetics of Pol II at the 
pause site in distinct conditions, arriving at a conclusion 
that 10% of Pol II molecules have a half-​life of 2.4 s, 23% 
have a half-​life of 42 s and the rest have longer residence 
times in the genome, likely because they are engaged in 
pausing or gene body transcription146. Similarly, a single-​
molecule foot-​printing experiment concluded that 68% 
of genes have pause half-​lives up to 5 min147, which is in 
rough agreement with triptolide inhibition and sequenc-
ing measurements127. This footprinting assay used methyl
ation to track if DNA sequences were protected by proteins  
and used computational modelling to determine if they  
constituted the PIC or paused Pol II. However, methyl
ation in this assay was performed with ~30-min enzymatic  
treatments at physiological temperatures147, during which 
time Pol II could escape pausing. On the basis of various 
sequencing and imaging studies conducted in distinct 
laboratories, we reiterate that the half-​life of paused Pol II 
may range from seconds to many minutes, and that the 
kinetics of Pol II at the pause site are influenced by DNA 
and RNA sequence, chromatin environment and the level 
of gene activity. In any case, the reported pause durations 
are long relative to the average elongation rate of Pol II 
(0.024 s per nucleotide)44,114,127.

Co-​transcriptional processes
Releasing Pol II into elongation is only the beginning: 
co-​transcriptional processes such as 5′ capping, intron 
splicing and polyadenylation are essential for productive 
transcription, as well as for RNA stability and trafficking 
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(Fig. 1). Beyond being coupled to Pol II elongation, these 
co-​transcriptional processes influence the efficiency of 
translation, and can create different transcript isoforms 
by alternative splicing and alternative polyadenylation 
(reviewed in refs148,149). Moreover, RNA editing alters 
individual nucleotides, which can cause changes in 
splicing, stability and the protein isoform produced 
(reviewed in ref.150). In addition, epitranscriptomic 
marks, such as RNA methylation, can alter RNA sta-
bility and translation efficiency (reviewed in ref.151). 
Given the importance of such modifications to proper 
RNA function, understanding where and when these 
processes occur relative to transcription offers insights 
into whether these processes are regulated together or 
as independent steps.

5ʹ capping of RNA occurs before or during promoter-​
proximal Pol II pause. Shortly after transcription initia-
tion, a 5′ inverted methylguanosine cap is added to the 
5′-most nucleotide of the nascent RNA, which provides 
protection from exonucleases. Early run-​on studies using 
chain-​terminating biotin-​labelled dNTPs identified that 
capping occurs shortly after transcription initiation at 
two Drosophila melanogaster heat shock genes14. These 
run-​on reactions were paired with decapping assays that 
demonstrated that 5′ capping predominantly occurred 
at or before promoter-​proximal pause sites14. Additional 
studies showed that capping enzymes bind to Ser5-
phosphorylated Pol II CTD27 and interact with DSIF26,29. 
Recently, CoPRO was used to investigate genome-​wide 
connections between initiation, pausing and capping in 
human cells49. In that study, the initiating base, active 
site and capping status of individual transcripts as short 
as 18 nucleotides were measured, which demonstrated 
that capping begins when the 5′ end of the RNA emerges 
from the Pol II exit channel and corroborated earlier 
work on individual genes14. Further comparison of RNA 
capping at pause sites either close to (20–32 nucleo
tides) or more distant (33–60 nucleotides) from the 
TSS demonstrated a connection between pausing and 
capping, and suggested a regulatory role for sequences 
that influence the pause distance49. Promoter-​proximal 
pausing acts as a quality control checkpoint12 and as a 
mechanism for synchronous activation of genes during 
development or in response to signalling11,13,16,51,119. The 
distance between initiation and pausing may, therefore, 
add another dimension for coordinated gene regula-
tion by providing different opportunities for early RNA 
processing and Pol II CTD modification, which results 
in preferential recruitment, maturation and release of 
Pol II, or folding and modification of the RNA.

Mechanisms of co-​transcriptional splicing in yeasts 
and mammals. During splicing, non-​coding introns 
are removed from exons by the spliceosome, and these 
events largely occur co-​transcriptionally (reviewed in 
refs30,152). Splicing components have been visualized 
on nascent RNAs by electron microscopy153, and chro-
matin immunoprecipitation studies have shown them 
to be associated with chromatin154–156. One of the most 
fundamental questions in the splicing field is how splice 
sites are recognized with nucleotide precision from 

the vast variety of pre-​mRNA sequences. It has been 
hypothesized that yeasts, which have strong consensus 
splicing motifs in short introns, use intron definition to 
demarcate splice sites (reviewed in ref.157). Mammals, 
however, have more degenerate motifs, and introns 
are generally multiple kilobases in length. These 
introns are therefore hypothesized to be recognized via 
exon definition (reviewed in ref.157). Sequencing of nas-
cent RNA has allowed more precise measurements of 
when and where splicing occurs in comparison with 
transcribing Pol II (reviewed in ref.158).

The most direct study of co-​transcriptional splicing 
was performed in yeasts using single-​molecule intron 
tracking sequencing (SMIT-​seq)159,160. Saccharomyces 
cerevisiae has only 250 intron-​containing genes, most of 
which have only one intron. In SMIT-​seq, total caRNA is 
isolated, and intron-​containing genes are then enriched 
by PCR amplification with primers specific to their first 
exons. With paired-​end sequencing, the position of the 
polymerase is detected with the 3′ read, and the splicing 
status is measured with the 5′ read159. In S. cerevisiae, 
completed splicing was observed once Pol II had trav-
elled 26 nucleotides downstream of the 3′ splice site, 
which is the distance required for the spliceosome to 
access the site, thereby providing strong evidence for 
intron definition159. SMIT-​seq in Schizosaccharomyces 
pombe, which has more introns and more multi-​intronic 
genes161, demonstrated that transcripts that failed to 
splice co-​transcriptionally were not cleaved and poly
adenylated160. This coupling of transcription, splicing 
and polyadenylation suggests that co-​transcriptional 
events are co-​regulated and can influence one another.

SMIT-​seq is not readily adapted to most metazoan 
introns, which are much longer than yeast introns. 
Instead, metazoan co-​transcriptional splicing has mostly 
been investigated with indirect methods such as meta
bolic labelling80,162, caRNA-​seq36,60 and mNET-​seq41,63. 
The exon definition model predicts that splicing would 
be detected only once the subsequent exon had been 
fully transcribed. Experiments using mNET-​seq have 
provided some support for the exon definition model in 
mammals, because spliced transcripts were not detected, 
even for reads in which Pol II had transcribed into an 
exon63. However, long-​read sequencing is needed to 
interrogate the Pol II position with respect to completed 
splicing in mammals. Both mNET-​seq and GRO-​seq 
experiments have demonstrated that Pol II slows down 
at exons, detected as higher Pol II density at exons  
than at introns38,127. The slower rate of elongation sug-
gests that sequence and chromatin features of exons have 
an impact on Pol II progression, and likely contribute 
to the regulation of splicing. Interestingly, caRNA-​seq 
demonstrated that transcripts largely remain associated 
with chromatin until splicing is completed, even when 
those transcripts have already been cleaved and poly
adenylated36,60. Although spliceosome components are 
also present in non-​chromatin regions of nuclei, including  
the nucleoplasm and nuclear speckles, these results 
suggest that proximity to chromatin promotes splicing 
efficiency36,163. Furthermore, sequencing RNAs present 
in the chromatin and in the nucleoplasm demonstrated 
that constitutive introns were spliced almost entirely 

Intron definition
A splicing model in which 
specific sequences that 
demarcate introns are 
sufficient for spliceosomes to 
recognize intron boundaries.

Exon definition
A model by which proteins that 
bind to exons are required for 
the spliceosome to recognize 
sequences that demarcate 
introns.
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co-​transcriptionally, whereas alternative introns were 
often spliced post-​transcriptionally60. Exon definition for 
constitutive exons, which have stronger splice sites than 
alternative exons, therefore occurs efficiently during 
transcription, whereas additional, non-​chromatin fac-
tors may be required for recognizing alternative exons, 
as weak splice sites may take more time to be recognized 
than strong ones.

RNA editing and methylation can occur co-​
transcriptionally. RNA can be edited (reviewed in ref.150) 
and/or modified during and after synthesis. The most 
common modification of RNA is adenosine methy
lation at the N6 position (m6A) (reviewed in ref.151). 
Two studies combined nascent RNA sequencing tech-
niques with immunoprecipitation of m6A and found 
that this methylation occurs rapidly during transcrip-
tion59,164. Both studies also measured the effect on splic-
ing in cells with reduced levels of the m6A methylase 
METTL3; one study found that alternative splicing is not 
affected by m6A in caRNA from mouse embryonic stem 
cells59, whereas the other did detect an m6A depend-
ence on splicing rate as measured in HEK293 cells by 
metabolic labelling164. These results suggest that m6A 
may have different effects on splicing in different cell 
types or that changing the rate of splicing does not have 
discernible impacts on alternative splicing.

During RNA editing, one nucleotide is chemically 
converted into another (reviewed in refs150,165). Both 
GRO-​seq and PRO-​seq show that editing can occur 
very rapidly as differences between RNA sequence and 
the underlying DNA sequence can be detected within 
35 nucleotides of the Pol II exit channel, likely occur-
ring in R-​loops166. The most investigated form of editing, 
adenosine to inosine, has been studied with caRNA-​seq 
and metabolic labelling, and has been shown to affect 
splicing efficiency in both Drosophila167 and humans58. 
More work is needed to determine the timing of 
competing or synergizing co-​transcriptional events.

RNA cleavage precedes transcription termination. 
Directly measuring cleaved and polyadenylated RNAs 
with nascent RNA methods is challenging because the 
polyadenylated transcript is no longer associated with 
Pol II. However, increased Pol II density, caused by 
pausing or slowing down at cleavage and polyadenyl
ation sites, is apparent in GRO-​seq, PRO-​seq, and mNET-​
seq data38,41,42,48,168. Knockdown of the CPSF and CstFS 
cleavage factors results in decreased accumulation of 
Pol II at the cleavage and polyadenylation site, which 
indicates a functional connection between Pol II and 
RNA-​processing factors during co-​transcriptional RNA 
cleavage41 (Fig. 5). Importantly, knocking down cleavage 
factors and 5′–3′ exoribonuclease 2 (XRN2), which con-
tributes to Pol II termination at the end of transcrip-
tion (Fig. 1b), also increases Pol II accumulation near the 
TSS41, suggesting that many transcripts are cleaved at 
an early stage of transcription, likely as part of prema-
ture termination. These prematurely cleaved transcripts 
often use cryptic cleavage sites in the first intron and 
are targeted for degradation by the nuclear exosome169. 
Alternative cleavage and polyadenylation is widespread 

in mammals (reviewed in ref.170); however, we do not yet 
have robust methods for studying the co-​transcriptional 
dynamics of this process.

After cleavage and polyadenylation, Pol II continues 
transcribing for, on average, 8 kb, but it eventually dis-
sociates from DNA and terminates transcription41,47,48 
(reviewed in ref.24). Two models for the mechanism of 
termination have been proposed: allosteric hindrance, 
in which Pol II interacts with other factors that destabi-
lize it; and the torpedo model, in which an exonuclease  
‘torpedo’ chases down Pol II to trigger termination 
(reviewed in ref.24). Termination is slowed on degra-
dation of XRN2, which strongly supports the torpedo 
model168 (Fig. 5). TT-​seq data have been used to identify 
termination sites by capturing the transient RNA down-
stream of polyadenylation sites47. On average, genes have 
four transcription termination sites, and the median ter-
mination window spans 3 kb. These termination sites 
are GC rich, and they overlap with positions where 
Pol II pauses or slows, suggesting that pausing can aid 
termination47. Conversely, termination may be impaired 
during cellular stress, resulting in transcriptional 
readthrough171,172.

eRNAs and microRNAs do not seem to use the same 
cleavage factors as genes. For example, a GRO-​seq study 
showed that eRNAs are cleaved by the Integrator com-
plex173, which also processes non-​polyadenylated small 
nucleolar RNAs174. Primary microRNAs form a hairpin 
as they are transcribed, which is recognized and cleaved 
by the microprocessor complex in the nucleus, leav-
ing a characteristic 3′ overhang (reviewed in ref.175). 
Studies using caRNA-​seq and mNET-​seq found that this 
processing occurs co-​transcriptionally41,176.

Post-​translational modifications
Regulation of transcription complexes by the CTD of 
Pol II. Pol II is a multisubunit protein that is regulated 
by GTFs, positive and negative elongation factors, the 
chromatin environment, and sequence-​specific TFs 
(reviewed in refs9,22 177,178). ChIP–seq and mNET-​seq data 
largely agree on the distribution of Ser2-phosphorylated 
Pol II CTD, the density of which increases towards the 
3′ ends of genes and is greatest at the regions where 
3′-end processing and termination occur41,179,180. 
However, unlike ChIP–seq, mNET-​seq does not detect 
substantial accumulation of Ser5-phosphorylated 
CTDs at promoter-​proximal regions of genes after 
normalization of CTD modification levels to the total 
amount of Pol II41. Moreover, mNET-​seq reported high 
enrichment of Ser5-phosphorylated CTD at exons41,63, 
a finding that has gained support from mass spec-
trometry analyses in yeast181, but has not been detected 
by ChIP–seq (reviewed in ref.10). It is likely that the 
upstream splicing RNA intermediates are closely track-
ing with Ser5-phosphorylated Pol II after the 5′ splice 
site cleavage, thereby enriching mNET-​seq libraries 
with RNAs at those positions41,63. The discrepancies 
between ChIP–seq and mNET-​seq could be caused by 
a number of methodological differences. In essence,  
ChIP–seq detects DNA fragments that are occupied 
by Pol II after formaldehyde-​mediated stabilization of  
protein–protein and protein–DNA interactions, whereas 

R-​loops
Three-​stranded DNA–RNA 
hybrid structures formed, for 
example, by template DNA, 
the complement nascent RNA 
and the non-​template single-​
stranded DNA.
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mNET-​seq captures the RNAs that associate with the  
Pol II–chromatin complex without crosslinking and, 
in the original protocol, without stringent washing41. 
Current mNET-​seq data sets under-​report Pol II that 
occupies the first ~35 nucleotides downstream of the 
TSS, likely as a consequence of size selection during 
library preparation, and this reduces its efficiency for 
reporting paused Pol II complexes at genes and enhanc-
ers41. The differences in the distribution of phosphory
lated Pol II CTD obtained by ChIP–seq and mNET-​seq 
need to be clarified to better understand Pol II regulation 
at initiation, pause release and splicing.

Interplay of Pol II with local chromatin architecture. 
Similarly to the CTD code of Pol II, different chromatin 
modifications are also coupled to transcription. These 
modifications are suggested to both influence tran-
scription and be affected themselves by the progression 
of Pol II and co-​transcriptional processes (reviewed  
in ref.182). For example, histone H3 Lys4 trimethyl
ation (H3K4me3) is thought to increase transcriptional 

activity by maintaining an active chromatin state183,184 
and recruiting chromodomain helicase DNA-​binding 
protein 1 (CHD1). CHD1 is an ATP-​dependent chro-
matin remodeller that, in turn, maintains trimethyl-
ation of H3K36 and H3K4 at transcribed genes, and 
promotes association of splicing factors and transcrip-
tion elongation with the Pol II CTD185. Intriguingly, 
co-​transcriptional splicing of the first exon increases 
the level of H3K4me3 at the promoter186. Furthermore, 
chromatin immunoprecipitation studies indicate that 
the levels of H3K4me3 at promoters inversely corre-
late with the distance to the first exon and decrease on 
inhibition of splicing186. In a GRO-​seq study, the rate of 
Pol II elongation and its degree of acceleration corre-
lated with the length of the first intron127. Introns contain 
histone H3 Lys79 dimethylation (H3K79me2)187 and are 
less nucleosome dense than exons188, and long introns 
may therefore provide Pol II with the opportunity to 
gain full speed127 (reviewed in ref.177). H3K36me3 is 
deposited co-​transcriptionally at genes and is enriched 
in exons189–192 (reviewed in ref.193), where chromatin 
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Fig. 5 | Observing cleavage and polyadenylation in nascent RNA data sets. The 3′ end of a gene is demarcated by 
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immunoprecipitation studies show that it blocks cryptic 
transcriptional initiation in yeast192 (reviewed in ref.177).

The characteristic patterns of histone modifications 
across the genome have been used to predict functions 
of specific regions194. In particular, histone modifica-
tions and DNA accessibility have been widely used to 
distinguish between active enhancers and promoters; the 
presence of histone H3 Lys27 acetylation and the rela-
tive enrichment of monomethylated H3K4 (H3K4me1) 
over H3K4me3 are commonly taken to be indicative 
of enhancer function195. However, recent studies have 
questioned whether histone modifications can be used 
to discern the classes of regulatory elements. A study 
from our laboratory identified TSSs using GRO-​cap 
and categorized transcripts produced from these sites 
as either stable RNAs (that is, mRNAs) or unstable 
RNAs (that is, upstream antisense RNA or eRNA 
(Fig. 1a)) on the basis of cap analysis of gene expression 
data4. The results showed that H3K4me1 and H3K4me3 
are strongly correlated with polymerase occupancy 
at both promoters and distal enhancers. H3K4me1 
was anticorrelated with polymerase density, whereas 
marks traditionally associated with promoters, such 
as acetylation of histone H3 Lys9 and occupancy by 
GTFs, positively correlated with transcription at the 
locus, whether it was predicted to be an enhancer or 
promoter4. Recent work from the Adelman labora-
tory extended these findings by showing that genomic 
sequences that have episomal enhancer activity in self-​
transcribing active regulatory region sequencing (STARR-​seq)196 
have prominent levels of H3K4me3 and transcription 
initiation in vivo as measured by ChIP–seq and Start-​
seq65. Similarly, using PRO-​cap, the Furlong group found 
that bidirectional promoters were more likely to act as 
enhancers, and that certain enhancers could function 
as promoters197. Furthermore, blocking transcription 
using flavopiridol reduces the levels of H3K4me3 at  
enhancers53. These results demonstrate that H3K4me3 
reflects transcriptional activity but may not distin-
guish promoters from enhancers. Taken together, the 
similarities in chromatin state and TF constellation 
at promoters and enhancers suggest that regulatory 
elements may exist along a functional spectrum of 
promoter-​ness and enhancer-​ness whereby the histone 
modifications reflect transcriptional activity rather 
than functionally categorize regulatory elements198,199 
(reviewed in ref.132).

Conclusions and future perspectives
Control of RNA synthesis is critical for defining cell 
types, cellular responses, and organismal functions. 
Current methods can quantify transcribing Pol II com-
plexes at nucleotide resolution with high sensitivity 
across the genome. The resulting genome-​wide profiles 
of nascent RNA synthesis, coupled with high-​resolution 
maps of factor binding, have uncovered mechanisms 
that drive gene transcription via regulatory steps, includ-
ing Pol II recruitment and initiation, promoter-​proximal 
pause release, productive elongation and termination 
(Fig. 1). Despite recent advances, several seminal ques-
tions remain unanswered. Specific factors have been 
implicated in regulating certain steps of transcription, yet 

their detailed mechanistic roles, as well as their interplay 
with cofactors and the transcription machinery, need to 
be uncovered in detail. Moreover, RNA processing steps 
occur co-​transcriptionally, but the timing and intercon-
nections between splicing, RNA modifications and Pol II 
elongation have not been disentangled. Furthermore, a 
fuller understanding of gene regulation requires that 
mechanistic studies of transcription be expanded from 
genes to transcribed distal regulatory elements, such as 
enhancers. How genes and enhancers produce funda-
mentally different transcripts from very similar chroma-
tin architectures, as well as how a promoter establishes 
directionality to encode stable transcripts in only one 
direction, remains incompletely understood. It is also 
unclear how promoters and enhancers each contribute 
to different steps of transcription, such as Pol II recruit-
ment, initiation and release from the promoter-​proximal 
pause. Consequently, how transcription is orchestrated 
in networks of genes and their distal regulatory elements 
remains to be fully elucidated.

Addressing the preceding questions requires contin-
ued and improved use of approaches that monitor the 
mechanisms by which regulatory signals affect RNA 
synthesis, binding dynamics of regulatory factors and 
chromatin architecture. Both existing and new tools are 
needed to rapidly perturb specific functions of targeted 
TFs and features of chromatin in living cells. Existing 
perturbation approaches include rapid degradation of 
TFs (for example, using the degron system, reviewed in 
ref.200) or their inhibition with high-​affinity and high-​
specificity drugs or macromolecules, such as peptides 
or RNA aptamers (reviewed in ref.201). The perturbation-​
triggered changes in Pol II distribution can be instantly 
assessed by nascent RNA methods to provide insights 
into the mechanistic role of each factor before sec-
ondary effects confound the interpretation of results. 
Techniques that use long-​read sequencing and require 
less starting material than existing methods will open 
new avenues for understanding the coordinated execu-
tion of transcription and of co-​transcriptional RNA pro-
cessing. In particular, reducing the amount of required 
starting material will allow transcription regulation to 
be studied and compared in individual cells and cell 
types, including patient-​derived samples and specific 
developmental stages. Indeed, the ability to interrogate 
nascent RNA synthesis in single cells is a prerequisite 
for understanding cellular heterogeneity, stochastic gene 
expression and the regulation of cell responses in multi
cellular model systems, such as tissues and organisms. 
All of these in vivo analyses should be complemented 
by detailed atomic resolution structures of the large 
machines that perform or regulate transcription, includ-
ing Pol II complexes, chromatin remodellers and enhance-
osomes. In this regard, cryogenic electron microscopy is 
already providing precise structures of Pol II and other 
large regulatory machineries. In the future, application 
of cryogenic electron microscopy to complexes in their 
native state will provide critical insights into interac-
tions controlling transcription. Finally, the dynamics of 
transcription need to be tracked in living cells, ideally 
with super-​resolution microscopy methods (reviewed in 
ref.202), to understand the interplay of multiple TFs and 

Cap analysis of gene 
expression
A technique that measures 
RNA expression and maps 
transcription start sites of gene 
promoters. It provides precise 
maps of transcription start 
sites of genes that produce 
long-​lived transcripts.

Self-​transcribing active 
regulatory region 
sequencing (STARR-​seq)
A method that assays 
enhancer activity for millions 
ofcandidate sequences by 
cloning them downstream of 
a reporter gene and upstream 
of a cleavage and 
polyadenylation site 
Functionally active enhancers 
drive expression of RNA 
molecules that contains the 
candidate sequence.

Degron system
A tool for rapidly degrading a 
specific protein in a cell. 
Genome editing is used to tag 
the protein of interest with a 
protein domain that is 
recognized by the E3 ubiquitin 
ligase complex. On addition of 
a small molecule, the tagged 
factor is inducibly degraded by 
the proteasome.

RNA aptamers
Structured RNA molecules 
selected for binding to a factor 
of interest to disrupt its 
functions or interactions.

Super-​resolution 
microscopy
A collective term for light 
microscopy techniques that 
provide higher resolution 
(<200 nm) than imposed 
by the diffraction limit of 
visible light.
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elongation factors at enhancers and promoters, and to 
clarify how transcription is orchestrated in vivo.

Over the past decade, the nascent RNA technologies 
have provided great insights to the mechanisms of tran-
scription regulation and have delineated gene expres-
sion networks in many cell types. Moving forward, these 

methods — or new and/or improved versions of them 
— will bring us closer to answering the critical ques-
tions described above, and the resulting knowledge will 
inspire new research directions.
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