CHAPTER

Synthesis

One of the best uses of VHDL today is to synthesize ASIC
and FPGA devices. This chapter and the next focus on
how to write VHDL for synthesis.

Synthesis is an automatic method of converting a higher
level of abstraction to a lower level of abstraction. There
are several synthesis tools available currently, including
commercial as well as university-developed tools. In this
discussion, the examples use the commercially available
Exemplar Logic Leonardo Sectrum synthesis tool.

The current synthesis tools available today convert
Register Transfer Level (RTL) descriptions to gate level
netlists. These gate level netlists consist of interconnected
gate level macro cells. Models for the gate level cells are
contained in technology libraries for each type of technology
supported.




232

Figure 9-1
Gate Level Netlist
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These gate level netlists currently can be optimized for area, speed,
testability, and so on. The synthesis process is shown in Figure 9-1.

The inputs to the synthesis process are an RTL (Register Transfer
Level) VHDL description, circuit constraints and attributes for the design,
and a technology library. The synthesis process produces an optimized gate
level netlist from all of these inputs. In the next few sections, each of these
inputs is described, and we discuss the synthesis process in more detail.

Register Transfer Level
Description

A register transfer level description is characterized by a style that spec-
ifies all of the registers in a design, and the combinational logic between.
This is shown by the register and cloud diagram in Figure 9-2. The reg-
isters are described either explicitly through component instantiation or
implicitly through inference. The registers are shown as the rectangular
objects connected to the clock signal. The combinational logic is described
by logical equations, sequential control statements (CASE, IF then ELSE,
and so on), subprograms, or through concurrent statements, which are
represented by the cloud objects between registers.
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RTL descriptions are used for synchronous designs and describe the
clock-by-clock behavior of the design. Following is an example of an RTL
description that uses component instantiation:

ENTITY datadelay IS

PORT( clk, din, en : IN BIT;
dout : OUT BIT);

END datadelay;

ARCHITECTURE synthesis OF datadelay IS
COMPONENT dff
PORT (clk, din : IN BIT;
g,gb : OUT BIT);
END COMPONENT;
SIGNAL gl, g2, gbl, gb2 : BIT;
BEGIN

rl : dff PORT MAP(clk, din, gl, gbl);
r2 : dff PORT MAP(clk, gl, g2, gb2);

dout <= gl WHEN en = ‘1’ ELSE
qaz2;

END synthesis;

This example is the circuit for a selectable data delay circuit. The
circuit delays the input signal din by 1 or 2 clocks depending on the value
of en. If en is a 1, then input din is delayed by 1 clock. If en is a 0, input
din is delayed by 2 clocks.

Figure 9-3 shows a schematic representation of this circuit. The clock
signal connects to the c1k input of both flip-flops, while the din signal
connects only to the first flip-flop. The q output of the first flip-flop is then
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connected to the d input of the next flip-flop. The selected signal assign-
ment to signal dout forms a mux operation that selects between the two
flip-flop outputs.

This example could be rewritten as follows using register inference:

ENTITY datadelay IS
PORT( clk, din, en : IN BIT;
dout : OUT BIT);
END datadelay;

ARCHITECTURE inference OF datadelay IS
SIGNAL gl, g2 : BIT;

BEGIN

reg proc: PROCESS

BEGIN

WAIT UNTIL clk’EVENT and clk = ‘1’;

gl <= din;
g2 <= ql;

END PROCESS;

dout <= gl WHEN en = ‘1’ ELSE
q2;
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END inference;

In the first version, the registers are instantiated using component
instantiation statements that instantiate r1 and r2.

In this version, the dff components are not instantiated, but are
inferred through the synthesis process. Register inference is discussed
more in Chapter 10, “VHDL Synthesis.” Process reg proc has a waIiT
statement that is triggered by positive edges on the clock. When the warT
statement is triggered, signal q1 is assigned the value of din, and q2 is
assigned the previous value of qi. This, in effect, creates two flip-flops.
One flip-flop for signal q1, and the other for signal q2.

This is a register transfer level description because registers r1 and r2
from the first version form the registers, and the conditional signal
assignment for port dout forms the combinational logic between registers.
In the second version, the inferred registers form the register description,
while the conditional signal assignment still forms the combinational logic.

The advantage of the second description is that it is technology indepen-
dent. In the first description, actual flip-flop elements from the technol-
ogy library were instantiated, thereby making the description technology de-
pendent. If the designer should decide to change technologies, all of the
instances of the flip-flops would need to be changed to the flip-flops from
the new technology. In the second version of the design, the
designer did not specify particular technology library components, and the
synthesis tools are free to select flip-flops from whatever technology
library the designer is currently using, as long as these flip-flops match
the functionality required.

After synthesis, both of these descriptions produce a gate level descrip-
tion, as shown in Figure 9-4.

Notice that the gate level description has two registers (FDSR1) with
mux (Mux21S) logic controlling the output signal from each register. De-
pending on the technology library selected and the constraints, the mux
logic varies widely from and-or-invert gates to instantiated 2-input
multiplexers.

Following is the netlist generated by the Exemplar Logic Leonardo
Spectrum synthesis tool for the same design:

-- Definition of datadelay
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library IEEE, EXEMPLAR;
use IEEE.STD LOGIC 1164.all;
use EXEMPLAR.EXEMPLAR 1164.all;

entity datadelay is
port (
clk : IN std logic ;
din : IN std logic ;
en : IN std logic ;
dout : OUT std logic) ;
end datadelay ;

architecture inference of datadelay is
component FDSR1
port (
Q : OUT std logic ;
D : IN std logic ;
CP : IN std logic) ;
end component ;
component MU21S

port (
Z : OUT std logic ;
A : IN std logic ;
B : IN std logic ;
S : IN std logic) ;

end component ;
signal g2, qgl: std logic ;

begin
g2 XMPLR : FDSR1 port map ( Q=>gq2, D=>ql, CP=>clk);
gl XMPLR : FDSR1l port map ( Q=>gl, D=>din, CP=>clk);
dout XMPLR XMPLR : MU21S port map ( Z=>dout, A=>g2, B=>ql,
S=>en) ;
end inference ;
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The netlist matches the gate level generated schematic. The netlist con-
tains two instantiated flip-flops (FDsR1) and one instantiated 2-input mul-
tiplexer (Mux218).

This very simple example shows how RTL synthesis can be used to
create technology-specific implementations from technology-independent
VHDL descriptions. In the next few sections, we examine much more com-
plex examples. But first, let’s look at some of the ways to control how the
synthesized design is created.

Constraints

Constraints are used to control the output of the optimization and map-
ping process. They provide goals that the optimization and mapping
processes try to meet and control the structural implementation of the
design. They represent part of the physical environment that the design
has to interface with. The constraints available in synthesis tools today
include area, timing, power, and testability constraints. In the future, we
will probably see packaging constraints, layout constraints, and so on.
Today, the most common constraints in use are timing constraints.

A block diagram of a design with some possible constraints is shown in
Figure 9-5. Again, the design is shown using the cloud notation. The com-
binational logic between registers is represented as clouds, with wires
going in and out representing the interconnection to the registers.
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There are a number of constraints shown on the diagram including
required time constraints, late arrival constraints, and clock cycle con-
straints.

Required time constraints specify the latest time that a signal can occur.
Clock constraints are used to specify the operating frequency of the clock.
From the clock constraint, required time constraints of each signal feeding
a clocked register can be calculated. Each of these constraints is further
described in the next sections.

Timing Constraints

Typical uses for timing constraints are to specify maximum delays for
particular paths in a design. For instance, a typical timing constraint is
the required time for an output port. The timing constraint guides the
optimization and mapping to produce a netlist that meets the timing
constraint. Meeting timing is usually one of the most difficult tasks when
designing an ASIC or FPGA using synthesis tools. There may be no design
that meets the timing constraints specified. A typical delay constraint in
Leonardo synthesis format is shown here:

set attribute -port data out -name required time -value 25

This constraint specifies that the maximum delay for signal data out
should be less than or equal to 25 library units. A library unit can be
whatever the library designer used when describing the technology from
a synthesis point of view. Typically, it is nanoseconds, but can be picoseconds
or some other time measurement depending on the technology.

Clock Constraints

One method to constrain a design is to add a required time constraint
to every flip-flop input with the value of a clock cycle. The resulting
design would be optimized to meet the one clock cycle timing constraint.
An easier method, however, is to add a clock constraint to the design. A
clock constraint effectively adds an input required time constraint to
every flip-flop data input. An example clock constraint is shown here:

set_attribute -port clk -name clock cycle -value 25
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This example sets a clock cycle constraint on port c1k with a value of
25 library units.

Some synthesis tools (such as Exemplar Logic Leonardo) do a static
timing analysis to calculate the delay for each of the nodes in the design. The
static timing analyzer uses a timing model for each element connected in
the netlist. The timing analyzer calculates the worst and best case timing
for each node by adding the contribution of each cell that it traverses.

The circuit is checked to see if all delay constraints have been met. If
so, the optimization and mapping process is done; otherwise, alternate
optimization strategies may be applied—such as adding more parallelism
or more buffered outputs to the slow paths—and the timing analysis is
executed again. More detail about the typical timing analysis is discussed
later in the section “Technology Libraries.”

Attributes

Attributes are used to specify the design environment. For instance,
attributes specify the loading that output devices have to drive, the drive
capability of devices driving the design, and timing of input signals. All
of this information is taken into account by the static timing analyzer to
calculate the timing through the circuit paths. A cloud diagram showing
attributes is shown in Figure 9-6.
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Load

Each output can specify a drive capability that determines how many
loads can be driven within a particular time. Each input can have a load
value specified that determines how much it will slow a particular driver.
Signals that are arriving later than the clock can have an attribute that
specifies this fact.

The Load attribute specifies how much capacitive load exists on a
particular output signal. This load value is specified in the units of the
technology library in terms of pico-farads, or standard loads, and so on.
For instance, the timing analyzer calculates a long delay for a weak driver
and a large capacitive load, and a short delay for a strong driver and a
small load. An example of a load specification in Leonardo synthesis format
is shown here:

set attribute -port xbus -name input load -value 5

This attribute specifies that signal xbus will load the driver of this
signal with 5 library units of load.

Drive

The prive attribute specifies the resistance of the driver, which controls
how much current it can source. This attribute also is specified in the units
of the technology library. The larger a driver is the faster a particular path
will be, but a larger driver takes more area, so the designer needs to trade
off speed and area for the best possible implementation. An example of a
drive specification in Leonardo synthesis format is shown here:

set attribute -port ybus -name output drive -value 2.7

This attribute specifies that signal ybus has 2.7 library units of drive
capability.

Arrival Time

Some synthesis tools (such as Exemplar Logic Leonardo) use a static
timing analyzer during the synthesis process to check that the logic being
created matches the timing constraints the user has specified. Setting the
arrival time on a particular node specifies to the static timing analyzer
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when a particular signal will occur at a node. This is especially important
for late arriving signals. Late arriving signals drive inputs to the current
block at a later time, but the results of the current block still must meet
its own timing constraints on its outputs. Therefore, the path to the output
of the late arriving input must be faster than any other inputs, or the
timing constraints of the current block cannot be met.

Technology Libraries

Technology libraries hold all of the information necessary for a synthesis
tool to create a netlist for a design based on the desired logical behavior,
and constraints on the design. Technology libraries contain all of the
information that allows the synthesis process to make the correct choices
to build a design. Technology libraries contain not only the logical func-
tion of an ASIC cell, but the area of the cell, the input to output timing of
the cell, any constraints on fanout of the cell, and the timing checks that
are required for the cell. Other information stored in the technology
library may be the graphical symbol of the cell for use in schematics.

Following is an example technology library description of a 2-input
AND gate written in Synopsys .lib format:

library (xyz) {
cell (and2) {

area : 5;

pin (al, a2) {
direction : input;
capacitance : 1;

pin (ol) {
direction : output;

function : “al * a2”;
timing () {

intrinsic rise : 0.37;
intrinsic_fall : 0.56;
rise resistance : 0.1234;

fall resistance : 0.4567;
related pin : “al a2”;
}
}

}

}

This technology library describes a library named xyz with one library
cell contained in it. The cell is named and2 and has two input pins a1 and
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a2 and one output pin ol1. The cell requires 5 units of area, and the input
pins have 1 unit of loading capacitance to the driver driving them. The
intrinsic rise and fall delays listed with pin o1 specify the delay to the
output with no loading. The timing analyzer uses the intrinsic delays plus
the rise and fall resistance with the output loading to calculate the delay
through a particular gate. Notice that the function of pin o1 is listed as
the aND of pins a1 and a2. Also, notice that pin o1 is related to pins a1 and
a2 in that the timing delay through the device is calculated from pins a1
and a2 to pin ol.

Most synthesis tools have fairly complicated delay models to calculate
timing through an ASIC cell. These models include not only intrinsic rise
and fall time, but output loading, input slope delay, and estimated wire
delay. A diagram illustrating this is shown in Figure 9-7.

The total delay from gate Al to gate C1 is:

intrinsic delay + loading delay + wire delay + slope delay

The intrinsic delay is the delay of the gate without any loading. The
loading delay is the delay due to the input capacitance of the gate being
driven. The wire delay is an estimated delay used to model the delay
through a typical wire used to connect cells together. It can be a statistical
model of the wire delays usually based on the size of the chip die. Given
a particular die size, the wire loading effect can be calculated and added
to the overall delay. The final component in the delay equation is the
extra delay needed to handle the case of slowly rising input signals due
to heavy loading or light drive.
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In the preceding technology library, the intrinsic delays are given in the
cell description. The loading delay is calculated based on the load applied
to the output pin o1 and the resistance values in the cell description. The
value calculated for the wire delay depends on the die size selected by the
user. Selecting a wire model scales the delay values. Finally, the input
slope delay is calculated by the size of the driver, in this example, A1, and
the capacitance of the gate being driven. The capacitance of the gate
being driven is in the technology library description.

Technology libraries can also contain data about how to scale delay
information with respect to process parameters and operating conditions.
Operating conditions are the device operating temperature and power
supply voltage applied to the device.

Synthesis

To convert the RTL description to gates, three steps typically occur. First,
the RTL description is translated to an unoptimized boolean description
usually consisting of primitive gates such as anDp and or gates, flip-flops,
and latches. This is a functionally correct but completely unoptimized
description. Next, boolean optimization algorithms are executed on this
boolean equivalent description to produce an optimized boolean equivalent
description. Finally, this optimized boolean equivalent description is
mapped to actual logic gates by making use of a technology library of the
target process. This is shown in Figure 9-8.

Translation

The translation from RTL description to boolean equivalent description
is usually not user controllable. The intermediate form that is generated
is usually a format that is optimized for a particular tool and may not
even be viewable by the user.

All 1F, casg, and LoopP statements, conditional signal assignments, and
selected signal assignment statements are converted to their boolean
equivalent in this intermediate form. Flip-flops and latches can either be
instantiated or inferred; both cases produce the same flip-flop or latch
entry in the intermediate description.
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Figure 9-8
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The optimization process takes an unoptimized boolean description and
converts it to an optimized boolean description. In many designers’ eyes,
this is where the real work of synthesis gets done. The optimization
process uses a number of algorithms and rules to convert the unoptimized
boolean description to an optimized one. One technique is to convert the
unoptimized boolean description to a very low-level description (a pla
format), optimize that description (using pla optimization techniques),
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and then try to reduce the logic generated by sharing common terms (in-
troducing intermediate variables).

Flattening

The process of converting the unoptimized boolean description to a pla
format is known as flattening, because it creates a flat signal represen-
tation of only two levels: an aND level and an or level. The idea is to get
the unoptimized boolean description into a format in which optimization
algorithms can be used to optimize the logic. A pla structure is a very easy
description in which to perform boolean optimization, because it has a
simple structure and the algorithms are well known. An example of a
boolean description is shown here:

Original equations

a = b and c;
b = x or (y and z);
c = q or w;

This description shows an output a that has three equations describing
its function. These equations use two intermediate variables b and c to
hold temporary values which are then used to calculate the final value
for a. These equations describe a particular structure of the design that
contains two intermediate nodes or signals, b and c. The flattening
process removes these intermediate nodes to produce a completely flat
design, with no intermediate nodes. For example, after removing inter-
mediate variables:

a = (x and q) or (g and y and z) or (w and x) or (w and y
and z);

This second description is the boolean equivalent of the first, but it has
no intermediate nodes. This design contains only two levels of logic gates:
an AND plane and an orR plane. This should result in a very fast design
because there are very few logic levels from the input to the output. In
fact, the design is usually very fast. There are, however, a number of prob-
lems with this type of design.

First, this type of design can actually be slower than one that has more
logic levels. The reason is that this type of design can have a tremendous
fanout loading on the input signals because inputs fan out to every term.
Second, this type of design can be very large, because there is no sharing
between terms. Every term has to calculate its own functionality. Also,
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there are a number of circuits that are difficult to flatten, because the
number of terms created is extremely large. An equation that only con-
tains AND functions produces one term. A function that contains a large
xoR function can produce hundreds or even thousands of terms. A 2-input
XOR has the terms A and (not B) or B and (not a).An N-input xor has
2** (N-1) terms. For instance, a 16-input xor has 32,768 terms and a 32-
bit xor has over 2 billion terms. Clearly, designs with these types of func-
tions cannot be flattened.

Flattening gets rid of all of the implied structure of design whether it
is good or not. Flattening works best with small pieces of random control
logic that the designer wants to minimize. Used in conjunction with struc-
turing, a minimal logic description can be generated.

Usually, the designer wants a design that is nearly as fast as the flat-
tened design, but is much smaller in area. To reduce the fanout of the
input pins, terms are shared. Some synthesis vendors call this process
structuring or factoring.

Factoring

Factoring is the process of adding intermediate terms to add structure to a
description. It is the opposite of the flattening process. Factoring is usually
desirable because, as was mentioned in the last section, flattened designs
are usually very big and may be slower than a factored design because of
the amount of fanouts generated. Following is a design before factoring:

b4
Y

a and b or a and d;
Z or b or d;

After factoring the common term, (b or d), is factored out to a separate
intermediate node. The results are shown here:

X = a and q;
Yy = z or q;
g = b or 4;

Factoring usually produces a better design but can be very design-
dependent. Adding structure adds levels of logic between the inputs and
outputs. Adding levels of logic adds more delay. The net result is a smaller
design, but a slower design. Typically, the designer wants a design that is
nearly as fast as the flattened design if it was driven by large drivers, but
as small as the completely factored design. The ideal case is one in which
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the critical path was flattened for speed and the rest of the design was
factored for small area and low fanout.

After the design has been optimized at the boolean level, it can be
mapped to the gate functions in a technology library.

Mapping to Gates

The mapping process takes the logically optimized boolean description
created by the optimization step and uses the logical and timing infor-
mation from a technology library to build a netlist. This netlist is targeted
to the user’s needs for area and speed. There are a number of possible
netlists that are functionally the same but vary widely in speed and area.
Some netlists are very fast but take a lot of library cells to implement, and
others take a small number of library cells to implement but are very slow.

To illustrate this point, let’s look at a couple of netlists that implement
the same functionality. Following is the VHDL description:

LIBRARY IEEE;

USE IEEE.std logic 1164.ALL;

USE IEEE.std logic unsigned.ALL;

ENTITY adder IS

PORT( a,b : IN std logic_ vector (7 DOWNTO 0);

¢ : OUT std logic vector (7 DOWNTO 0)
)i

END adder;

ARCHITECTURE test OF adder IS
BEGIN

c <= a + b;
END test;

Both of the examples implement an 8-bit adder, but the first imple-
mentation is a small but slower design, and the second is a bigger but fast
design. The small but slower design is an 8-bit ripple carry adder shown
in Figure 9-9. The bigger but faster design is an 8-bit lookahead adder
shown in Figure 9-10.

Both of these netlists implement the same function, an 8-bit adder. The
ripple carry adder takes less cells to implement but is a slower design
because it has more logic levels. The lookahead adder takes more cells to
implement but is a faster design because more of the boolean operations are
calculated in parallel. The additional logic to calculate the functionality
in parallel adds extra logic to the design making the design bigger.
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Smaller but Slower 8-Bit Ripple Carry Adder.
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In most synthesis tools, the designer has control over which type of
adder is selected through the use of constraints. If the designer wants to
constrain the design to a very small area and doesn’t need the fastest
possible speed, then the ripple carry adder probably works. If the designer
wants the design to be as fast as possible and doesn’t care as much about
how big the design gets, then the lookahead adder is the one to select.

The mapping process takes as input the optimized boolean description,
the technology library, and the user constraints, and generates an opti-
mized netlist built entirely from cells in the technology library. During the
mapping process, cells are inserted that implement the boolean function
from the optimized boolean description. These cells are then locally opti-
mized to meet speed and area requirements. As a final step, the synthesis
tool has to make sure that the output does not violate any of the rules of
the technology being used to implement the design, such as the maximum
number of fanouts a particular cell can have.

In this chapter, we discussed some of the basic principles of the synthesis
process. In the next chapter, we take a closer look at how to write models
that can be synthesized.





