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The empirical and conceptual relationships between Earth surface processes and global changes are very
complex. The concept that “the present is the key of the future” implies that we know enough the present to
be able to extend our knowledge forward to focus on the future. Field and remote observations on the
present-day Earth surface processes represent the methodological instruments for the forecasting. At the end
of the 1980s, the scientific community predicted a significant increase of global warming followed by changes
in the trends of related surface processes. Some processes, such as the Arctic and Antarctic snow melting are
now accelerating and even irreversible; thus these trends show that we are now in an ‘out of scale’ discontinuity
moment. Present-day measures and observations could be scarcely significant and may add uncertainty in the
prediction of future trends. The ‘out-of-scale’ trend raises a fundamental question regarding the present, since
it may provide a new angle of thought for contemporary theoretical approaches. The need for reducing the un-
certainty in the trends of future processes requires a deep rethinking of the current paradigms in order to consid-
er also the ‘out of scale‘ trends.
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1. Introduction

The relationship between Earth’s surface processes and global
changes resulting from climatic fluctuations, tectonics and human im-
pact’s represents one of the most interesting aims of earth scientists
(Rice and Macklin, 2008; Commitee on Challenges and Opportunities
in Earth Surface Processes, 2010). Human-driven changes, in particular,
are increasing the overall impact on the Earth System, which currently
seems operating in a no-analogue state. This means that it is moving
outside the range of ‘natural variability’ and works in different modes
from previous geologic time periods (Kerr, 2013). ‘Natural variability’
refers to data recorded at least in the recent and better known geologi-
cal past (Slaymaker, 2009). The proxy records vary from a few decades
for instrumental observations up to several hundreds of thousands of
years for some proxies, such as the amount of CO2 in the atmosphere
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(Petit et al., 1999). According to theApril 2014 readings fromMauna Loa
Laboratory, the CO2 amount is now exceeding 400 ppm, which is about
twice as much as the levels evaluated for the last 800 kyrs of the Earth’s
history (Epica Community Members, 2004). Similarly, the frequency of
out-of-scale processes, such as El Niño and other extreme events (Cai
et al., 2014) and Antarctic accelerated snow-melting (Abram et al.,
2013), is increasing. Lenaerts et al. (2013), Mouginot et al. (2014) and
Rignot et al. (2014) even report fast and irreversible icemelting respec-
tively in the Canadian Arctic Archipelago and in West Antarctica.
Kundzewicz et al. (2012) suggested an emergence of a positive statisti-
cal trend in the severity and magnitude of large floods. A clear example
is provided by the catastrophic rains and resulting floods that occurred
during thewinter of 2013-2014 in the southern part of UK, aswell as the
2014 spring flooding in the Balkan Peninsula: in both these cases, the
water levels exceeded or approached themaximumvalues of thehistor-
ical records. These signs could indicate that, whilst some processes are
at the ‘tipping point’ (Lenton, 2013; Lenton and Ciscar, 2013), others
could be close to the their thresholds. These trends, may override any
capability of self-regulation, as in the case of rising sea levels and the
resulting erosion of low-lying coastal environments. Lenton and
Williams (2013) recognised that human activities could trigger such a
global event, but, as suggested by Hughes et al. (2013), there is a lacking
of knowledge regarding the propagation of regime shifts and the global-
isation of local tipping points.

The possibility of understanding the evolution of past landforms or
predicting future events is based mainly on the assumption that the ac-
tual state is the ‘normal’ state, that current observations of systems are
accurate enough for understanding their functional relations, and,
moreover, that presently observed relations do not change with time
(von Elverfeldt, 2012). This assumption represents one of the crucial
principles of the geological and geomorphological studies, and is rooted
in the uniformitarianism (Hooykaas, 1963; Gould, 1965), which sup-
ports the uniformity of rates in the past processes acting upon Earth
today (Lyell, 1830). The main problem for geomorphologists is that
they usually do not have enough time to observe how landscapes
evolve, so it may be complicated to understand how observations of
present-day surface processes made over a period of a few months or
years may be related to longer-term landscape evolution (Paine, 1985).

Until a few decades ago, geomorphologists weremainly involvedwith
explaining past processes and past evolutions of forms. Thornes and
Brunsden (1977) noted that little has been said about forecasting in geo-
morphology, even though it is closely linked with geomorphological sys-
tems analysis. Favouring the retrospective rather than the prospective
view in geomorphology has meant that little work has been done in this
area. Despite the fact that climate change is the biggest challenge facing fu-
ture landscapes, geomorphologists have played a surprisingly small part in
the issue compared to other similar field-based experts such as climatolo-
gists, oceanographers, and ecologists (Goudie andViles, 2010; Lane, 2013).
On the contrary, assessments of the potential effects of future climate
change on runoff, sea level change, etc., are crucial for the land managers
and decision makers (Slaymaker, 2009; Church, 2010; Goudie and Viles,
2010; Gregory, 2010). The need to adapt to climate change and increasing
temperatures (Meehl et al., 2009), and to know the trajectories of land-
scape evolution, has raised concerns among policy and decision-makers
regarding short-term or decadal time scales. Earth sciences are now seen
as ‘applied instruments’ for improving predictions and creating more ef-
fective environmental management (von Elverfeldt, 2012).

This paper revisits themetaphorical question ofwhether the present
can be considered as the key to the future; it also reviews the funda-
mental paradigms that lie at the base of the knowledge of earth sciences.
The paper is framed by these epistemological concepts, following the
debates in geomorphology and neighbouring sciences and their related
literatures. The concept of time and its related entities, namely past,
present, and future, will be discussed in detail. The figurative signifi-
cance of the term ‘key’, in terms of present and future knowledge and
explanation, will also be explored.
We aim to stimulate the discussion on the use and significance of
current observational data, for the near future forecasting of Earth’s sur-
face processes, at the ‘human-scale’ level. An important point iswhether
current out-of-scale processes offer useful input for predicting the fu-
ture. At the end of the paper, some considerations about the growing
uncertainties and the hidden challenges that modern geomorphologists
have to face are presented.

2. The concept of time

Most of the vital problems of philosophy depend on the solution of the
problems of time and space and their mutual relationship (Alexander,
1920). The definition of the relationship between time entities is complex
both for ontological reasons, related to their a priori existence, and for in-
strumental reasons, related to their logical boundaries. However, a con-
ceptual definition of the time and the relationship between time entities
is that the past, the present, the future, and their relationship with space
are fundamental to our discussion. The concept of time pervades all fields
of Earth Sciences, from themost precise observation of a localised process
to the global scale (Millar, 2013). Rhoads and Thorn (1993) suggested
that geomorphology is a science mainly centred on the concept of time
because time-scales are fundamental for the nature of geomorphic in-
vestigations. In fact, time and space define the fence of development of
Earth's surface processes.

Augustine calls time a distention of the mind with which we simul-
taneously grasp the past by memory, the present by attention, and the
future by expectation—Confessions 11.26. The topology of time assumes
that it consists of a dimension in which events can be ordered from the
past through the present into the future, following a single, non-
branching, and continuous line (Zalta et al., 2013): the so-called ‘time
arrow’. The time is considered to possess the property of intrinsic direc-
tion, and, in the macroscopic sense, to be irreversible; on the contrary,
the space can be considered multidirectional.

Events begin, endure, and end, and are fixed in their position relative
to preceding and succeeding events, meaning the system cannot change
past values in its feedback controls (Thornes and Brunsden, 1977). Fo-
cusing on the transitory and directed nature of time allows us to under-
stand processes and their properties such as the rates of operation,
direction, duration, memories of preceding events. Natural phenomena
can occur as discrete or isolated events, or else they can be affected ei-
ther by continuity or fluctuations, or be sequential. Compared to the
human time-scale, phenomena can be considered slow-changing, such
as sea level changes, isostatic rebound, etc., or dynamic, such as unidi-
rectional or cyclical phenomena. A process can be reversible, such as
steady state systems, or irreversible, such as landslide processes. In
any case, if timemoves forward and what has passed is lost, the system
cannot anticipate the state of the system ahead of the present time
(Thornes and Brunsden, 1977).

Originally, time in geoscience was related to the chronologers' quest
to find the age of the Earth (Jackson, 2006), which has gradually
increased from a few thousands to more than four billion years. Thus,
time has increased in its importance to understanding the history of
landscape evolution and the relationship between time and surface pro-
cesses. This importance has also increased because of the interaction of
processes at multiple scales (Cullingford et al., 1980; Thorn, 1988;
Schumm, 1991; Starkel, 1999; Millar, 2013). The relationship between
present-day and future process trends is vital to planning and engineer-
ing (Goudie and Viles, 2010). In the following sections we will define
the time entities (past, present, future) and their relationships inside
the ‘time arrow’.

2.1. Past

‘Past’ is a term roughly used to indicate all the events that occurred
before a given instant in time. The concept of the past is derived from
the linear way in which humans experience time, and is accessed
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through memory and recollection (Sutton, 2012). Oxford Dictionaries
(2014) suggests more definitions that deny the present-day existence
of the past, in particular: (1) gone by in time and no longer existing,
(2) belonging to a former time, and (3) expressing and action that
have happened or a state that previously existed. The first two describe
something that no longer exists, while the latter concerns an ended ac-
tion. Explaining the past of the Earth is one of themain goals of the earth
sciences. The heritage of the past represents the raw material of the
studies in geoscience. Baker (2007) suggested looking into the past, for-
getting physical laws but focusing on the signs left by past processes,
since they could be different from present-day processes. Most future
predictions are conducted with complex numerical models, but these
models cannot be tested for scenarios outside of the modern times
without the use of past climate data (Lunt et al., 2013). Past processes
can completely disappear, leaving their forms as palimpsestswith no re-
lation to the present (Bloom, 2002), but they can persist into the pres-
ent. Active long-lasting processes inside the Earth's systems are the
result of the persistence of the processes, while landforms are the result
of the present-day persistence of the forms. In other cases, a form can
currently persist without the process that generated it, such as marine
uplifted terraces, fluvial terraces, etc. (Huggett, 2011). Regarding the
human-related history of the Earth, researchers have recorded the
past via studies of natural remains or their interactions with human-
made remains and activities (Trimble, 2008).

Also fundamental is the role of history and contingency in earth sci-
ences (Schumm, 1985; Baker, 1999; Hargreaves and Annan, 2002;
Phillips, 2007; Inkpen and Turner, 2012). The use of palaeo-data pro-
vides useful indications of the past to give clues at different time-
scales, such as earlier civilisations or historical scale impacts (Trimble,
2008). This approach can be used to trace human-induced changes
and to distinguish them from those occurring naturally. Moreover,
past observations of proxies can help to predict the human contribution
to future climate change (Hegerl and Stott, 2014) and to future impacts
of climate change on Earth's surface processes.

Another commonly used approach in earth sciences is ‘analogy’
(Garner, 1967; Goudie and Viles, 2010; Baker, 2012). Analogues are
used also for the comparison of extreme events (Kundzewicz et al.,
2005), while no-analogues are used to study regions where current cli-
mates are no longer to be present in the future (Williams et al., 2007).
The role of analogy is fundamental in the formulation of hypotheses
which mainly rely on the logic of consistency, coherence, and consil-
ience typical of historical sciences (Baker, 2012).

2.2. Present, or now

A serious epistemological debate on the present has been little
discussed in earth sciences, though it could be important nowadays.
When the term ‘present’ does not start from an agreement, such as
the radiocarbon ages before present (BP) referred to as AD 1950, the
philosophical definition of the present is very complex. It is, in fact, re-
lated to events perceived directly and for the first time, not as a recollec-
tion (past) or a speculation (future). Mead (1932) suggested that the
present is the seat of reality, since the past and the future that appear
in the present are merely the thresholds of an infinitesimal time win-
dow of an unbounded extension, i.e., an insignificant element that re-
duces the world into an instant. Therefore, the quantification of ‘now’

is a matter of uncertainty because the boundaries between past and fu-
ture are barely defined. This definition is particularly interesting for geo-
scientists because the boundary of the present, usually defined in earth
science research, recalls the concept of reality: the ‘reality’ used to infer
the past or the future of the Earth. In other words, the reality is the
knowledge and data we have available to model the Earth system,
which begins in the present. A complicating factor is that, whilst a
given observer would describe ‘the present’ as a spatial structure with
a zero-length time lapse, other observers would associate both time
and space with this structure and therefore would either disagree on
what constitutes “the present”, or consider the present to be ‘local’
(Power, 2009).

The present can be defined using a functional definition that recog-
nises the present as a time lapse during which we have a uniform set
of data in order to address a geological reasoning and ‘understand’ the
past or the future. The present is related to the observability of the
Earth's surface processes. Observability itself introduces the aforemen-
tioned absolute time-scale of the human observation. The time-scale
may change over the course of a century, such as for aerial photographs
or sea level data, or over several millennia, such as for historical records
(Haff, 1996). The capability of observing andmeasuring processes creat-
ing change and the resultant changes provides the opportunities for
testing short-termpredictions (Wilcock and Iverson, 2003). Froma geo-
logical point of view, the present can be referred to as the so-called
Anthropocene (Crutzen and Stoermer, 2000) because the human influ-
ence on the global environmental changes has become so significant
that this term widely has been used by the earth science community
since the 1980s (Steffen et al., 2011; Smith and Melinda, 2013).

2.3. Future and changes

The future involves events that will or are likely to happen in the
time to come. The future iswhatwill happen after the present. Its arrival
is considered inevitable due to the existence of the ‘time arrow’ and the
laws of physics. Due to the apparent nature of reality and the
unavoidability of the future, everything that currently exists or will
exist can be categorised as permanent, meaning that it will exist for
the whole of the future. The future in earth sciences is related to fore-
casting and prediction. Since human activities are increasingly compa-
rable to natural forces, the prediction of their future impacts on Earth's
surface will assume increasing importance than they did in the past
(Haff, 2003).

In the Fifth Assessment Report, the Intergovernmental Panel on Cli-
mate Change (IPCC) highlighted that it is ‘extremely likely’ that more
than half of the observed increases in the average global surface temper-
ature from 1951 to 2010 were caused by the anthropogenic increase in
greenhouse gas concentrations and other forcings (Bindoff et al., 2013).
Pretis and Allen (2013) observed that past changes in the rate of
warming could be reasonably attributed to human influences. The
close relationship between human activities and Earth processes drives
different social approaches to the future, such as the knowledge and the
governability of future landscapes (J. Anderson, 2008).

As previously highlighted, climate change is only one driver of land-
scape change, so the challenge to future landscapesmight bemore com-
plex than commonly thought, since climatic change affects landscapes
while landscape changes affect climatic change (Goudie and Viles,
2010).

3. The key: knowledge and explanation as the link between the past
and the future

The relationship between present and future is an important issue
explored by this paper. The etymology of the word ‘key’ is derived
from the Latin verb claudere (to close). The figurative meaning of key
is ‘a thing that provides a means of achieving or understanding some-
thing’, or that ‘involves something that serves to explain or that affords
a means of access to achieve a particular purpose or a point of view’,
but also ‘a means of access, control, or possession’, or something ‘of
crucial importance or significance’ or ‘a vital, crucial element’ (Oxford
Dictionaries, 2014).

Any study about the future should consider a theory of knowledge
and explanation. Chiodo (2011) suggested that a scientific explanation
highlights the identity that ‘links’ (Gr. symballein) the present to the fu-
ture, the presence (present) with the absence (future), the particular
with the universal, the empiricism (data) with the possibility (pre-
diction). Therefore both explanation and forecasting are related to
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understanding. Explanations are the link between descriptions (pres-
ent) and predictions (future) that allow us to answer to themost crucial
scientific questions (Cox, 2007). Inkpen (2005) suggested that explana-
tions and predictions are closely related to each other, and that explana-
tions reduce uncertainties about reality. Acquired knowledge can be
used to explain past forms and processes or to forecast their evolution
in the future. Knowledge is an awareness provided by experience or
by learning that allows us to explain the behaviour of something and
consequently to understand the past and forecast the future (Inkpen,
2005). Pigliucci (2009) pointed out that science is not just about finding
patterns, which is only part of the process, but is about finding explana-
tions for the patterns. The most significant advances in earth sciences
have been due to the formulation of general principles and simplifying
concepts (Kirby, 2003). Held (2014) suggested that a creative tension
between the acceptance of the complexity and the emergence of the un-
derlying simplicity exists as well, helping the prediction, as suggested
also by the approaches of the reduced complexity models (Bokulich,
2013), that play important roles e.g. in LEM (landscape evolution
model) or when physical laws are not already known.

The background of the main explanations is the background for
knowledge and the capacity to explain the processes and the develop-
ment of landscapes in the Earth System. Baker (1996a) argued that ge-
ologists followed three methodological steps involving inspiration by
analogy, impartial and critical assessment of hypotheses, and scepticism
of authority. Geologists, geomorphologists and earth scientists interpret
Earth's signs using different kinds of tools, such as measurements,
quantitative modelling, and experimentation. Earth sciences, unlike
the ‘hard’ sciences, are rarely able to reduce potential competing theo-
ries to one because they are not able to falsify (Inkpen, 2005).While an-
alytical sciences are based on the conceptualism and reductionism
models, mainly following Peirce's view, the analysis in the geosciences
is based on the synthetic thinking, namely the comparison, connection
and jointing of thoughts and perceptions (Baker, 1996a).

Earth scientists use different approaches, in particular the inductive
approach, the deductive approach, and the abductive approach (Inkpen,
2005, 2008). The first uses observations of both causes and effects to
test and develop theories and laws. The second involves knowledge of
causes and the laws of nature to test andwork out the nature of the out-
comes. The third looks at the effects, and, following the knowledge of a
law of nature, it searches for the causes. Inkpen (2008) conducted
abductive reasoning to field evidences, which are the traces of the
past and are interpreted within the context of the event they take into
account. Baker (1996b) highlighted that geologists take the world as it
is, or that the Earth ‘speaks’ to geologists through the traces. Earth scien-
tists must extrapolate from observed to unobservable causes (Gould,
1965), but they can only explain landscapes and try to predict the re-
sults of landscape changes by studying the combinations in which a va-
riety of geomorphological processes have operated, operate or will
operate (Favis-Mortlock, 2013). To do this, the focus shifts to functional
relationships and to regularities of dynamics.

Basically, the scientific method in earth sciences is related to the
links between theories and observations. Explanations of landscape
evolution are often based on close relationships between observations
and the development of theories. It is almost impossible for Earth scien-
tists to differentiate pure description from explanation because the de-
scription enforces the interpretation, and vice versa (Goudie and Viles,
2010). Measurements made by different methods are often compared
to evaluate how much they agree, as are predictions from models and
corresponding observations (Cox, 2006).

The production of a theory is followed by the experimentation,
which involves an orderly procedure carried out with the goal of verify-
ing, refuting, or establishing the validity of a hypotheses. The elements
included in the earth sciences explanation are the reverence for field
work, humbleness toward the natural events, discrimination between
observed facts and the observer, and working hypotheses. Earth sci-
ences often involve field work as a type of uncontrolled laboratory
experiment. Field experiments offer the advantage that the outcomes
are observed in an uncontrolled natural setting, so they are seen as hav-
ing higher external validity than laboratory experiments. When experi-
mentation is impractical, observational studies and exploration are used
(e.g. Sendra and Reboleira, 2012; Furlani et al., 2014). The outcomes of
observational studies can be quantified in order to provide more objec-
tive results. Observations, experiments and explorations are closely cor-
related, as suggested by Richards (2011), because experiments can
detect a need for new exploratory investigations.

4. Paradigms, theories and approaches

A paradigm is referred to the set of practices andmodes that define a
scientific discipline in any particular period of time (Kuhn, 1962), or a
universally recognised scientific achievements that, for a time, provides
a model of problems and solutions for a community of practitioners.
Thus, all theories, as well as the methods generated by them, are, ulti-
mately, paradigm-based (Ratcliffe, 1983). A theory is a mental image
of the external world (Giere, 1988). Considering its nature, it will be al-
ways underdetermined in relation to the reality of the world (Oreskes
et al., 1994), so the reality of the world and its processes are more com-
plex than any theory. An approach is a practical way to test a new the-
ory. Kuhn (1962) drew attention to the fact that scientific truth is not
separated from the context in which it is studied. He suggested that
the concept of a paradigm is an overarching framework of theories
that governs the degree towhichproposed explanations are responsibly
supported (Kennedy, 2006). In the end, a paradigm represents just a key
that provides a means of achieving or understanding something, name-
ly the explanation of a mechanism or the possibility of predicting it.
New paradigms in earth sciences have partly risen as a sort of vision
impossible to definewith intuitive leaps by scientists, or also with com-
mon sense (Baker, 1996c), or through the exploration of areas thatwere
previously completely unknown (Holton, 1973), such as the remote
sensing.

4.1. Paradigms

The epistemological debate in the earth sciences, particularly in geo-
morphology, is complex and multi-faceted (Rhoads and Thorn, 1993,
1994; Baker, 1996a,b; Rhoads and Thorn, 1996; Baker, 1999; Brown,
2004). A clear distinction between paradigms and theories is sometimes
difficult to achieve. Orme (2002) identified eight basic paradigms in the
earth sciences: uniformitarianism, catastrophism, glacial theory, uni-
form flow theory, mass movement theory, cycle of erosion, continental
mobility, and quantitative geomorphology.

Though these paradigms and their related theories are very useful in
the earth sciences,we pay particularly close attention to uniformitarian-
ism, and, consequently, the catastrophism,which ismore closely related
to the core of this paper. Gradualists and catastrophists polarise the de-
bate spectrum about possible rates of change, suggesting that changes
may be either gradual and gentle or abrupt and violent, with all grades
between the two extremes possible (Allen, 2005). Baker (1998) studied
the logical roots of catastrophism and uniformitarianism. Catastrophism
is founded on the concept that Earth signifies its causal processes
through landforms, while uniformitarianism guarantees inductive rea-
soning through its regulative method that includes simplicity, actualism,
and gradualism. Many landscapes appear unchanging, or at least to be
changing extremely slowly. The question that arises is related to their ef-
ficacy, since it is reasonable to assume that landformsmay be the result of
a combination of gentle and violent processes (Huggett, 2011). However,
if it is true that the present is the key to the past, then this concept stresses
the uniformity of principles more than the uniformity of the processes
(Orme, 2013). The concept of uniformitarianism is closely related to the
present, but it uses the word ‘present’ without explaining it, and only
the relationship between a known present and an unknown past is
considered. It includes several ideas that have been mixed together,



42 S. Furlani, A. Ninfo / Earth-Science Reviews 142 (2015) 38–46
alternatively recalled, and often misunderstood by many authors (Vic
Baker, pers. comm).

Uniformitarianism was divided into several forms by Gould (1965)
andHooykaas (1963). Themost important are substantive andmethod-
ological uniformitarianism. Baker (1999) also recognised the epistemo-
logical, which claims that the only proper way of knowing about the
Earth is through an a priori assumption of process uniformity, based
on the conception of the similarity of the geological reasoning to the
physical reasoning (Baker, 1996a).

Substantive uniformitarianism endorses the uniformity of rates in
the past processes acting upon the Earth (Lyell, 1830). The processes
that we can see around us operating on the Earth today are those that
were responsible for past changes. In the last two decades, the catastro-
phist paradigm in the earth and biological sciences has limited the sub-
stantive uniformitarianism (e.g. Berggren and van Couvering, 1984;
Huggett, 1997).

Methodological uniformitarianism assumes that the natural laws of
the past were no different from what they are today. This assumption
was variously and sharply criticised both in its epistemological concept,
such as the validity of the hyspothesis (Gould, 1965), and in its conse-
quences to the geological debate, since it provided grounds for different
attacks on the fact that uniformitarianism cannot explain many geolog-
ical phenomena (Shea, 1982). In the end, uniformitarianism does accept
that the operation rates of processes have varied in the past, but not in
their essential nature (Goudie and Viles, 2010).

4.2. Theories and approaches

Thornes (1978) reminded others that a theory is the ultimate and
desirable goal of a scientific discipline. Considering the scientific charac-
ter of geomorphology, Rhoads and Thorn (1993) suggested that it is
permeated by theory. Most of these theories are related to the explana-
tion of the processes and the mechanisms that are responsible for the
genesis and evolution of the forms in the Earth's history, or in the Earth's
future. Moreover, as suggested by Phillips (2012), different interpreta-
tions of the same evidence can also be provided by different storytell-
ings, or ways of reporting results and promoting ideas in the earth
sciences. The role of theories in the formulation of new ideas is contro-
versial, and it was criticised by Baker and Twidale (1991) and Oliver
(1991). Anderson (2008b), the guru of informatics, has even declared
the end of theory, since the modern era of petabytes of information
and cloud computing is bypassing the typical approach of hypotheses,
models or tests in science, and scientific theorising can no longer cope
with the deluge of data.

The debate regarding appropriate modes or approaches of explana-
tion is very rich and well-articulated (e.g. Lyell, 1830; Gilbert, 1886;
Chamberlin, 1890; Johnston, 1933; Richards, 1990; Rhoads and Thorn,
1993, 1994; Frodeman, 1995; Baker, 1996a,b, 1999; Inkpen, 2005;
Phillips, 2006, 2007; Inkpen, 2008; Phillips, 2012), and it is generally re-
lated to the study of interactions between processes and forms. A pro-
cess is the action involved when a force, such as the climate, induces a
modification of a landform. The balance between form and process is
best described by considering these factors as systems or components
of systems (Ritter et al., 2011) that are regulated by a combination of
global laws and contingent factors (Phillips, 2006).

The so-called system theory iswidely used to study geomorphic pro-
cesses (Chorley and Kennedy, 1971; Schumm, 1977; Chorley et al.,
1984; Huggett, 2007; von Elverfeldt, 2012). It is based upon the idea
that the internal and the framework parts can be isolated to describe
the current state of processes and landscapes (von Elverfeldt, 2012).
Landscapes are complex systems in which a large number of geomor-
phic processes operate, so predictions are generally difficult. One of
the main problems is related to the fact that geomorphic systems are
usually nonlinear and dominated by thresholds (Phillips, 2006), which
are the critical conditions at which a landform abruptly changes due
to external or progressive changes (Schumm, 1977). There are other
sources of nonlinearity, such as self-reinforcing positive feedback, that
reduces the possibility of finding universal laws to predict geomorphic
changes (Phillips, 2006). Moreover, Knight and Harrison (2014)
recognised inherent problems with evaluating the impacts of ongoing
climate change from past interglacial surface changes because the in-
creased uncertainty is due to the increasing importance of nonlinear
systems feedback.

Process geomorphology and climatic geomorphology are the two
main actors in the assessment of landscape responses to climate change
and human impact. Process geomorphology is related to field, laborato-
ry and analytical methods of studying present-day processes (Baker,
1986). The landscape is thought of as a combination of elements related
by flows of mass and energy. Analysis measures the inputs, outputs,
transfers, and changes of these systems. Process geomorphology places
emphasis on temporal and spatial variations in process rates; therefore
their nature will be influenced by a change in any of these variables
(Ritter et al., 2011). When the time is not sufficient to measure rates,
rates for the longer term are inferred from the results of a group of pro-
cesses (Favis-Mortlock, 2013). Quantification of rates represents the
main tool for investigation in process geomorphology because it pro-
vides a useful way to simplify the complexity (Baker, 1986).

Climatic geomorphology is mainly related to the idea that there are
recognisable sets of landforms and geomorphic processes associated
with different climatic regimes. The significance of climate changes de-
pends on the duration and magnitude of the changes (Summerfield,
1991). Climatic geomorphology is based on the concept that modern
relief-forming mechanisms change as a function of climate, and their
relief products define major morphoclimatic zones (Baker, 1986). The
occurrence of landforms in climatic environments in which they could
not have developed laid the groundwork for climatic geomorphology
(Tricart and Cailleux, 1972; Bremer, 1988). Climatic geomorphology
played an important role in earth sciences, but the weakness of the ap-
proach is that the generalisations obtained from regional and climatic
zonation are made mainly on the basis of forms and inadequate sam-
pling of river basin data (Slaymaker, 2009).

Process geomorphology is a very useful approach for local or
process-based studies and is mainly related to micro- and meso-scale
of space and time. On the other hand, climatic geomorphology is related
to regional or global scale processes and it uses past climatic data for ex-
planations, so space and time scales aremuchmore extended than they
are in process geomorphology.
5. Forecasting and prediction

The knowledge of the future is directly related to the concept of fore-
casting, which is the process of producing statements about events
whose actual outcomes have not yet been observed or measured, and
it involves what will happen under specific conditions. Forecasting
methods can be divided into statistical forecasting, related to quantita-
tive models, and judgmental forecasting, which incorporates intuitive
judgments, opinions and subjective probability estimates (Wright
et al., 1996). In forecasting, data must be updated to provide as accurate
a forecast as possible. All forecasting methods involve some judgment
because they play a primary role in human reasoning, so statistical re-
sults are often adjusted in accordance with expert judgment (Bunn
and Wright, 1991). Uncertainty is central to forecasting and usually its
degree is provided. Uncertainty is a state of having limited knowledge
where it is impossible to preciselymeasure the existing state, the future
outcome, or any other outcomes (Shi, 2010).

Numerical modelling is still one of the most-used approaches to
driving spatial and temporal extended knowledge of landscape evolu-
tion (Martin and Church, 2004). The details incorporated into the equa-
tions of the numerical models have to be proportionate with the scale
considered for the studied process. Validation, verification, calibration
and confirmation are fundamental in model implementation.
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Sensitivity analysis, which evaluates how the output uncertainty of a
numerical model, depends upon different sources of uncertainty in the
inputs and is often run together with the uncertainty analysis. In partic-
ular, the sensitivity analysis tests the robustness of amodel, searches for
errors, evaluates key variables of process operation, and can be under-
taken within a modelling framework (Martin and Church, 2004).

Forecastingmethods can use historic data to determine the direction
of future trends as a result of studying and analysing of available
pertinent data. The method used for prediction can overlap, but they
can be distinguished in terms of likelihood and comprehensiveness
(Carter et al., 2007).

Artificial experiments provide an overview of the future that follows
a coherent logic in order to study a particular process, with no relation
to plausibility (Carter et al., 2007).

The scenario analysis is amethod of analysing possible future events
by studying possible alternative possible outcomes. The type of analysis
was divided into five classes by Carter et al. (2001): climate, socio-
economics, land-use/land-cover, and other environmental and sea
level changes. A scenario analysis does not try to predict one exact pic-
ture of the future, but it presents several alternative future projections
and provides a range of possible future outcomeswith the development
paths leading to the outcomes (Steffen et al., 2004). The scenario analy-
sis does not use extrapolation from the past, so it does not rely on histor-
ical data and does not expect past observations to remain valid in the
future. It tries to consider possible developments and turning points
thatmay only be related to the past in order to showpossible future out-
comes. This approach uses a global change scenario, usually for 50–100
years, to drive models of change in the environment. Integratedmethods
allow the interaction of several global change drivers and feedbacks of
impacts/consequences within the scenarios, which are considered to be
changing themselves.

Probabilistic impact studies were used to evaluate the impacts of cli-
mate change in Europe (Hewitt and Griggs, 2004), and to study the im-
pact on water resources (Jones et al., 2005) and freshwater ecology
(Preston, 2006). The impact assessment approach selects a particular
environmental parameter, such as climate change, and tries to identify
the most important consequences for a variety of properties. On the
contrary, the vulnerability assessment approach selects a particular
group or unit of concern, tries to evaluate the risk of specific adverse
outcomes for that group due to a variety of stresses, and identifies a
range of factors that may reduce response capacity and adaptation. Im-
pact studies can be very useful when they are able to focus on a single
stress that dominates a system's response. These approaches suffer
fromanumber of limitations related to the propagation of uncertainties,
to problems in identifying and simulating threshold effects and nonlin-
earities, or difficulties in handling multiple interacting stresses (Steffen
et al., 2004). Moreover, climate feedback mechanisms within the Earth
system can enhance or reduce the effects, and their magnitudes are
much more uncertain (Hegerl and Stott, 2014).

6. Discussion of the relationships between present data and
future trends

Many recent case studies, such as the increased or irreversible ice
melting trends, highlighted significant uncertainties about the relation-
ships between present and future forecasting. Only some decades ago,
model assumptions predicted trends very different from the observed
rates, as a result of both laboratory studies and field data (Haff, 1996).
Some processes, such as CO2 emissions, have increased faster than the
more pessimistic predictions guessed and are now widely accepted as
to be out of scale. The IPCC 2013 Report indicated that human activities
are mainly responsible for this trend, while Steffen et al. (2004)
highlighted no analogue trends since the Mid-Quaternary. The 2013
Arctic summer melting was unexpected even based on the more
pessimistic predictions, with a dramatic dropped in the ice coverage
(Scudellari, 2013). The Arctic summer melting could be responsible
for the intensification of precipitations in Europe, as suggested by
Screen (2013). The repeated strong rains that heavily hit Southern
England during the winter of 2013–2014 produced large flooding,
almost matching the historical records that began in 1766 (Source:
Environmental Agency, Google). Also, in Serbia and Bosnia, during
spring 2014, the BBC reported that ‘threemonths' worth of rain had fall-
en on the Balkans, producing the worst floods since rainfall measure-
ments began 120 years ago. This could be the ‘straw that broke the
camel's back’, a signal that other processes may approach the tipping
point, causing sooner or later the emergence of other ‘out-of-scale’
Earth surface processes trends. Scheidegger (1983) suggested that sig-
nificant deviations from balanced conditions could force the systems
to self-reinforce. Although theprecise amount of increasing in the global
mean temperature is highly uncertain (Sherwood et al., 2014), extreme
atmospheric events, such as strong hurricanes or the trends of rain in-
tensification, together with resulting flooding, seem to either be in an
early stage or near the threshold, but may soon follow the same ever-
increasing trends. Even if the forcing of these ‘out-of-scale’ processes
is not linked to human activities, the empirical and theoretical prob-
lems, discussed in this works, still remain unsolved because the over-
scaled systems can hardly be explained using our common conceptual
frameworks.

In a period of fast climatic change, other processes are considered to
be in a ‘normal state’, but their real state might not be measured. For
example, limestone surfaces in the Classical Karst landscape start to be-
come completely covered by lichens or mosses, so micro-erosion mea-
sures are either hardly collected or totally prevented (Furlani et al.,
2009). This indicates that many present-day processes are probably
going ‘out-of-scale’ or they are changing their trends compared tomea-
sured historical records. This means that statistically-based prediction
models will struggle to include new ‘out-of-scale’ data, because of the
resilience of near-past trends. The fact that processes are changing faster
than the more pessimistic predictions highlights ‘the low reliability’ of
past and present-day forecasting modelling. This paradoxically occurs
in a ‘present’ dominated by the collecting of a huge amount of data
that unconsciously reassures us about our future capabilities in predic-
tions. Despite the fact that the non-uniform distribution of data over
the time represents a challenge, the intensity and accuracy of the
present-day environmental data sampling are very high, also when
compared to the more recent past, such as the last 10 years. Reliance
on a very short period of detailed instrumental records and a long
proxy system with a resolution not comparable to brief time data can
give a false sense of the true variability of the earth System (Steffen
et al., 2004). How to correctly input an exponentially large amount of
data constitutes an intrinsic difficulty in every analysis based on time se-
ries without any guesses of the underlying dynamics. This represents a
problem for all the methods using the frequency of sequences of states
to evaluate the average of observables, in particular analogues with past
states (Cecconi et al., 2012). The great uncertainty that can result from
measuring overscaled processes, or ‘near-boundary’ processes, will
propagate and increase in the forecasting output, so ‘big data computa-
tion’will not automatically increase our ability to predict future process
trends. In any case, the Anthropocene can be considered an era of post-
normal science (Funtowicz and Ravetz, 1993, 2003), in which tradition-
al methodologies of interpretation of the past and forecasting of the fu-
ture can become ineffective due to an increase of uncertainty.

In present time, where rates and magnitudes of Earth's process
changes are unprecedented in Earth's recent history, the forecasting un-
certainty related to the non-linearity of the system responses has cer-
tainly increased (Knight and Harrison, 2014). Empirical problems are
related to the significance of the present since their relationships in-
volve themost direct and particular observations, from limited to larger
scales, from the beginning of historical observations and the measure-
ments of the processes. Despite decades of detailed direct observations,
much attention returns to the difficulty in extrapolating trends from
these results and to developing successful models of process trends
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evolution, especially if we accept that some thresholds are already or
close to being passed.

7. Conclusions

The forecast of future trends in Earth surface processes has to be
related to the knowledge of present-day processes. The concept that
‘the present is the key to the future’ implies that we know enough
about the present to be able to extend our knowledge forward to
focus on the future. It is not possible to foresee the future because the
future, as mentioned earlier, is not an objective entity, but it is possible
to see the future within the present, which is represented by present-
day processes and forms. The present is still the key to the future, only
if we are able to increase the solidity of the key that is represented by
our knowledge: particularly in terms of the conceptual explanation of
the relationship between present and future surface processes. Even if
science, as suggested by Baker (2007), cannot aspire to certainty in
the prediction of specific hazard outcomes, this epistemological concept
may be limited by the current or near-future state of some processes. In
other words, we have a lot of data providing a very precise background
for the present, but we need to improve the conceptual framework to
right analyse and use data in an organic way. Many models probably
need to be re-calibrated against the outcomes of present-day processes,
since the future may not echo the present or the past. A major question
is: “do we have enough time to collect significant data if the degree of
change is so fast?” Quickly changing trends are a major problem for
the present, and for the temporal dimension, which we usually use to
build the knowledge, explanations, and predictions. Present-day mea-
surements and observations could be scarcely significant and add un-
certainty to the forecasting. The need for reducing the uncertainty in
the forecasting requires a deep rethinking of the epistemological founda-
tions of the earth sciences in order to consider also ‘out-of-scale’ disconti-
nuity. Far from giving a final answer, we underline that surveying,
measuring and modelling the present-day trends are very important ac-
tions, but not sufficient enough, even when aided by big-data power cal-
culations. Today, the conceptual debate should search for an underlying
simplicity of the Earth system that can also explain very fast changing pat-
terns. Being aware of the problems that arise from the ‘current state’ and
the increasing nonlinearity of process responses, may at least provide
some additional epistemic reflections for Earth scientists.
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