Data Visualization
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Data Visualization

ASSIGNMENT 2: RESULTS

Tea Tusar, Data Science and Scientific Computing, Information retrieval and data visualization

Introduction

Data from three SHL Challenges

o SHL Challenge = Sussex-Huawei Locomotion-Transportation
Recognition Challenge

o Organized at the UbiComp conferences in 2018, 2019 and 2020

o Challenge: recognize eight transportation activities (Still, Walk, Run,
Bike, Bus, Car, Train, Subway) from the inertial and pressure sensor
data of a smartphone

o Several competitors used a range of classical machine learning (ML)
and deep learning (DL) classifiers to solve the challenge
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Assignment 2

oShow in a single visualization (does not have to be a single chart)
how the performance of ML and DL methods changed through the
years

oInclude the information about the size of the groups (here, the group
is a group of the methods of the same type, such as RF or CNN, in the
example it is shown as bar height)

olInclusion of other information is optional

o Send me the visualization via a private chat on Teams by Tuesday,
November 30
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Additional information

Methods
o AAE = Adverserial Autoencoder
o CNN = Convolutional Neural Network
o0 GAN = Generative Adversarial

Sensors

oL = Linear accelerometer
oA = Accelerometer
o G = Gyroscope

Network oM = Magnetometer

oLSTM = Long Short-Term Memory o0 = Orientation

Network

eers oP = Pressure
o = Multilayer perceptron oR = Gravity
o RF = Random forest

o RNN = Recurrent Neural Network

Visualizations by 23 students

Number of charts

Single chart
39.13%
9

Multiple charts
60.87%
14

Types of charts

Bubble chart

Lollipop chart (subble) | N
Radial bubble chart | NN

0 1 2 3
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Visualizations by 23 students

Other properties

Title with message

Actually, the value for Additional information is 2, not 1
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Performance (%)

Performance (%)

Average Performance of each classic ML algorithm
(0% means the algorithm was not used)
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Learning methods: decreasing of performances?
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Classic Machine Learning vs Deep Learning

Performance and popularity through the years at the SHL data mining challenge
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Mean performance of ML and DL
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ML methods performance through the years

DL methods performance through the years Classifier with
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Comparison of ML and DL performance along time
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Deep Learning Techniques become more effective and popular
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Performance of ML methods by year
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Competitors achieved best performances in 2018
Best perfomance for each algorithm by year
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SHL competition
Are the competitors getting worse?

e Classical learners gradually being abbandoned
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Are SHL Challenges getting harder?

Performance of ML and DL submissions from 2018 to 2020
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SHL over the years: DL reclaims supremacy after 2020 winner with CNNs
ML has better average performance while DL achieves the highest results
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Deep and Machine Did they actually got better over time?
Lea rning a |g0r|th ms An anaylsis from SHL challenges’ results.
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Increase in DL approaches leads to more performant results
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SHL Challenges performances

2020 sees DL both as most used and most performing method in the SHL Challenge
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