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Text mining: automatic retrieval of

information from text



Basic text analysis online

Costiera Amalfitana

https://marshallservices.it/destinazione/corso-scuola-lingua-cultura-italiana-adulti-campo-estivo-inglese-vela-per-ragazzi-giovani-costiera-amalfitana-italia/
https://www.wordclouds.com/
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A (large) set of (structured) textual documents that were obtained in a 
certain time frame with objective to adress research questions by
employing linguistic analysis, also text mining.

Example:

All the text from web pages (in italian) describing the coast of Amalfi, 
arranged in a structured list (per web page).
OR
Text of each of the city on the coast of Amalfi from a web page structured
in a list.



Corpus: example

▪ Document 1

Amalfi: la Costiera Amalfitana prende il suo nome proprio da questa cittadina che fu la prima delle quattro

repubbliche Marinare. Amalfi era considerata una potenza nel traffico commerciale con l’Oriente per via 

del suo sbocco naturale alla Valle dei Mulini. Appena giunti sul posto si viene accolti dalle case bianche

incastonate nella roccia come fossero dei diamanti, collegate tra di loro da suggestive scalinate e vicoli

coperti. Il luogo più importante è la piazza dove si trova il Duomo di Sant’Andrea con il campanile e il 

Chiostro del Paradiso.

▪ Document 2

Atrani: è un piccolo borgo di appena 800 anime che si trova all’imbocco della Valle del Dragone. La 

piazzetta si affaccia direttamente sul mare con scorci mozzafiato, il tutto nel silenzio più completo visto che

non si trova negli itinerari del turismo di massa. Atrani è uno dei borghi più belli d’Italia ed è il comune più

piccolo per superficie. Da visitare la Chiesa di San Salvatore de’ Birecto del X secolo.



Text preparation

▪ Normalization of text

▪ Lower case words

▪ Removal of numbers

▪ Removal of punctuation marks

▪ Stop words removal (stop words are meaningless words, present in all
documents with the same probability)

▪ Tokenization: separating text into smaller units, such as words, characters and
subwords,…

▪ The root of the word eng. stemming

▪ Lemmatization (the basic form of the word)
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https://github.com/stopwords-iso/stopwords-it/blob/master/stopwords-it.txt


Text preparation: example

▪ Le spiagge della Costiera sono un vero e proprio

Paradiso: una gita in barca, oltre allo spettacolo

immenso, consente di ammirare le meraviglie della

natura direttamente dal mare.

▪ le spiagge della costiera sono un vero e proprio paradiso

una gita in barca oltre allo spettacolo immenso consente

di ammirare le meraviglie della natura direttamente dal

mare

Lower case
Punctuation removal
Stop words removal



Text preparation: tokenization

▪ le spiagge della costiera sono un vero e proprio paradiso

una gita in barca oltre allo spettacolo immenso consente

di ammirare le meraviglie della natura direttamente dal

mare

Tokenization

spiagge
costiera
vero
proprio
paradiso
gita
barca
spettacolo

immenso
consente
ammirare
meraviglie
natura
direttamente
mare



Text preparation: stemming and

lemmatization

spiagge → spiagg
costiera → costier
vero → ver
Proprio → propri

spiagge → spiaggia
costiera → costiera
vero → vero
Proprio → proprio

Stemming Lemmatization



Text transformation and feature selection

▪ From text to numbers

▪ Bag-of-words model: 
every word is a feature (similar
to a variable)

▪ Feature weights: 

▪ Binary

▪ Term frequecy (tf)

▪ Tf-idf (inverse
document frequency)

Corpus
Text

preparation

From words to 
numbers: text

transformation

Feature
selection

Text mining
methods

VIR: http://www.vikparuchuri.com/blog/natural-language-processing-tutorial/

Binary weight



Text mining methods

▪ Keyword extraction

▪ Text clustering

▪ Text classification

▪ Sentiment analysis
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Keyword extraction

▪ Term (word) frequency

▪ n-grams (n consequtive words)

▪ Tf-idf (term frequency – inverse document frequency)

▪ POS (ang. part-of-speech) tagging

▪ TextRank

▪ Rapid automatic Keyword Extraction (RAKE)



Keywords - tf



Keywords – uni and bigrams



Keywords – tf-idf (unigrams)



Keywords – other methods

▪ POS tagging
▪ Categories of types of words: nouns, verbs, adjectives, adverbs etc.

▪ Use only nouns and adjectives → work best

▪ http://linguistic-annotation-tool.italianlp.it/

▪ Algorithms
▪ Textrank (Mihalcea and Tarau, 2004)

▪ Words used together in specific window frame (number of consequitive
words in text considered) are graphically presented as points (a word) 
and arrows pointing from a word leading to another word. Weights
assigned to words according to the number of words pointing to it and 
number of words to which a given word is pointing to. Only % (1/3) of 
words with highest weight are keywords.

▪ RAKE (rapid keyword extraction)
▪ Potential keywords are words between punctuation marks and stop 

words. According to occurence of a given word in a text and its
coocurence with other words in a text a weight is calculated. 1/3 of 
words with highest weight are keywords.

http://linguistic-annotation-tool.italianlp.it/


Source

Keywords extraction: example (POS 

tagging)

Abstract word cloud
for Fraud -

adjectives and nouns

https://www.google.com/url?sa=i&url=https%3A%2F%2Fwww.123rf.com%2Fphoto_16609187_abstract-word-cloud-for-fraud-with-related-tags-and-terms.html&psig=AOvVaw1oH6xj6b_5t8Y8LACBlKGW&ust=1614940373925000&source=images&cd=vfe&ved=0CAIQjRxqFwoTCOigp_O3lu8CFQAAAAAdAAAAABAD


Keywords extraction: example (RAKE)

Word cloud of 132.147 
posts from the online 

support group Infertility
-

top 30 KW shown



More examples:

„Simple“ word cloud at the inauguration of 

Joe Biden

Source: here

https://www.google.com/url?sa=i&url=https%3A%2F%2Fwww.wbay.com%2F2021%2F01%2F20%2Fcomplete-text-of-president-bidens-inaugural-address%2F&psig=AOvVaw0mhwfjIWgEwBdfh2PXE3AV&ust=1614939879374000&source=images&cd=vfe&ved=0CAIQjRxqFwoTCMiel4m2lu8CFQAAAAAdAAAAABAh


More examples:

word cloud - group comparison

Source: here

https://www.google.com/url?sa=i&url=https%3A%2F%2Ftoday.yougov.com%2Ftopics%2Fpolitics%2Farticles-reports%2F2014%2F03%2F07%2Freputation-audit-joe-biden&psig=AOvVaw0mhwfjIWgEwBdfh2PXE3AV&ust=1614939879374000&source=images&cd=vfe&ved=0CAIQjRxqFwoTCMiel4m2lu8CFQAAAAAdAAAAABAV


Text clustering

Different methods:

▪ Hierarchical clustering

▪ K-means clustering

▪ Topic modelling - LDA 

(Latent Dirichlet Allocation)

Arrange documents in 
groups according to 

similarity



Text clustering: hierarchical and 

k-means clustering
C

lu
st

er
in

g

Hierarchical

Calculate similarity between documents (cosine
distance)

Join most similar documents into the same groups by
different clustering methods (minimum, maximum, 

Ward)

Step by step until all documents are combined in a 
single group

Non-hierarchical

K-means

Optimization problem→ assigning docments to groups 
iterativetly until solution is stable

Assign group „leaders“ – group centorids

Document assigned to the group of  the closest centroid

Number of groups set in advance



Hierechical clustering: Amalfi coast

revisited

Most similar Amalfi coast
villages according to their

description

Dendrogram



The first group

Atrani Cetara

Minori Tramonti

Furore



The second group

Maiori

Vetri Sul Mare

Amalfi

Ravello

Scala



The third group

Positano

PraianoConca dei Marini



Word clustering according to their

meaning in WordNet dictionary - example

Source: here

https://wordnet.princeton.edu/
https://www.researchgate.net/figure/261168198_fig1_Figure-1-An-example-of-dendrogram-from-semantic-hierarchical-clustering-on-data-mopsi


Text clustering: LDA

CORPUS

Text pre-processing: lower case, stop words, tokenisation, lemmatisation, part-of-speech 
tagging (Obeliks)

Adjectives, nouns, verbs

TOPIC MODELING: 
LDA

<

Collection of documents

Cluster of words by topic

Distribution of topics



LDA: topics of discussion -

example

Emotional support

Encouragement
fingers crossed, cell, 

ultrasound, hope

Congratulations
congratulations, sincere,     
pregnancy, enjoy

Empathy / sympathy
procedure, believe, IVF, 

trial, hope

• Encouragement: I'm really keeping my 

fingers crossed and I believe that this time it's 

really OK. Just keep on warming your little 

penguin, take care of  him and yourself! 

• Congratulations: My sincere congratulations 

and wishing you beautiful and peaceful 

pregnancy. 

• Empathy / sympathy: : I'm sorry for your 

loss. Be strong and keep looking ahead. You'll 

see that your suffering will pay off  as you 

deserve and all this will then seem as a bad 

dream.  

trend through time

Clustering of 132.147 posts
from the online support group

Infertility



LDA: topics of discussion -

example

Informational support 

Puncture to pregnancy
test, puncture, discharge, sign

Official procedures
referral, dr. Resh, medical report

Situation appraisal
job, seek leave, session, head, hurt

Medications
procedure, medication, injection, 

Gonal

Medical examination
getting pregnant, child, the fallopian 

tube, medical examination

Information, advice
child, man, association, life, infertility

Menstrual cycle
m          ovulation, Clomiphene, cycle, 

menstruation

Infertility treatment
cell, embryo, procedure, follicle

Supplements
nutrition, vitamin, tea, royal jelly

Lower reliability and validity of measurement: Medications, Menstrual cycle
trend through time



Topic modelling: clustering of research

articles on therorism

Source: here

https://sites.google.com/site/citespace101/first-example/4-2-clustering


Text classification

CORPUS

Classifiers

▪Naive Bayes (probabilistic, Bayes‘ 
theorem, prior knowledge)

▪ Support vector machine (decision
boundary btw vectors)

▪ K-nearest neighbours (majority vote by its
neighbours)

▪Decision tree (information gain of each
feature → top-down selection)

▪ Random forest (averaging decision trees)

▪ Logistic regression (logit function →
probability of a target variable)

Evalvation

▪ 10 – fold cross validation (randomly
splitting data in 10 folds; each fold for
training, remaining for testing)

▪ Efficacy of the classifier:

▪ AUC (> 0.50)

▪ Accuracy (% of correctly classified
cases)

▪ Precision (% of actual positive among
predicted positive cases)

▪ Recall (% of predicted positive cases
among actual positive cases)

▪ F – measure (harmonic mean of
precision and recall)



Text classification example: decision tree

Source: Orange

Words distingushing
between tales of magic

and animal tales



Text classification: decision tree

https://www.cinqueterre.eu.com/it/

It‘s simple to distinguish
between Amalfi coast and

Cinque terre villages.



Text classification: logistic regression

The most important
words for the classifier.  
The more frequent the
word „terr“ the higher

probability for the
Cinque terre village.



Evaluation of classifiers

Average performance over classes (correctily predicting both, Cinque terre and Amalfi coast)

Performance when predicting Amalfi coast villages

Logistic regression:
76 % of predicted

Amalfi coast villages
are indeed Amalfi

coast viallges; 100 % 
of Amalfi coast
villages were

predicted as being
Amalfi coast villages.



RESEARCH METHODS: 

sentiment analysis

SENTIMENT LEXICON

Rpn =
𝑛𝑜. 𝑜𝑓 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑤𝑜𝑟𝑑𝑠

𝑛𝑜.𝑜𝑓 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑤𝑜𝑟𝑑𝑠

Positive words
Negative words

CORPUS

WordNet-Affect
LIWC (linguistic inqury and

word count)
Hu and Liu

Lexical approach vs. 
machine learning

approach

Manual annotators
Agreement



Sentiment analysis: Amalfi coast and

Cinque terre revisited

Most negative 
sentiment when

describing
Praiano and Vietri

sul Mare

Praiano fa parte degli itinerari del 
turismo di nicchia, lontano dal 
caos i viaggiatori vengono rapiti e 
trasportati in una dimensione
surreale.

Disadvantage of lexical approach: 
inability to take into account

neighbouring words.



Sentiment analysis: sentiment clustering

Five groups of villages
according to the

sentiment of their
description.

Minori:
soprannominata l’Eden della
Costiera Amalfitana per la 
dolcezza del suo clima e la 
bellezza e fertilità dei suoi
giardini.



Sentiment analysis example: tweets

about BMW 

Source: here

https://www.crowdsource.com/solutions/content-moderation/sentiment-analysis/


Sentiment analysis example: product

opinion on Amazon

Source: here

http://kvangundy.com/wp/sentiment-analysis-amazon-reviews-using-neo4j/


Sentiment analysis example: reporting

on migrant crisis

Source: here

https://thecattlecrew.net/2015/11/12/sentiment-analysis-concerning-the-refugee-debate-on-twitter-how-r-and-tableau-go-together/


A step forward: analysis of emotions

Source: here

https://blog.biolab.si/tag/sentiment-analysis/


Sentiment analysis example: president

elections and voters´opinion during TV 

confrontation of president candidates

Source: here

https://www.had.si/blog/2012/11/03/perception-analytics-merjenje-sentimenta-soocenje-na-pop-tv/


Conclusions

▪ Text is a rich source of information.

▪ Rapidly developing area.

▪ Some challenges:

▪ High assortiment of languages

▪ Language development – evolvement of new words.

▪ Slang, emoticons.

▪ Inability to automatically detect some emotions: for example

sarcasm.


