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1. Introduction

In linear algebra one wants to find the solutions of a system of linear equations,

i.e.

a11x1 + . . . + a1mxm = b1
...

... · · ·
an1x1 + . . . + anmxm = bn,

where the aij and the bi are elements in a field k.

In a course in algebra, one studies among other things the set of zeros of polyno-

mials of arbitrary degree:

p(x) = anx
n + an−1x

n−1 + . . .+ a1x+ a0 = 0, (ai ∈ k).

In algebraic geometry one studies a common generalization of these two: algebraic

sets, which are the solution sets (in kn) of systems of polynomial equations in several

variables.

f1(x1, . . . , xn) = 0
...

...

f1(x1, . . . , xn) = 0.

Already the ancient Greeks studied the conic sections, i.e. the solutions of polynomial

equations of degree 2 in two variables:

x2 + y2 = 1 circle

xy = 1 hyperbola

y = x2 parabola.

Here we are looking at the solutions over the real numbers, e.g.

{
(a, b) ∈ R2

∣∣ a2 + b2 = 1
}
.

One can also look at the solutions over other fields. The famous conjecture of Fermat

just recently proved by Wiles is that for n > 2 the only solutions to xn + yn = zn in

rational numbers (i.e. triples (a, b, c) ∈ Q3 with an + bn = cn) are the obvious ones

with a = 0 or b = 0.

In fact it turns out that it is simpler to study the solution sets over an algebraically

closed field k. In general it also is better to not just look at the solutions in kn. One

wants to complete the solution set by also allowing points at infinity. This is done by

studying the solutions to the equations in projective space.
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Algebraic geometry is a very active subject with a very long history. Modern

Algebraic geometry truely got started with the introduction of Cartesian coordinates

in the seventeenth century.

It was a very active subject throughout the nineteen century, for instance Riemann

showed that compact Riemann surfaces (i.e. complex manifolds of dimension 1) can

always be described as solution sets of polynomial equations. There was also the

very important Italian school of algebraic geometry in the late nineteenth and early

twentieth century. The subject however had some problems of foundation, so that one

had to rely on more or less intuitive arguments, which lead to a crisis. This was solved

and the foundations were laid, by developping algebra and commutative algebra, for

instance by Hilbert and Emmy Noether. The work on foundations was finished by

Oscar Zariski and André Weil in the middle of the twentieth century. Recently,

starting in the 1950s the theory was enormously generalized and made more powerful

by the introduction of schemes and cohomology by Grothendieck. Now Algebraic

Geometry has connections to many parts of mathematics. In particular with the

modern formulation of Algebraic Geometry most of Number Theory can be viewed

as part of Algebraic Geometry and many of the most powerful methods of Number

theory are Algebraic Geometry methods. For instance in the proof of Fermat’s Last

Theorem mentioned above, schemes play an important role. There are also very close

connections to Algebra, Complex Analyis, Topology, Differential Geometry, Partial

differential equations, Mathematical Physics but also to applied subjects such as

Coding theory and Cryptography.

One might think that it is not very interesting to study zero sets of polynomials,

as they appear to be very special. However this is misleading. It turns out that for

many of the important phenomena one wants to study e.g. in Differential Geometry,

algebraic varieties are very important examples, and using the much more powerful

and precise tools of algebraic geometry one can understand them much better.

In these lectures we will not be able to discuss schemes. We do however use the

modern language which should make it possible to study e.g. the book [Hartshorne]

afterwards. We also will not introduce cohomology of sheaves that are a basic tool

in modern algebraic geometry. Again after this course one can study this subject in

[Hartshorne] or [Kempf].

The approach to algebraic geometry in this course is based on commutative alge-

bra. This has the disadvantage that one needs some background in algebra and that it

is maybe sometimes a bit dry in the beginning. I will use only elementary properties

of rings, ideals and polynomials and introduce whatever I need as I go along. There
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is another approach to algebraic geometry over the complex numbers via complex

analysis and complex differential geometry, partial differential equations and topol-

ogy. The standard advanced textbook for this approach is [Griffiths-Harris], but

there is also a newer more elementary book [Huybrechts]. The point is that over

the complex numbers we can view nonsingular algebraic varieties as complex analytic

manifolds (with particularly nice properties).

2. Algebraic preliminaries

We want to briefly recall a few elementary facts from algebra that we will use

and also fix some notations. For us a ring is a commutative ring with 1, and a

homomorphism of rings must map 1 to 1. Let k be a field. A k-algebra is a ring R

with k ⊂ R. A homomorphism ϕ : A → B of k-algebras is a ring homomorphism

that is the identity on k. If A and B are k-algebras, it follows that they are k-

vector spaces and a homomorphism of k-algebras is a ring homomorphism that is also

k-linear.

2.1. Polynomials. The typical examples of k-algebras are polynomial rings over

k. Let k be a field. We denote by k[x] the ring of polynomials with coefficients in

k, i.e. expressions f =
∑d

i=0 aix
i with ai ∈ R. The degree of the polynomial f is

the largest integer d such that ad 6= 0. ad is then called the leading coefficient of

f . The polynomial ring in n variables is defined inductively by

k[x1, . . . , xn] := k[x1, . . . , xn−1][xn].

We usually write k[x, y] and k[x, y, z] in case n = 2 and 3. Any polynomial f ∈
k[x1, . . . , xn] can be written as

f =
∑

i1,... ,in≥0

ai1,... ,inx
i1
1 . . . x

in
n , ai1,... ,in ∈ k.

The xi11 · . . . · xinn are called monomials. Their degree is i1 + . . . + in. The degree

of f is the maximal degree of a monomial xi11 · . . . · xinn with ai1,... ,in 6= 0. We write

deg(f) for the degree of f . f is called homogeneous of degree d if every monomial

with ai1,... ,in 6= 0 has degree d.

2.2. Ideals. A subset I of a ring is called ideal if it is a subgroup of the additive

group of R and fg ∈ I for f ∈ R and g ∈ I. An ideal I ( R is called a proper

ideal. If f : R → S is a ring homomorphism, then the kernel ker(f) = f−1(0) is

an ideal in R. On the other hand if I ⊂ R is an ideal, then the set R/I of residue

classes [g] = g+I is with the induced addition and multiplication a ring, and the map

π : R→ R/I which sends g ∈ R to its residue class [g] is a ring homomorphism with
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kernel I. Thus the ideals in a ring R are precisely the kernels of ring homomorphisms

starting from R.

Let S ⊂ R be a subset. The ideal generated by S is

〈S〉 :=
{ n∑

i=1

aisi
∣∣ n ≥ 0, ai ∈ R, si ∈ S

}
.

It is easy to check that this is an ideal in R. If S = {f1, . . . , fn} is a finite set, we

write 〈S〉 = 〈f1, . . . , fr〉 and say that 〈S〉 is finitely generated.

An ideal of the form 〈f〉 for f ∈ R is called a principal ideal. An integral domain

R is called a principal ideal domain if every ideal I ⊂ R is principal. A typical

example of a principal ideal domain is k[x] for k a field.

Let I, J ⊂ R be ideals. The sum of I and J is

I + J :=
{
a+ b ∈ R

∣∣ a ∈ I, b ∈ J}.

It is easy to see that I + J is an ideal and I + J = 〈I ∪ J〉. The product of I and J

is

IJ :=
〈
ab
∣∣ a ∈ I, b ∈ J

〉
,

i.e. it is the ideal generated by the products of an element of I and an element of J .

Thus by definition it is an ideal.

An ideal M ( R is called maximal, if it is not contained in any proper ideal

I 6= M . Any ideal is contained in a maximal ideal. It is easy to see that

I ⊂ R maximal ideal ⇐⇒ R/I field.

An ideal I ( R is called a prime ideal if the following holds: If f, g ∈ R with fg ∈ I
then f ∈ I or g ∈ I. Maximal ideals are prime ideals. A ring A is called a integral

domain if for any f, g ∈ R with fg = 0 we have f = 0 or g = 0. By definition

R/I integral domain ⇐⇒ I prime ideal.

A typical example of an integral domain is k[x1, . . . , xn] for k a field.

If R is an integral domain, we can define the quotient field Q(R) as follows:

Q(R) is the set of equivalence classes f

g
of pairs (f, g) ∈ R × R with g 6= 0, where

(f1, g1) ∼ (f2, g2) ⇐⇒ f1g2 = f2g1. Addition and multiplication are defined by

f1

g1
+
f2

g2
=
f1g2 + f2g1

g1g2
,

f1

g1
· f2

g2
=
f1f2

g1g2
.

It is easy to see that Q(R) is a field. We identify f ∈ R with f

1
∈ Q(R). Thus R is a

subring of Q(R).
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In particular, if R = k[x1, . . . , xn], the quotient field is denoted by k(x1, . . . , xn)

and called the ring of rational functions in x1, . . . , xr. It is the set of quotients f

g

of polynomials f, g in x1, . . . , xn with the usual addition and multiplication.
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CHAPTER 1

Affine and projective varieties

In this whole course (unless said otherwise) let k be an algebraically closed field.

To help your intuition, you can think of k as the complex numbers. In fact I think one

looses very little if one assumes throughout that k is the field of complex numbers.

In this chapter we will introduce affine and projective varieties, which are the

subject of this course, and study their first properties. We will start with affine

algebraic sets, i.e. solutions of polynomial equations in kn. Then we will introduce

projective varieties, which are zero sets of polynomial equations in projective space

Pn. One can view them as ”compactifications” of affine algebraic sets by adding some

points at infinity.

1. Affine varieties

In this section we will introduce and study affine algebraic sets and affine varieties.

An affine algebraic set is the zero set of a set of polynomials in n variables in kn. kn

will be called affine space and denoted by An. For these affine algebraic sets, we will

see many of the concepts and results that in the rest of the course we want to study

more profoundly and in greater generality. This includes

(1) The Zariski topology. This is a topology on An whose closed sets are the

affine algebraic sets. This will be an important language for the rest of the

course.

(2) Irreducible components. Every affine algebraic set can be written as a union

of finitely many pieces, which cannot be further decomposed, these are called

the irreducible components. Later we will often restrict out attention to

irreducibles: the varieties.

(3) Dimension. This is an important invariant of varieties and will be one of the

main subjects of Chapter 3.

The idea is that we first want to understand some of the main ideas in a simpler case,

before going to the general definitions and results.

1
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1.1. Affine algebraic sets. An affine algebraic set is the zero set of a set of

polynomials in n variables in kn. We will see that indeed every affine algebraic set

can be obtained as the zero set of an ideal in k[x1, . . . , xn]. This will allow us to use

commutative algebra to study algebraic sets.

Definition 1.1. n-dimensional affine space is

An = kn =
{
(a1 . . . , an)

∣∣ ai ∈ k
}
.

Polynomials f ∈ k[x1, . . . , xn] define in the obvious way functions f : An → k; if

p = (a1, . . . , an) ∈ An is a point, then f(p) = f(a1, . . . , an).

Let S ⊂ k[x1, . . . , xn] be a set of polynomials. The zero set of S is

Z(S) :=
{
p ∈ An

∣∣ f(p) = 0 for all f ∈ S
}
⊂ An.

A subset of the form Z(S) for S ⊂ k[x1, . . . , xr] is called an affine algebraic set.

We write Z(f1, . . . , fr) for Z({f1, . . . , fr}).
If n ≤ 3 we usually write x, y, z for the variables.

Example 1.2. When we make drawings of affine algebraic sets, we will usually

draw the points over R.

(1) An = Z(0) and ∅ = Z(1) are affine algebraic sets.

(2) A point p = (a1, . . . , an) = Z(x1− a1, . . . , xn− an) is an affine algebraic set.

(3) An affine plane curve is the zero set Z(F ) of a polynomial F ∈ k[x, y] in

A2.

(a) Z(y − x2) ⊂ A2 is a conic.
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(b) Z(y2 − x3) ⊂ A2 is the cuspidal cubic.

(c) Z(y2 − (x3 + x2)) ⊂ A2 is the nodal cubic.

(4) The zero set Z(f) of a nonconstant polynomial f ∈ k[x1, . . . , xn] is called a

hypersurface.

(5) The zero set of a polynomial of degree 1 is called an affine hyperplane.

For example the line defined by 5x+ 6y = 4 is a hyperplane in A2.

(6) The common zero set in An of a set of polynomials of degree 1 is called an

affine subspace. By definition it is the intersection of affine hyperplanes.

(7) The set of n × n matrices with coefficients in k can be identified with An2

.

Let {xij}ni,j=1 denote the coordinates on An2

. Then the determinant

det(xij) := det



x11 . . . x1n

...
...

xn1 . . . xnn




is a polynomial. Thus we see that SL(n, k), the set of all matrices of deter-

minant 1, is the hypersurface defined by det− 1.

(8) A determinantal variety is the set of all n × n matrices of rank ≤ l for

some l ≤ n. The rank of a matrix A is ≤ l if and only if all (l + 1) minors

vanish (i.e. the (l+ 1)× (l+ 1) subdeterminants). These are polynomials in

the xij . Thus determinantal varieties are affine algebraic sets in An2

.

Now we want to see that every affine algebraic set in An is the zero set of an ideal

in k[x1, . . . , xn]. This means that in future we can restrict our attention to the zero



4 1. AFFINE AND PROJECTIVE VARIETIES

sets of ideals. This will allow us to use commutative algebra to study affine varieties:

we can use the properties of ideals and quotient rings by ideals.

Lemma 1.3. Let S, T ⊂ k[x1, . . . , xn].

(1) If S ⊂ T , then Z(S) ⊃ Z(T ).

(2) Z(S) = Z(〈S〉) (where 〈S〉 is the ideal generated by S). So every affine

algebraic set X ⊂ An is the zero set of an ideal in k[x1, . . . , xn].

Proof. (1) is clear: If p ∈ Z(T ), then f(p) = 0 for all f ∈ T , thus for all f ∈ S,

so p ∈ Z(S).

(2) Z(〈S〉) ⊂ Z(S) is clear by S ⊂ 〈S〉. Conversely let p ∈ Z(S) and g =
∑

i hifi ∈
〈S〉 with fi ∈ S. Then g(p) =

∑
i hi(p)fi(p) = 0 because all fi(p) = 0. �

1.2. Zariski topology. The affine algebraic sets are the closed sets of a topology

on An. This is very useful for us, because it allows us to use the language of topology

(open sets, closed sets, continuous maps) in our arguments. This language will be

extremely useful for us and later we will use it all the time. Thus it is very important

that you get used to the Zariski topology as soon as possible.

We will see that this topology is quite strange. The open subsets are very big and

very few.

Proposition 1.4. (1) If {Sα} is a family of subsets of k[x1, . . . , xn], then
⋂

α

Z(Sα) = Z
(⋃

α

Sα

)
= Z

(∑

α

〈Sα〉)
)
⊂ An.

(2) If S, T ⊂ k[x1, . . . , xn], then Z(S) ∪ Z(T ) = Z(ST ) = Z(〈ST 〉) (where

ST = {fg
∣∣ f ∈ S, g ∈ T ).

Thus arbitrary intersections and finite unions of affine algebraic sets are affine alge-

braic sets.

Proof. (1) Is clear: By definition p ∈ ⋂α Z(Sα), if and only if f(p) = 0 for all

f in any of the Sα. This is equivalent to p ∈ Z(
⋃
α Sα). The last equality follows by〈⋃

α Sα
〉

=
∑

α〈Sα〉 and Lemma 1.3.

(2) Let p ∈ Z(S) ∪ Z(T ), let f ∈ S, g ∈ T . Then f(p) = 0 or g(p) = 0, i.e.

(fg)(p) = 0, i.e. p ∈ Z(ST ). Conversersely let p ∈ Z(ST ), assume p 6∈ Z(S). Then

we have to see p ∈ Z(T ). Let f ∈ S with f(p) 6= 0. We have (fg)(p) = 0 for all

g ∈ T , thus g(p) 6= 0 for all g ∈ T , i.e. p ∈ Z(T ). The last equality follows by Lemma

1.3. �

By this result we can use the affine algebraic sets as the closed sets of a topology

on An.
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Reminder 1.5. Recall that a topology on a set X is a collection of subsets called

open sets, such that

(1) ∅ and X are open.

(2) A finite intersection of open sets is open.

(3) An arbitrary union of open sets is open.

A set X with a topology is called a topological space. A subset A ⊂ X is called

closed, if and only if X \ A is open. The three axioms for a topological space are

then obviously equivalent to

(1) ∅ and X are closed.

(2) A finite union of closed sets is closed.

(3) An arbitrary intersection of closed sets is closed.

Now letX be a topological space. The closure U of a subset U ⊂ X is the intersection

of all closed sets A ⊂ X with U ⊂ A. We say that U is dense in X, if U = X. A

subset W ⊂ X is called locally closed if it is the intersection of an open and a closed

subset. A set {Ui}i of open sets Ui ⊂ X with
⋃
i Ui = X is called an open cover of

X.

For a subset Y ⊂ X of a topological space X the induced topology (or subspace

topology) on Y has as open sets the U ∩Y with U ⊂ X open. Equivalently the closed

sets of Y are the A ∩ Y with A ⊂ X closed. If Y ⊂ X is a subset with the induced

topology we also say Y is a subspace of X.

A map f : X → Y between topological spaces is called continuous if the inverse

image of any open set is open (or equivalent if the inverse image of every closed set

is closed).

Definition 1.6. The Zariski topology on An is the topology whose closed sets

are the affine algebraic sets or equivalently the open sets are the complements of the

affine algebraic sets. By Proposition 1.4 this is a topology on An. If X ⊂ An is a

subset, we give it the induced topology. It is called the Zariski topology on X.

Remark 1.7. If X ⊂ An is an affine algebraic set, the closed sets of X are

precisely the affine algebraic sets Y ⊂ An contained in X. (By definition they are the

intersections A∩X of X with closed subsets A ⊂ An, but then A∩X is closed in An

as the intersection of two closed subsets).

Example 1.8. (1) All finite subsets of An are closed.

(2) The closed subsets of A1 are A1, ∅ and the finite subsets of A1: Let I ⊂ k[x]

be an ideal. Obviously if I = 0, Z(I) = A1. Thus assume 0 6= f ∈ I.
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Then Z(I) ⊂ Z(f). We can write f = (x − a1)
n1 · . . . · (x − al)

nl. So

Z(I) ⊂ Z(f) = {a1, . . . , al}.

Remark 1.9. One can see from the second example that the Zariski topology is

quite coarse, i.e. it has very few (and very small) closed sets and therefore very few

(and very large) open sets. One also sees that the Zariski topology is not Hausdorff.

If k = C it is much coarser than the standard (Euclidean) topology, i.e. all Zariski

open sets are open in the Euclidean topology, but most sets which are open in the

Euclidean topology are not open in the Zariski topology (open balls are not open in

the Zariski topology.

However the Zariski topology will be very useful to us because it allows us to

introduce continuous functions and maps in a way which is meaningful for algebraic

geometry. The main point here is that polynomials F ∈ k[x1, . . . , xn] are continuous

maps F : An → A1 for the Zariski topology (this is an exercise below).

Remark 1.10. In the future we will use the Zariski topology extensively in our

arguments. Thus we can talk about open and closed sets and continuous maps and

functions. However one should keep in mind that the Zariski topology is mostly just

a convenient language. It allows us to make some arguments shorter and clearer, but

one is not really doing any nontrivial topology.

1.3. The ideal and the coordinate ring of an affine algebraic set. We

have found that to each ideal I ⊂ k[x1, . . . , xn] we can associate an affine algebraic

set Z(I) ⊂ An. In general there will be many ideals with the same set of zeros, but

there is one largest ideal with a given zero set X, i.e. the set I(X) of all polynomials

vanishing on X. As I(X) is determined by X in a canonical way, we can hope that

it reflects the geometric properties of X. The ideal I(X) determines the coordinate

ring A(X) = k[x1, . . . , xn]/I(X) of X. We can view A(X) as the ring of polynomial

functions on X. We will see that it is extremely important in the study of the

properties of X. One can say that if one knows A(X), one knows everything about

X.

Definition 1.11. Let X ⊂ An be a subset. The ideal of X is

I(X) :=
{
f ∈ k[x1, . . . , xn]

∣∣ f(p) = 0 for all p ∈ X
}
.

That is I(X) is the ideal of all polynomials vanishing on X.

Remark 1.12. It is clear that X ⊂ Y implies I(X) ⊃ I(Y ) and we know from

above that I ⊂ J implies Z(I) ⊃ Z(J).
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Definition 1.13. Let X ⊂ An be an affine algebraic set. The coordinate ring

of X is A(X) := k[x1, . . . , xn]/I(X). By definition it is a k-algebra. We will often

denote the class of F ∈ k[x1, . . . , xn] in A(X) by the same letter F , but sometimes

also by [F ].

Example 1.14. If X = Z(x− y2) ⊂ A2, then A(X) = k[x, y]/(x− y2) ≃ k[x].

We can view A(X) as a ring of functions on X:

Remark 1.15. A polynomial function on X is a function of the form F |X for

F ∈ k[x1, . . . , xn]. Polynomial functions obviously form ring (and even a k-algebra):

constant functions are polynomial functions and if F,G are polynomial functions then

F +G : X → k, p 7→ F (p) +G(p), FG : X → k, p 7→ F (p)G(p)

are polynomial functions.

Proposition 1.16. The map

F ∈ k[x1, . . . , xn] 7→ F |X

induces an isomorphism of k-algebras from A(X) to the ring of polynomial functions

on X.

Proof. By definition the map ϕ : F → F |X is a surjective homomomorphism

of k-algebras from k[x1, . . . , xn] to the polynomial functions on X. By definition

ker(ϕ) =
{
F ∈ [x1, . . . , xn]

∣∣ F |X = 0
}

= I(X). Thus we get an induced isomor-

phism from A(X) to the polynomial functions on X. �

In future we will identify the coordinate ring A(X) with the ring of polynomial

functions on X via [F ] = F |X .

Finally we want to see that the zero set of polynomial functions is closed.

Definition 1.17. Let X ⊂ An be an affine algebraic set and let f ∈ A(X). The

zero set of f is

Z(f) :=
{
p ∈ X

∣∣ f(p) = 0
}
.

If f = F |X for F ∈ k[x1, . . . , xn], we see by definition that Z(f) = Z(F ) ∩X. Thus

Z(f) is closed in X.
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1.4. Hilbert Basis Theorem. An affine algebraic set X ⊂ An is the zero set

of an arbitrary set of polynomials S ⊂ k[x1, . . . , xn]. We now want to see that it is

always the zero set of a finite set of polynomials. This has geometric consequences:

every affine algebraic set can be decomposed into a finite number of ”pieces”, the

irreducible components, that cannot be further decomposed. Later we will then want

to restrict our attention to such irreducible algebraic sets, the affine varieties. We

need to introduce some algebra.

Lemma and Definition 1.18. For a ring R the following are equivalent:

(1) Every ideal I ⊂ R is finitely generated, i.e. of the form 〈f1, . . . , fk〉.
(2) R satisfies the ascending chain condition: Every chain I1 ⊂ I2 ⊂ . . . of

ideals in R becomes stationary (i.e. IN = IN+1 = . . . for some N).

A ring R that satisfies these conditions is called Noetherian.

Proof. (1) ⇒ (2). Let I1 ⊂ I2 ⊂ . . . be a chain of ideals in R. Put I =
⋃
i Ii.

Then I is obviously an ideal. By (1) we can write I = 〈f1, . . . , fk〉. These fi must all

be already contained in some IN , thus IN = IN+1 = . . . .

(2) ⇒ (1). Let I ⊂ R be an ideal, which is not finitely generated. Let f0 ∈ I.
Then for each n ≥ 1 there exists fn ∈ I \ 〈f0, . . . , fn−1〉. Then 〈f0〉 ⊂ 〈f0, f1〉 ⊂ . . .

is a chain of ideals that does not become stationary. �

Theorem 1.19. Every algebraic set X ⊂ An is the intersection of finitely many

hypersurfaces.

Proof. Let X = Z(I) for I an ideal in k[x1, . . . , xn]. It is enough to show that I

is finitely generated: If I = 〈f1, . . . , fr〉, then X = Z(f1, . . . , fr) = Z(f1)∩. . .∩Z(fr).

So it is enough to show that k[x1, . . . , xn] is Noetherian. Any field k is Noetherian,

because {0} and k are the only ideals. Therefore the theorem follows from the Hilbert

Basis Theorem. �

Theorem 1.20. (Hilbert Basis Theorem) R Noetherian =⇒ R[x1, . . . , xn] Noe-

therian.

Proof. As R[x1, . . . , xn] = R[x1, . . . , xn−1][xn], it is enough to show: R Noether-

ian ⇒ R[x] Noetherian. We assume R[x] is not Noetherian and show that R is not

Noetherian. Let I ⊂ R[x] be an ideal which is not finitely generated. The trick is to

look at the leading terms of elements in I. Let f1 ∈ I \{0} be a polynomial of minimal

degree. Inductively let fn be a polynomial of minimal degree in I \ 〈f1, . . . , fn−1〉.
Let nk = deg(fk) and let ak be the coefficient of xnk in fk. Then n1 ≤ n2 ≤ . . . and
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〈a1〉 ⊂ 〈a1, a2〉 ⊂ . . . is a chain of ideals in R. We claim that it does not become

stationary. Assume otherwise; then for some k we get 〈a1, . . . , ak〉 = 〈a1, . . . , ak+1〉.
Therefore we can write

ak+1 =
k∑

i=1

biai, bi ∈ R. (1)

Then

g := fk+1 −
k∑

i=1

bix
nk+1−nifi

lies in I \ 〈f1, . . . , fk〉 (otherwise fk+1 = g+
∑
bix

nk+1−nifi would lie in 〈f1, . . . , fk〉).
On the other hand we see that all the summands of g have degree nk+1 and by (1)

the coefficients of xnk+1 cancel. Thus deg(g) < nk+1, which contradicts the choice of

fk+1, as having minimal degree. �

1.5. Irreducible components. The algebraic set Z(xy) ⊂ A2 can be written

as the union of the two coordinate axis Z(x) and Z(y). On the other hand one

can show that Z(x) and Z(y) cannot be written as the union of two smaller closed

subsets. An affine algebraic set will be called irreducible (or a variety) if it cannot

be written as the union of two smaller affine algebraic sets. We want to show that

every affine algebraic set can be written in a unique way as a union of affine varieties,

its irreducible components. We make our definitions more generally for topological

spaces. Thus they apply also to open subsets of affine algebraic sets and later to

projective algebraic sets.

Definition 1.21. A topological space X is called reducible if we can write

X = X1 ∪ X2, where both X1 and X2 are closed subsets of X not equal to X.

Otherwise X is called irreducible.

Remark 1.22. Let X be an irreducible topological space and let U ⊂ X be

nonempty and open.

(1) U is dense in X. (Because X = X \ U ∪ U is a decomposition into closed

subsets and by assumption X \ U 6= X, thus by irreducibility U = X).

(2) U is irreducible. (If U = U1 ∪ U2, with Ui ⊂ U closed, then Ui = U ∩Xi for

Xi ( X closed. Then X1 ∪X2 is a closed subset of X containing U , thus it

contains U = X. Therefore X = X1 ∪ X2 and by irreducibility X = X1 or

X = X2 and thus U = U1 or U = U2.)
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The notion of irreducibility does not make much sense in the analytic topology.

The only irreducible subsets of a Hausdorff space are the points. In future we often

restrict attention to irreducible algebraic sets.

Example 1.23. (1) A point p ∈ An is irreducible.

(2) Z(xy) ⊂ A2 is the union of the lines Z(x) and Z(y), so it is reducible.

(3) Z(xy, xz) = Z(y, z)∪Z(x) ⊂ A3 is the union of a plane and a line, thus it is

reducible.

Now we want to show that every affine algebraic set is the union of finitely many

irreducible affine algebraic sets. Again we want to more generally prove a state-

ment about topological spaces, so that it applies more generally for instance also to

projective varietes. A topological space is Noetherian if every descending chain of

closed subsets becomes stationary. We will prove the result for Noetherian topolog-

ical spaces. Then it is easy to see every affine algebraic set is Noetherian because

k[x1, . . . , xn] is a Noetherian ring.

Definition 1.24. A topological space X is called Noetherian, if every descend-

ing chain X ⊃ X1 ⊃ X2 ⊃ . . . of closed subsets becomes stationary.

Remark 1.25. (1) Any subspace Y of a Noetherian topological space X is

Noetherian: A descending chain Y ⊃ Y1 ⊃ Y2 ⊃ . . . of closed subsets in Y

is of the form Yi = Y ∩ Xi with Xi closed subsets in X. By replacing Xi

by
⋂
j≤iXj, which has the same intersection with Y , we can assume that

X ⊃ X1 ⊃ X2 ⊃ . . . is a descending chain of closed subsets in X. Thus it

becomes stationary.

(2) Let X1 ⊃ X2 ⊃ . . . be a descending chain of closed subsets in An. Then

I(X1) ⊂ I(X2) ⊂ . . . is an ascending chain of ideals in the Noetherian ring

k[x1, . . . , xn]. Thus it becomes stationary and therefore also the original
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chain of closed subsets. Thus An is Noetherian. By (1) also any (open

subset of) an affine algebraic set is Noetherian.

Theorem and Definition 1.26. Every Noetherian topological space X is up to

reordering in a unique way a finite union X = X1 ∪ . . . ∪ Xr of irreducible closed

subsets with Xi 6⊂ Xj for i 6= j.

The Xi are called the irreducible components of X.

Proof. (Existence) It is enough to prove the existence of a decomposition into

finitely many irreducible closed subsets. The condition Xi 6⊂ Xj can then be satisfied

by leaving out all Xi with Xi ⊂ Xj for some j 6= i. Assume X does not have such a

decomposition. Then X is in particular reducible. Thus we can write X = X1∪Y1 for

closed subsets X1, Y1 ( X. Furthermore one of the two (say X1) cannot have a finite

decomposition into irreducible closed subsets, in particular it is reducible. Thus the

same assumtions as for X also hold for X1. Therefore we can repeat the argument

with X1. Continuing in this way we obtain a descending chain X ) X1 ) X2 ) . . .

of closed subsets, which is a contradiction to X being Noetherian.

(Uniqueness) Let X = X1∪ . . .∪Xr = Y1∪ . . .∪Ys be two such decompositions.

Then Xi =
⋃
j(Yj ∩ Xi) so by the irreducibility of Xi we get Xi ⊂ Yj for some j.

Similarly Yj ⊂ Xk for some k. Thus Xi ⊂ Xk, which implies i = k and Xi = Yj.

So each Xi is equal to one of the Yj. Similarly each Yj is equal to one of the Xi.

Therefore the Xi are just a reordering of the Yj. �

As every affine algebraic set is the union of irreducible affine algebraic sets we can

restrict our attention to these irreducibles. We can study a reducible affine algebraic

set by studying its irreducible components one by one. We will therefore give a special

name to affine algebraic sets.

Definition 1.27. An affine variety is an irreducible affine algebraic set.

We will also often look at open subsets of affine varieties.

Definition 1.28. An open subset of an affine variety is called a quasiaffine

variety.

As mentioned before, the algebraic properties of the ideal I(X) of a closed set

X should reflect the geometric properties of X. Here we see one instance: X is

irreducible if and only if I(X) is a prime ideal.

Proposition 1.29. Let X ⊂ An be an affine algebraic set. Then X is irreducible

if and only if I(X) is prime.
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Proof. ”⇒” Let X be irreducible, and let fg ∈ I(X). Then X ⊂ Z(fg) =

Z(f) ∪ Z(g), thus X = (Z(f) ∩X) ∪ (Z(g) ∩X). As X is irreducible, we must have

X = (Z(f) ∩X) or X = (Z(g) ∩X), i.e f ∈ I(X) or g ∈ I(X).

”⇐” Assume X = X1∪X2 for closed subsets X1, X2 ( X. Then Z(I(X1)) = X1 (

X = Z(I(X)) implies I(X) ( I(X1), i.e. there exists f1 ∈ I(X1) \ I(X). Similarly

there exists f2 ∈ I(X2) \ I(X). Then f1f2 vanishes on all points of X1 ∪X2 = X. So

f1f2 ∈ I(X). Therefore I(X) is not a prime ideal. �

Remark 1.30. Let X ⊂ An be an affine algebraic set. Note that I(X) is a prime

ideal if and only if A(X) = k[x1, . . . , xn]/I(X) is an integral domain. Thus X is a

variety if and only if A(X) is an integral domain. The coordinate ring A(X) is one

of the main tools via which we want to study X. Integral domains are much more

easy to work with than rings with zero divisors, this is the main reason why most of

the time we will restrict our attention to varieties.

One of the nice properties of an integral domain is that one can form its quotient

field. It will turn out that this quotient field will be very important for us to define

and study regular functions and morphisms.

1.6. Dimension. As an application of the notion of irreducibility we can de-

fine the dimension of an irreducible affine variety or more generally of a Noetherian

topological space. The idea is the following: A closed subset Y ( X in an irre-

ducible closed subvariety of An is given by at least one equation, so we should have

dim(Y ) < dim(X).

Definition 1.31. Let X 6= ∅ be a irreducible topological space. The dimension

dim(X) of X is the largest integer n such that there is an ascending chain

∅ 6= X0 ( X1 ( . . . ( Xn = X

of irreducible closed subsets of X. For a nonempty Noetherian topological space

X the dimension of X is defined to be the maximum of the dimensions of the

irreducible components of X.

Remark 1.32. (1) Points have dimension 0.

(2) A1 has dimension 1, as points are the only irreducible closed subsets of A1

not equal to A1.

(3) If the definition of dimension has anything to do with our intuition, then An

must have dimension n. This is indeed the case, but in the moment we do

not have the tools to prove this. Obviously we have dim(An) ≥ n, because
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of the ascending chain

{(0, . . . , 0} ( Z(x2, . . . , xn) ( . . . ( Z(x2, . . . , xn) ( An.

Later when we have developed the theory further, we will study dimension

carefully.

1.7. Hilbert Nullstellensatz. To an ideal I ∈ k[x1, . . . , xn] we can associate

its zero set Z(I) ⊂ An and to an affine algebraic set X ⊂ An we can associate its

ideal I(X). This gives inclusion reversing maps.
{

affine algebraic sets

in An

}
I−→
Z←−

{
ideals in

k[x1, . . . , xn]

}
.

Question: To what extend are these two maps inverse to each other?

It is easy to see that Z ◦ I is the identity:

Remark 1.33. (1) By definition for any ideal I we have I(Z(I)) ⊃ I.

(2) For any affine algebraic set X ⊂ An we have Z(I(X)) = X.

Proof. (1) is obvious. (2) By definition Z(I(X)) ⊃ X. To prove the other

inclusion, we know that X = Z(I) for some ideal I. Thus by (1) I ⊂ I(Z(I)) = I(X)

and therefore Z(I(X)) ⊂ Z(I) = X. �

We will first deal with a much simpler version of the question: What is the

condition that Z(I) ⊂ An is nonempty? We know that Z(k[x1, . . . , xn]) = ∅. We

claim that for all other ideals the zero set is nonempty.

Theorem 1.34. (Weak Hilbert Nullstellensatz). Let I ( k[x1, . . . , xn] be a proper

ideal. Then Z(I) 6= ∅.

This is purely a statement of algebra, whose proof does not fit well with the rest

of the course, therefore we will skip it. You can find it in Chapter 3 of these notes

(but we will not do it).

Remark 1.35. The weak Nullstellensatz is most of the time used in the following

form: Let I ⊂ k[x1, . . . , xn] be an ideal with Z(I) = ∅. Then 1 ∈ I.

Remark 1.36. We have made the assumption that k is algebraically closed. In

fact the weak Nullstellensatz is false otherwise. E.g. 〈x2 + 1〉 is a maximal ideal in

R[x] because R[x]/〈x2 + 1〉 ≃ C, but Z(x2 + 1) = ∅.
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Now we want to come back to our original question and study the relation between

ideals and their zero sets. For an ideal in J ⊂ k[x1, . . . , xn] it is in general not true

that I(Z(J)) = J . For instance in A1 we have I(Z(〈xn〉)) = I({0}) = 〈x〉. The point

is that a polynomial f and a power fn have the same zero set. Now we want to see

that this is in fact the only thing that can happen: if f ∈ I(Z(J)), then a positive

power fn lies is I.

Definition 1.37. Let I be an ideal in a ring A. The radical of I is
√
I :=

{
a ∈ A

∣∣ an ∈ I for some n > 0
}
.

√
I is an ideal: If fn ∈ I, a ∈ A, then obviously (af)n = anfn ∈ I. If fn, gm ∈ I, then

the binomial formula (f + g)n+m =
∑

i

(
n+m
i

)
f ign+m−i implies that (f + g)n+m ∈ I,

because each summand f ign+m−i has either i ≥ n or n+m− i ≥ m.

An ideal I ⊂ A is called a radical ideal, if I =
√
I, or equivalently I =

√
J for

some ideal J .

Remark 1.38. Let X ⊂ An be an affine algebraic set. Then I(X) is a radical

ideal.

Proof. Let f ∈ k[x1, . . . , xn] with fn ∈ I(X). Then for all p ∈ X we have

fn(p) = f(p)n = 0. Therefore f(p) = 0. Therefore f ∈ I(X). �

The strong version of the Nullstellensatz gives the precise relation between I and

I(Z(I)), namely I(Z(I)) is the radical of I.

Theorem 1.39. (Hilbert Nullstellensatz) Let I ⊂ k[x1, . . . , xn] be an ideal, then

I(Z(I)) =
√
I.

Proof. Write I = 〈f1, . . . , fr〉. We have seen that I(Z(I)) is a radical ideal

containing I. Therefore
√
I ⊂ I(Z(I)). Let f ∈ I(Z(I)). We need to show that

fN ∈ I for some N > 0. This is not obvious. We need to use a trick. We apply the

weak Nullstellensatz in k[x1, . . . , xn, t].

Let

J := 〈f1, . . . , fr, (ft− 1)〉 ⊂ k[x1, . . . , xn, t].

If p ∈ An, a ∈ k, then (p, a) ∈ An+1 and we get that (p, a) ∈ Z(J), if and only if

p ∈ Z(I) and f(p)a = 1. But this is impossible because f vanishes on Z(I), thus

f(p) = 0. Thus Z(J) = ∅. By the weak Nullstellensatz J = k[x1, . . . , xn, t]. Thus we

can write

1 = g0(ft− 1) +

r∑

i=1

gifi ∈ k[x1, . . . , xn, t], for gi ∈ k[x1, . . . , xn, t], fi ∈ I.
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Now we need to go back to k[x1, . . . , xn]. Define a ring homomorphism

ϕ : k[x1, . . . , xn, t]→ k(x1, . . . , xn), f(x1, . . . , xn, t) 7→ f(x1, . . . , xn, 1/f),

this is obviously a ring homomorphism. As the fi do not contain t, we have ϕ(fi) = fi,

where we identify fi with fi

1
∈ k(x1, . . . , xn). Furthermore ϕ(ft− 1) = ϕ(f

f
− 1) = 0.

Thus we get 1 =
∑

i ϕ(gi)fi in k(x1, . . . , xn). Note that the only denominators that

occur in the image of ϕ are powers fn of f (as image of tn). Thus we can write

ϕ(gi) = Gi

fni
with Gi ∈ k[x1, . . . , xn]. Let N be the maximum of the ni. Multiply

this equation by fN to get an equation in k[x1, . . . , xn]: f
N =

∑
iGif

N−nifi. Thus

fN ∈ 〈f1, . . . , fr〉 = I. �

Corollary 1.40. We have mutually inverse inclusion-reversing bijections
{

affine varieties

in An

}
I−→
Z←−

{
radical ideals in

k[x1, . . . , xn]

}
.

Corollary 1.41. If f ∈ k[x1, . . . , xn] is irreducible, then Z(f) is irreducible.

Proof. Let f be irreducible. Then, as k[x1, . . . , xn] is a unique factorization

domain, we know that 〈f〉 is a prime ideal. As prime ideals are radical it follows that

I(Z(f)) = 〈f〉. Thus Z(f) is irreducible. �

1.8. Exercises.

(1) Show that
{
(cos(t), sin(t)) ∈ A2

R

∣∣ t ∈ R
}

is an affine algebraic set.

(2) Is
{
(t, sin(t)) ∈ A2

R

∣∣ t ∈ R
}

an affine algebraic set?

(3) Show that every affine algebraic set in Cn is closed in the standard Euclidean

topology (Hint: Polynomials are continuous).

(4) Let X ⊂ An be an affine algebraic set, and p ∈ An \X.

Show there exists an f ∈ k[x1, . . . , xn] with f(p) = 1 and f |X = 0.

(5) Let F1, . . . , Fm ∈ k[x1, . . . , xn]. Let ϕ : An → Am be defined by ϕ(p) =

(F1(p), . . . , Fm(p)).

Show: The graph Γϕ :=
{
(p, q) ∈ An+m

∣∣ q = ϕ(p)
}

is an affine algebraic

set.

(6) Give an example of a countable collection of affine algebraic sets in An whose

union is not an affine algebraic set.
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(7) Show that the Zariski topology on An is strictly coarser than the Euclidean

topology, i.e. all Zariski closed sets are closed in the Euclidean topology, but

not all sets which are closed in the Euclidean topology are also closed in the

Zariski topology.

(8) Identifying A2 with A1×A1, show that the Zariski topology on A2 is not the

product topology of the Zariski topologies on two copies of A1.

(9) Let X be a topological space, Y ⊂ X and {Ui}i an open cover of X. Show

that Y is closed in X if and only if Y ∩ Ui is closed in Ui for all i.

(10) Show that polynomials F ∈ k[x1, . . . , xn] are continuous maps f : An → A1

(for the Zariski topology on An and on A1).

(11) Prove that the map ϕ : A1 → A3; t 7→ (t, t2, t3) is continuous for the Zariski

topology.

(12) Let X, Y ⊂ An be affine algebraic sets. Show that X = Y if and only if

I(X) = I(Y ).

(13) Let I = 〈x2 + y2 − 1, x − 1〉. Determine X := Z(I), determine I(X). Show

that I(Z(I)) 6= I.

(14) Let 0 be the origin in An. Show that I(0) = 〈x1, . . . , xn〉 and A(0) = k.

(15) For X = Z(x− y2) ⊂ A2, show A(X) = k[x, y]/(x− y2) ≃ k[x].

(16) Let X be an affine variety. Show that polynomial functions on X are con-

tinuous.

(17) Show that Z(xy − z2, y5 − x3) ⊂ A3 has two irreducible components.

(18) Let C = Z(F ) ∈ A2, for F ∈ k[X, Y ] an irreducible polynomial of degree

n > 1. Let L = Z(Y − aX − b) be a line in A2. Show that L ∩ C is a finite

set, consisting of at most n points. (Hint: Consider F (X, aX + b)).

(19) Let X, Y ⊂ An be affine algebraic sets with X ⊂ Y . Show: Every irreducible

component of X is contained in an irreducible component of Y .

(20) Recall that a topological space X is connected if the only subsets of X which

are both open and closed are ∅ and X.

Let X 6= ∅ be a topological space. Prove that X is irreducible if and only

if all nonempty open subsets of X are connected.

(21) A hypersurface C ⊂ A2 we call a plane curve. Show:

(a) Any infinite subset of an irreducible plane curve C ⊂ A2 is dense in C.

(b) Any bijective map between irreducible plane curves is a homeomor-

phism.



2. PROJECTIVE VARIETIES 17

(22) Give an example of two irreducible subvarieties of A3 whose intersection is

reducible.

(23) Let Z be a topological space and {Uα} be an open covering of Z such that

Uα ∩ Uβ 6= ∅ for α 6= β and that all Uα’s are irreducible.

Prove that Z is irreducible.

(24) Show that a Noetherian topological space is quasicompact, i.e. every open

cover has a finite subcover.

(25) Show that a Hausdorff Noetherian topological space is a finite set with the

discrete topology.

(26) If two affine algebraic sets are isomorphic show that they have the same

dimension.

(27) Let ϕ : X → Y be a surjective morphism of irreducible affine algebraic sets.

Show that dim(X) ≥ dim(Y ).

(28) Show: A1 has dimension 1.

(29) Let C ⊂ A2 be an irreducible plane curve. Show: C has dimension 1.

(30) Show that Z(y − x2) ⊂ A2 is irreducible, in fact I(Z(y − x2)) = 〈y − x2〉.
(31) Prove that the map ϕ : A1 → A3; t 7→ (t, t2, t3) is continuous for the Zariski

topology.

(32) Give an example of an irreducible f ∈ R[x, y] whose zero set in A2
R

is not

irreducible.

(33) Prove that the cuspidal cubic C := Z(x3 − y2) ⊂ A2 is irreducible.

2. Projective varieties

Let X = Z(x − 1) ⊂ A2 and for a ∈ k let Ya = Z(x − ay) ⊂ A2. Then X and

Ya are two lines in A2. For a 6= 0 we see that the intersection of X and Ya is one

point (1, 1
a
). For a = 0 however the intersection is empty. Intuitively the intersection

point runs off to infinity as a goes to 0 and for a = 0 the lines are parallel. In some

sense these parallel lines should still intersect, but ”at infinity”. Therefore we want

to add some points at infinity to affine space and to affine varieties. This is done by

introducing projective space Pn and defining projective algebraic sets as the zero sets

of homogeneous polynomials on projective space. We will see that the elementary

theory of projective algebraic sets is very similar to that of affine algebraic sets. Most

of the definitions and results that we had in the affine case also work in the projective

case. Thus we can introduce the Zariski topology on projective algebraic sets, we

can consider their ideal. We can decompose them into irreducible components and
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can consider projective varieties, which are the irreducible projective algebraic sets.

Finally there is also a projective version of the Nullstellensatz.

One can also view projective algebraic sets as compactifications of affine algebraic

sets: Over the complex numbers and with the analytic topology we see that An

and affine varieties (except for points) are not compact. But compact spaces are

much nicer than non-compact ones. We want to “compactify” affine varieties by

adding points at infinity. Over the complex numbers these are now compact in the

analytic topology. We we will see later (at the end of chapter 2) that even with the

Zariski topology they have a very similar property to compactness, which is called

completeness.

2.1. Projective varieties. We introduce projective space Pn as the space of

lines in kn+1 through the origin. We will in a moment see that An can be identified

with a subset of Pn.

Definition 2.1. On kn+1 \ {0} we introduce an equivalence relation by

(a0, . . . , an) ∼ (λa0, . . . , λan), for all λ ∈ k∗ := k \ {0}.

The quotient set Pn := (kn+1\{0})/ ∼ is called projective n-space. The equivalence

class of (a0, . . . , an) is denoted by [a0, . . . , an]. The ai are called the homogeneous

coordinates of the point p = [a0, . . . , an] ∈ Pn. Note that giving the equivalence

class [a0, . . . , an] is the same as giving the line
{
(λa0, . . . , λan)

∣∣ λ ∈ k
}
⊂ kn+1.

Thus Pn is the space of lines in kn+1 through the origin.

We can see that Pn is the union of n + 1 subsets which “look like An”. Choosing

one of them, we can view Pn as being obtained from An by adding points at infinity.

Definition 2.2. Let Ui :=
{
[a0, . . . , an] ∈ Pn

∣∣ ai 6= 0
}
, i = 0, . . . , n. The map

ϕi : Ui → An, [a0, . . . , an] 7→
(a0

ai
, . . . ,

âi
ai
, . . . ,

an
ai

)

is obviously a bijection with inverse

ui : An → Ui, (b0, . . . , b̂i, . . . , bn) 7→ [b0, . . . , 1, . . . , bn].

(As usual b̂i means that we remove bi, so that we get a vector in An). We call the
aj

ai

the affine coordinates of p = [a0, . . . , an] with respect to Ui.

In particular we will want to use u0 to view Pn as An with some points at infinity

added. Thus sometimes we want to identify An and U0 by identifying (a1, . . . , an)

with [1, a1, . . . , an]. Thus An becomes a subset of Pn. For any subset X ⊂ Pn we

thus have X ∩ An = ϕ0(X). In particular Pn = An ∪ H∞, with H∞ := Pn \ U0 =
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{
[a0, a1, . . . , an]

∣∣ a0 = 0
}

the hyperplane at infinity. In case n = 2 we also call it

the line at infinity. In case n = 1 we write ∞ := [0, 1]. Thus P1 = A1 ∪∞.

Now we want to define projective algebraic sets in Pn as zero sets of polynomi-

als in k[x0, . . . , xn]. There is however a problem: Unlike the affine case, a polyno-

mial g ∈ k[x0, . . . , xn] does not define a function on Pn: In general g(a0, . . . , an) 6=
g(λa0, . . . , λan). For instance for f = x2

1 − x0 we have f(1, 1) = 0 but f(−1,−1) 6= 0

although [1, 1] = [−1,−1]. If f is homogeneous this is not a problem, because whether

f vanishes at a point p ∈ Pn does not depend on the representative.

Remark 2.3. If g ∈ k[x0, . . . , xn] is homogeneous of degree d, then for all λ ∈ k,

g(λa0, . . . , λan) = λdg(a0, . . . , an).

This is because every monomial of g evaluated at (a0, . . . , an) is the product of d of

the ai. Thus replacing the ai by the λai, each monomial is multiplied by λd. So the

question whether g(a0, . . . , an) = 0 depends only on [a0, . . . , an].

Definition 2.4. Let g ∈ k[x0, . . . , xn] be homogeneous of degree d. One also

says that g is a form of degree d. A point p = [a0, . . . , an] is a zero of g and we

write g(p) = 0, if and only if g(a0, . . . , an) = 0. By the above this is independent

of the representative (a0, . . . , an). Let S ⊂ k[x0, . . . , xn] be a set of homogeneous

polynomials. The projective zero set of S is

Z(S) :=
{
p ∈ Pn

∣∣ f(p) = 0 for all f ∈ S
}
.

A subset of the form Z(S) is called a projective algebraic set. If S = {f1, . . . , fr},
we write Z(f1, . . . , fr) := Z(S). If f is a form of degree d > 0, then Z(f) is called

the hypersurface defined by f .

If we want to distinguish between the projective zero set and the affine zero set,

we write Zp(S) for the projective zero set and Za(S) for the affine zero set.

Example 2.5. (1) ∅ = Z(1); Pn = Z(∅) are projective algebraic sets.

(2) If f is a homogeneous polynomial of degree 1, then Z(f) is called a hyper-

plane.

(3) More generally, if V ⊂ kn+1 is a sub-vector space of dimension l + 1, then

P(V ) :=
{
[a0, . . . , an]

∣∣ (a0, . . . , an) ∈ V
}

is called a projective subspace

of Pn of dimension l. A projective subspace of dimension 1 is also called

a line. V can be written as the intersection of n − l hyperplanes, i.e. the

zero set P(V ) = Z(f1, . . . , fn−l) of n− l linear forms. Conversely every zero

set Z(f1, . . . , fr) of linear forms fi is a projective subspace. In particular if
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f1, . . . , fn−1 are linearly independent linear forms, then Z(f1, . . . , fn−1) is a

line.

(4) Let X = Z(x1 − x0) and Ya = Z(x1 − ax2) for a ∈ k be two lines in P2. It is

easy to see that X ∩ A2 = Z(x1 − 1) and Ya ∩ A2 = Z(x1 − ax2). Thus this

is the example from the introduction to this section. We see that

X ∩ Ya =
{
[b, b, c]

∣∣ ac = b
}

=





(1, 1
a
) a 6= 0,

[0, 0, 1] a = 0.

Thus the lines always intersect; in case a = 0 the intersection point is on the

line at infinity.

Like in the affine case, all projective algebraic sets are the zero sets of ideals, and

we can look at the ideal of a projective algebraic set. We only have to be slightly

more careful, as we need to use homogeneous polynomials. Thus we want to use

homogeneous ideals, i.e. ideals generated by homogeneous polynomials.

Definition 2.6. Any polynomial f ∈ k[x0, . . . , xn] can be written in a unique

way as a sum f = f (0) + . . . + f (d) of forms f (i) of degree i. The f (i) are called the

homogeneous components of f .

An ideal I ⊂ k[x0, . . . , xn] is called a homogeneous ideal, if for every f ∈ I, all

the homogeneous components f (i) are in I.

Proposition 2.7. An ideal I ∈ k[x0, . . . , xn] is homogeneous, if and only if it is

generated by homogeneous elements.

Proof. Assume I is homogeneous. Let {fα}α be generators of I. Then the

{f (i)
α }α,i are a set of homogeneous generators.

Let I be generated by homogeneous polynomials {gi}. Then any f ∈ I can be

written as a finite sum f =
∑

i aigi for some ai ∈ k[x0, . . . , xn] (which need not be

homogeneous). As gi is homogeneous, the part of degree d of aigi is a
(d−deg(gi))
i gi.

Thus we get f (d) =
∑

i a
(d−deg(gi))
i gi ∈ I. �

Definition 2.8. For I ⊂ k[x0, . . . , xn] a homogeneous ideal, the zero set of I is

Z(I) :=
{
p ∈ Pn

∣∣ f(p) = 0 for all homogeneous f ∈ I
}
.

For a subset X ⊂ Pn the (homogeneous) ideal of X is

I(X) :=
〈
f ∈ k[x0, . . . , xn] homogeneous

∣∣ f(p) = 0 for all p ∈ X
〉
.

By definition this is a homogeneous ideal. If we want to distinguish it from the ideal

of an affine algebraic set, we denote it by IH(X).
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Remark 2.9. Even if f ∈ k[x0, . . . , xn] is not homogeneous, we define f(p) = 0

if and only if f(a0, . . . , an) = 0 for all representatives (a0, . . . , an) of p. Let I ⊂
k[x0, . . . , xn] be any ideal. Let I ⊂ k[x0, . . . , xn] be a homogeneous ideal. It is easy

to check that with this definition

Z(I) =
{
p ∈ Pn

∣∣ f(p) = 0 ∀f ∈ I
}
,

I(X) =
{
f ∈ k[x0, . . . , xn]

∣∣ f(p) = 0 ∀p ∈ X
}
.

2.2. Zariski topology. The following is proven in the same way as for affine

algebraic sets:

Proposition 2.10. (1) If X ⊂ Y , then I(X) ⊃ I(Y ).

(2) If Y ⊂ Pn is a projective algebraic set, then Z(I(Y )) = Y .

(3) For any homogeneous ideal I ⊂ k[x0, . . . , xn] we have I ⊂ I(Z(I)).

(4) If S ⊂ T then Z(S) ⊃ Z(T ).

(5) Let S ⊂ k[x0, . . . , xn] be a set of forms. Then Z(S) = Z(〈S〉).
(6) For a family {Sα} of sets of forms in k[x0, . . . , xn] we have Z (

⋃
α Sα) =⋂

α Z(Sα).

(7) Let S, T ⊂ k[x0, . . . , xn] be sets of forms. Then Z(ST ) = Z(S) ∪ Z(T ).

In particular we see that finite unions and arbitrary intersections of projective

algebraic sets are projective algebraic sets. As in the affine case, this allows us to

introduce a topology on Pn for which the closed subsets are the projective algebraic

sets.

Definition 2.11. The Zariski topology on Pn is the topology whose closed sets

are the projective algebraic sets. If X ⊂ Pn is a subset, the induced topology on X

(i.e. the one whose closed subsets are the intersections of X with closed subsets of

Pn) is called the Zariski topology on X.

Thus again we can talk about open and closed subsets, closure, continuous maps

etc.

Definition 2.12. An open subset of a projective algebraic set is called quasipro-

jective algebraic set.

Remark 2.13. As k[x0, . . . , xn] is Noetherian, we prove in the same way as in the

affine case that that Pn and thus any subspace of Pn is a Noetherian topological space:

if X1 ⊃ X2 ⊃ . . . is a descending chain of closed subset of Pn, then I(X1) ⊂ I(X2) ⊂
. . . is an ascending chain of ideals in k[x0, . . . , xn], which thus becomes stationary

and thus also the original chain X1 ⊃ X2 ⊃ . . . becomes stationary. In particular

every quasiprojective algebraic set has a decomposition into irreducible components.
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Again the irreducible quasiprojective algebraic sets are called varieties.

Definition 2.14. An irreducible projective algebraic set is called projective va-

riety an irreducible quasiprojective algebraic set is called quasiprojective variety

or also just variety.

Remark 2.15. (1) Often in the literature a quasiprojective variety is not

required to be irreducible.

(2) Often in the literature by variety one means an abstract variety, which is

something more general than a quasiprojective variety. We will however only

consider quasiprojective varieties.

(3) By our identification An is the open subset Pn \ Z(x0) of Pn. Thus An, any

affine variety and any quasiaffine variety are quasiprojective varieties.

Remark 2.16. The definition of dimension for Noetherian topological spaces ap-

plies to irreducible quasiprojective varieties. We will see later that dim(Pn) = n.

2.3. Affine cones and the projective Nullstellensatz. Now we prove the

projective version of the Nullstellensatz, which gives a correspondence between the

projective varieties in Pn and the homogeneous ideals in k[x0, . . . , xn], very similar

to the affine case. The proof is reduced to the affine case by making use of cones.

Definition 2.17. An nonempty affine algebraic set X ⊂ An+1 is called a cone,

if for all λ ∈ k, p = (a0, . . . , an) ∈ X, we have λp = (λa0, . . . , λan) ∈ X, i.e. X

contains the line through 0 and p. For X ⊂ Pn a projective algebraic set, the affine

cone over X is

C(X) :=
{
(a0, . . . , an) ∈ An+1

∣∣ [a0, . . . , an] ∈ X} ∪ {0}.

Obviously this is a cone.
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Lemma 2.18. Let X 6= ∅ a projective algebraic set. Then

(1) I(C(X))) = IH(X),

(2) If X = Zp(I) for a homogeneous ideal I, then C(X) = Za(I).

In other words there is a one-one correspondence between nonempty projective

algebraic sets and affine cones by taking the zero locus in Pn and An+1 of the same

homogeneous ideal.

Proof. Both (1) and (2) are reformulations of Remark 2.9. �

Now we can easily prove the projective version of the Nullstellensatz.

Theorem 2.19. (Projective Nullstellensatz) Let I ⊂ k[x0, . . . , xn] be a homoge-

neous ideal.

(1) Zp(I) = ∅ if and only if I contains all forms of degree N for some N .

(2) If Zp(I) 6= ∅ then IH(Zp(I)) =
√
I.

Proof. Let X := Zp(I). (1) Then X = ∅ if and only if C(X) = {0}. As

C(X) = Za(I) ∪ {0}, we see that this means that Za(I) is either empty or {0}. By

the Nullstellensatz, this is equivalent to
√
I = I(C(X)) ⊃ 〈x0, . . . , xn〉. Therefore for

each i = 0, . . . , n there exists ji with xjii ∈ I. We can take N := j0 + . . . + jn, then

every monomial of degree N is contained in I.
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(2) Let X = Zp(I). Then (as X 6= ∅) we have IH(X) = I(C(X)) = I(Za(I)) =√
I, by the affine Nullstellensatz. �

So we get a very similar version of the Nullstellensatz, only the ideal 〈x0, . . . , xn〉
leads to exceptions. It is called the irrelevant ideal.

Corollary 2.20. IH and Zp are mutually inverse bijections between non-irrelevant

homogeneous radical ideals I ⊂ k[x0, . . . xn] and projective algebraic sets X ⊂ Pn.

We can also see that, analogously to the affine case, projective varieties correspond

to homogeneous prime ideals.

Proposition 2.21. (1) A projective algebraic set X ⊂ Pn is irreducible if

and only if IH(X) is a prime ideal.

(2) If f ∈ k[x0, . . . , xn] is irreducible and homogeneous, then Zp(f) ⊂ Pn is

irreducible.

Proof. (1) If X ⊂ Pn is reducible, then X = X1∪X2 for closed subsets Xi ( X.

Then C(X) = C(X1)∪C(X2) is a reducible subset of An+1 and thus IH(X) = I(C(X))

is not prime.

Now assume that I := IH(X) is not prime. Then there exist f, g 6∈ I with fg ∈ I.
Let i, j be minimal with f (i), g(j) 6∈ I. By subtracting homogeneous parts of f and g of

lower degree, we can assume i and j are the lowest degrees occurring in f and g. Then

f (i)g(j) is the homogeneous component of minimal degree of the element fg of the

homogeneous ideal I. Thus f (i)g(j) ∈ I, Let X1 = Zp(I ∪{f (i)}), X2 = Zp(I ∪{g(j)}).
Then X1, X2 ( X and X = X1 ∪ X2. Thus X is reducible. (2) follows in the same

way as in the affine case. �

2.4. Exercises.

(1) What points of P2 do not belong to two of the three sets U0, U1, U2?

(2) Let I be a homogeneous ideal in k[x0, . . . , xn]. Show that I is prime if and

only if: for any two forms F,G ∈ k[x0, . . . , xn] with FG ∈ I, either F ∈ I or

G ∈ I.
(3) Let I ∈ k[x0, . . . , xn] be a homogeneous ideal. Then

√
I is a homogeneous

ideal.

(4) Let I, J ⊂ k[x0, . . . , xn] be homogeneous ideals. Show IJ and I ∩ J are

homogeneous ideals.
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(5) Show that every irreducible component of a cone is also a cone.

(6) Let F ∈ k[x0, . . . , xn] be homogeneous. Show the irreducible factors of F

are homogeneous.

(7) Let V,W be algebraic sets and let V ⊂ W . Show: Each irreducible compo-

nent of V is contained in an irreducible component of W .

(8) Let C := Z(y2z − (x3 + axz2 + bz3)) ⊂ P2. Under the isomorphisms ϕi :

Ui → A2 for i = 0, 1, 2 write down the equations of ϕi(Ui ∩ C). Determine

the intersection of C with the Z(x), Z(y), Z(z).

(9) Show that any two distinct lines in P2 intersect in one point.

(10) Let Q1 := Z(x2 − yw), Q2 := Z(xy − zw) ⊂ P3. Show: Q1 and Q2 are

irreducible, but Q1 ∩ Q2 is the union of a twisted cubic and a line. This

shows that the intersection of irreducible projective varieties need not be

irreducible.

(11) Let C = Z(x2− yz) ⊂ P2. Let L = Z(y) ⊂ P2. Show that C ∩L is one point

p, but I(p) 6= I(C) + I(L).





CHAPTER 2

Functions and Morphisms

We have now introduced affine and projective varieties and studied their first

properties. In order to make any further progress in the theory we need to define

and study the maps between these varieties which are compatible with the structure.

These will be called morphisms. There is an easy way to define morphisms f : X → Y

between affine varieties X ⊂ An, Y ⊂ Am; one can define them as polynomial maps

F = (F1, . . . , Fm), given by an m-tuple of polynomials Fi ∈ k[x1, . . . , xn]. One can

check that the pullback of g◦F of a polynomial function on Y is a polynomial function

on X, that it polynomial maps preserve polynomial functions. We will take this as

the most important defining property of morphism of more general quasiprojective

varieties. We first define for each open set of a quasiprojective variety the regular

functions on this open set. Then a morphism F : X → Y of quasiprojective varieties

is defined as a continuous map, which is compatible with regular functions, i.e. if g

is a regular function on an open subset U ⊂ Y , we require g ◦ F to be regular on

F−1(U).

1. Regular and rational functions

Now we want to define regular functions on quasiaffine and quasiprojective vari-

eties, the analogues of differentiable functions in differential geometry. As algebraic

varieties are zero sets of polynomials, one should expect that the functions should

just be the restrictions of polynomials. It turns out that these are not quite enough,

we also need quotients of polynomials.

1.1. Regular functions on quasiaffine varieties. In this section let X ⊂ An

be a closed subvariety of An and let V ⊂ X be open. Thus V is a quasiaffine variety.

We have already introduced the coordinate ring A(X) = k[x1, . . . , xn]/I(X), and

seen that it can be identified with the ring of polynomial functions
{
F |X

∣∣ F ∈ k[x1, . . . , xn]
}
.

We will also write A(V ) := A(X) and call it the coordinate ring of V . We want

to define regular functions on all open subsets of V . Naively one could think that

this should just be the restrictions of polynomial functions, but this is not enough

27
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because we want regular functions to distinguish between different open subsets of V .

We will therefore consider quotients of polynomial functions, by using the quotient

field Q(A(V )). Note that here we are using that X (and thus V ) is irreducible,

because this is equivalent to A(V ) being an integral domain.

Reminder 1.1. Recall that the quotient field K of an integral domain R is the

set of equivalence classes f

g
of pairs (f, g) ∈ R with g 6= 0 via the equivalence relation

(f, g) ∼ (f ′, g′) ⇐⇒ fg′ = gf ′.

Addition and multiplication are defined by

f

g
+
f ′

g′
=
fg′ + gf ′

gg′
,

f

g
· f

′

g′
=
ff ′

gg′
.

It is easy to see that K is a field. Identifying f ∈ R with f

1
we get that R is a subring

of K.

Definition 1.2. The quotient field K(V ) of A(V ) is called the field of rational

functions or just function field of V . Elements of K(X) (resp. K(V )) are called

rational functions on X (resp. on V ).

We can use the rational functions to define the regular functions on open subsets

of V .

Definition 1.3. Let p ∈ V . The local ring of V at p is

OV,p :=
{
h ∈ K(V )

∣∣ there exist f, g ∈ A(X) s.th. h = f

g
and g(p) 6= 0

}
.

In future we will just write this OV,p :=
{
f

g
∈ K(V )

∣∣ g(p) 6= 0
}
. For U ⊂ V an open

subset, the ring of regular functions on U is the subring

OV (U) :=
⋂

p∈V

OV,p ⊂ K(X).

Remark 1.4. By definition a regular function h ∈ OV (U) is just an element f

g
in

the quotient field K(V ) of A(V ). In what sense is a a function on U?

We will now check that h ∈ OV (U) determines indeed a function h : X → k.

Furthermore we will also see that this function h : X → k determines the element

h ∈ OV (U), so we can (and will in future) identify elements of OV (U) with the

corresponding functions U → k.

Let h ∈ OV (U). Then h defines a function

h : U → k, p 7→ h(p) :=
f(p)

g(p)
for any f, g ∈ A(X) with h = f

g
and g(p) 6= 0.
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Note that this is well defined: If f

g
= f ′

g′
with g′(p) 6= 0, then fg′ = gf ′, thus

f(p)g′(p) = g(p)f ′(p) and by g(p) 6= 0 6= g′(p) this implies f(p)
g(p)

= f ′(p)
g′(p)

.

Conversely we want to see that the function h : U → k determines the corre-

sponding element h ∈ K(V ). Let h′ ∈ OV (U) be another element with h′(p) = h(p)

for all p ∈ U . Then (h − h′)(p) = 0 for all p ∈ U . We have to show that l := h − h′
is the zero element of K(X). We can write l = f

g
with f, g ∈ A(X), and g 6= 0. Let

W := U \ Z(g) which is a nonempty open subset of X. Then for p ∈ W we have

0 = f(p)
g(p)

, i.e. f(p) = 0. Thus W ⊂ Z(f). As W is dense in X we see that f is the zero

function on X, thus f is the zero element of A(X). Thus l = 0
g

is the zero element of

K(X).

Note that this identification of elements of OV (U) with functions U → k is com-

patible with with k-algebra structure on both sides. If h = f + g (resp. h = fg) in

OV (U), then h(p) = f(p) + g(p) (resp. h(p) = f(p)g(p)) for all p ∈ U .

Remark 1.5. (1) If h ∈ K(V ) is a rational function, then we can write h = f

g

with f, g ∈ A(V ) and g 6= 0. Thus h ∈ OV (U) for the open set U = V \Z(g).

Thus every rational function defines a regular function on an open dense

subset of V .

(2) If h ∈ OV,p, then we can choose g with g(p) 6= 0. Thus p ∈ U , i.e. an element

of the local ring at p defines a regular function in a neighborhood of p.

One can show that the regular functions f ∈ OV (U) are precisely the functions

f : U → k which are locally quotients of polynomials.

Exercise 1.6. The above map h 7→ [p 7→ h(p)] identifies OV (U) with the ring of

functions h : U → k with the following property: For each p ∈ U there is an open

neighborhood W ⊂ U and F,G ∈ k[x1, . . . , xn], such that for all q ∈ W , G(q) 6= 0

and h(q) = F (q)
G(q)

.

Remark 1.7. By the above we note that OV,p is the ring of regular functions on a

neighborhood of p. The maximal ideal at p is mp :=
{
f ∈ OV,p

∣∣ f(p) = 0}. It is the

kernel of the evaluation morphism evp : OV,p → k; f 7→ f(p). Therefore OV,p/mp ≃ k

and mp is a maximal ideal.

If h = f

g
∈ OV,p with h(p) 6= 0, then also its inverse h−1 = g

f
is in OV,p, thus h is

a unit. So we see that mp consists precisely of the non-units of OV,p.
Rings with this property have a name: A ring R is called local ring if it has

precisely one maximal ideal consisting of all non-units.



30 2. FUNCTIONS AND MORPHISMS

The local ring at a point contains information about the properties of V near p.

We will later see that we can determine the tangent space and singularities of V at p

from OV,p.
On an affine variety the regular functions are just the polynomial functions: Recall

that A(X) is identified with the subring
{
f

1

∣∣ f ∈ A(X)
}

of K(X).

Proposition 1.8. Let X be an affine variety. Then OX(X) = A(X).

Proof. Obviously A(X) ⊂ OX(X), so we need to show the other inclusion. Let

h ∈ OX(X). Then for any p ∈ X we can write h = [F ]
[G]

, with F,G ∈ k[x1, . . . , xn]

and G(p) 6= 0. In other words there exists G ∈ k[x1, . . . , xn] with G(p) 6= 0 and

h · [G] ∈ A(X). Let

J :=
{
G ∈ k[x1, . . . , xn]

∣∣ h · [G] ∈ A(X)
}

Then J is an ideal in k[x1, . . . , xn], which contains I(X). By the above we see

Z(J) ∩ X = ∅, and as I(X) ⊂ J , we see Z(J) ⊂ X. Thus Z(J) = ∅. By the

Nullstellensatz 1 ∈ J . Thus h = h · 1 ∈ A(X). �

We will see later that this result implies that the morphisms between affine vari-

eties are precisely those given by polynomials.

1.2. Regular functions on quasiprojective varieties. For quasiprojective

varieties we define regular and rational functions in a very similar way to the affine

case. We have to replace polynomials by homogeneous polynomials. In this section

let X ⊂ Pn be a projective variety, and let V ⊂ X open, i.e. a quasiprojective variety.

Like in the affine case the quotient of k[x0, . . . , xn] by the ideal I(X) of X will be

very important for us.

Definition 1.9. Let X ⊂ Pn be a projective algebraic subset and let I(X) be

the homogeneous ideal of X. The homogeneous coordinate ring of X is S(X) :=

k[x0, . . . , xn]/I(X).

S(X) is an integral domain, because X is irreducible. We also write S(V ) :=

S(X).

Remark 1.10. Differently from the affine case, elements of S(X) do not define

functions on X because f(λa0, . . . , λan) 6= f(a0, . . . , an). To get a well defined func-

tion one has to take the quotients h = f

g
of classes of polynomials of the same degree

d, because then f(λa0,... ,λan)
g(λa0,... ,λan)

= λdf(a0,... ,an)
λdg(a0,... ,an)

.
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Definition 1.11. For f = [F ] ∈ S(X) with F ∈ k[x0, . . . , xn]. The homo-

geneous part of degree d of f is f (d) := [F (d)]. Note that this is well defined:

If [F ] = [G], then [F − G] ∈ I(X). As I(X) is a homogeneous ideal we have

F (d) −G(d) ∈ I(X) for all d, and thus [F (d)] = [G(d)]. We call

S(X)(d) :=
{
f (d)

∣∣ f ∈ S(X)
}

the degree d part of S(X).

Let Q(S(X)) be the quotient field of S(X). The field of rational functions on

V is defined as

K(V ) = K(X) :=
{f
g
∈ Q(S(X))

∣∣ f, g ∈ S(X)(d) for some d
}
.

Thus the elements of K(V ) are quotients of elements of S(X) which are homogeneous

of the same degree. Elements of K(V ) are called rational functions on V .

For f ∈ S(X)(d) a homogeneous element the zero set of f is

Z(f) :=
{
p ∈ X

∣∣ f(p) = 0
}
.

This is a closed subset of X, because if f = [F ] for F ∈ k[x0, . . . , xn], then Z(f) =

Z(F ) ∩X.

Definition 1.12. Let p ∈ V . The local ring of V at p is OV,p :=
{
f

g
∈ K(V )

∣∣
g(p) 6= 0

}
. For U ⊂ V an open subset, the ring of regular functions on U is the

subring

OV (U) :=
⋂

p∈U

OV,p ⊂ K(V ).

Again we will view regular functions on U as functions U → k.

Remark 1.13. A regular function h ∈ OV (U) defines a function

h : U → k, p 7→ h(p) :=
f(p)

g(p)
for any f, g ∈ S(X)(d) with h = f

g
and g(p) 6= 0.

In the same way as in the affine case we see that this is well-defined and identifies

OV (U) with the set of functions h : U → k with the following property: For any point

p ∈ X there exists an open neighbourhood W ⊂ U and homogeneous polynomials

F,G ∈ k[x0, . . . , xn] of the same degree, with G nowhere zero on W , such that

h(q) = F (q)
G(q)

for all q ∈ U .

For the rest of this section let V be a locally closed subvariety of An or of Pn.
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Remark 1.14. By the above a regular function h ∈ OV (U) is determined by the

corresponding function U → k. Thus if g, h ∈ OV (U) give the same function on an

open subset W ⊂ U then they are equal as elements of OV (W ) ⊂ K(X) and thus as

elements of OV (U), in particular they define the same function U → k.

Now we want to show that regular functions fulfill some basic properties, that we

will want to use all the time in future.

Proposition 1.15. Let V be a quasiaffine or quasiprojective variety and let U ⊂
V be open.

(1) (Regular functions are a k-algebra): Constant functions a ∈ k are regular on

U and if f, g ∈ OV (U), then f + g, fg are regular functions.

If furthermore Z(g) = ∅, then f/g ∈ OV (U).

(2) (Being regular is a local property): Let {Ui}i be an open cover of U . A

function h : U → k is regular on U if and only if h|Ui
is regular for all i.

(3) (Regular functions are continuous): Let h ∈ OV (U). Then h : U → k is

continuous (k = A1 is given the Zariski topology).

Proof. (1) Obviously constant functions are regular. As OV (U) =
⋂
p∈U OV,p, it

is enough to see that for f, g ∈ OV,p also f + g, fg ∈ OV,p. But this is clear, because

OV,p is a ring. Similarly, if Z(g) = ∅, then by definition 1/g ∈ OV,p for all p ∈ U .

Thus 1/g ∈ OV (U) and therefore f

g
= f · 1

g
∈ OV (U).

(2) By definition a function h : U → k is regular if h ∈ OV,p for all p ∈ U .

Obviously this is equivalent to h|Ui
∈ OV,p for all p ∈ Ui and for all i, i.e. to

h|Ui
∈ OV (Ui) for all i.

(3) Obviously a map U → k is continuous if its restriction to a neighborhood of

each p ∈ U is continuous. Thus (by replacing U by such a neighborhood) we can

assume that h = f

g
with f, g in A(X) or S(X) and Z(g)∩U = ∅. Because the closed

sets of k are just ∅, k and the finite sets, it is enough to show that h−1(a) is closed

for all a ∈ k. But h−1(a) =
{
q ∈ U

∣∣ (f − ag)(q) = 0
}

= Z(f − ag) ∩ U . �

Definition 1.16. Let f ∈ OV (U). We put Z(f) :=
{
p ∈ U

∣∣ f(p) = 0
}
. By the

last remark this is a closed subset of U .

Exercises.

(1) (a) Let X = Z(y − x2) ⊂ A2. Show that A(X) is isomorphic to k[x].

(b) Let X = Z(xy − 1) ⊂ A2. Show that A(X) is not isomorphic to k[x].

(2) Let Y :=
{
(t, t2, t3)

∣∣ t ∈ A1
}
.

(a) Show that Y is an affine variety.
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(b) Find generators for I(Y ).

(c) Show that A(Y ) is isomorphic to k[x].

(3) Let X ⊂ An be an affine variety. A closed subvariety of X is an affine variety

Y ⊂ An with Y ⊂ X. Show that the map

Y 7→ IX(Y ) :=
{
f ∈ A(X)

∣∣ f |Y = 0
}

defines a natural bijection between irreducible closed subvarieties (resp. points)

of X and prime ideals (resp. maximal ideals) of A(X).

(4) Let Y ⊂ X be an irreducible closed subvariety where X ⊂ An is an affine

variety. Let IX(Y ) be the ideal of Y in X as in the previous exercise. Show

that A(Y ) is isomorphic to A(X)/IX(Y ).

(5) Let X := Z(x1x4 − x2x3) ⊂ A4. You can assume as known that x1x4 − x2x3

is irreducible. Show f := x1

x2
= x3

x4
is defined at (a1, a2, a3, a4) if and only if

a2 6= 0 or a4 6= 0.

2. Morphisms

Now we define morphisms between varieties. The idea is that a variety X is com-

pletely determined by the regular functions on all open subsets of X. So a morphism

should be a continuous map that preserves regular functions on open subsets. Also in

differential geometry one could define a differentiable map as a continuous map that

preserves differentiable functions on open subsets. We will show that the morphisms

X → Y between affine varieties are just the polynomial maps, and that they are in

one-one correspondence with the k-algebra homomorphism A(Y )→ A(X).

Then we look at morphism to quasiprojective varieties. We will show that An

is isomorphic to the open subset U0 of Pn and thus every variety is isomorphic to a

quasiprojective variety. Finally we will see that the morphisms between projective

varieties are locally polynomial maps.

2.1. Polynomial maps. We have introduced affine algebraic sets. To study

them, we need to know what the morphisms between affine algebraic sets are. That

is, what are the maps compatible with the structure? Thus let X ⊂ An, Y ⊂ Am

be affine algebraic sets. As X and Y are the zero sets of polynomials, the most

natural definition is that the morphisms ϕ : X → Y should be given by an m-

tuple of polynomials F1, . . . , Fm ∈ k[x1, . . . , xn] by p 7→ (F1(p), . . . , Fm(p)). These

will be called polynomial maps. Once we have defined polynomial maps, we can

also say when two algebraic sets X and Y are isomorphic, namely when there are

polynomial maps ϕ : X → Y and ψ : Y → X, which are inverse to each other. We
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will see that polynomial maps are compatible with polynomial functions: the pullback

ϕ∗(f) := f ◦ϕ of a polynomial function by a polynomial map is a polynomial function.

Thus to every polynomial map ϕ : X → Y , the pullback ϕ∗ : A(Y ) → A(X) is a

homomorphism of k-algebras. We will see later that ϕ and ϕ∗ determine each other.

Later when we have introduced more tools, we will study morphisms much more

carefully.

Definition 2.1. Let X ⊂ An and Y ⊂ Am be affine algebraic sets. A map of the

form

(F1, . . . , Fm) : X → Y, p 7→ (F1(p), . . . , Fm(p)), F1, . . . , Fm ∈ k[x1, . . . , xn]

is called a polynomial map.

Note that (F1, . . . , Fm) and (F1|X , . . . , Fm|X) define the same map, thus we can

also say that a polynomial map is given by anm-tuple of elements of A(X). A bijective

polynomial map whose inverse is also a polynomial map is called an isomorphism

and in this case X and Y are called isomorphic.

Example 2.2. (1) The projection A2 → A1, (x, y) → (x) is a polynomial

map. It is not as isomorphism because it is not bijective.

(2) Let C be the plane parabola Z(y−x2) ⊂ A2. The polynomial map (t, t2);A1 →
C is an isomorphism, whose inverse is the projection (x, y) 7→ (x).

(3) Let X be an affine algebraic set. Then the polynomial maps X → A1 are

precisely the polynomial functions.

Now we want to see that polynomial maps are compatible with polynomial func-

tions.
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Definition 2.3. Let X ⊂ An, Y ⊂ Am be affine algebraic sets, and ϕ :=

(F1, . . . , Fm) : X → Y a polynomial map. The pullback of h ∈ A(Y ) is ϕ∗(h) :=

h ◦ ϕ. Note that ϕ∗(h) ∈ A(X): If h = H|Y for H ∈ k[y1, . . . , ym], then

ϕ∗(h)(a1, . . . , an) = h(F1(a1, . . . , an), . . . , Fm(a1, . . . , an)).

Thus ϕ∗(h) = H(F1, . . . , Fm)|X , where H(F1, . . . , Fm) ∈ k[x1, . . . , xn] is the polyno-

mial obtained by replacing the yi by Fi(x1, . . . , xn).

It is clear from the definition, that the pullback of a constant function is a constant

function and that ϕ∗(f+g) = ϕ∗(f)+ϕ∗(g), ϕ∗(fg) = ϕ∗(f)ϕ∗(g). Thus ϕ∗ : A(Y )→
A(X) is a homomorphism of k-algebras.

2.2. Definition of a morphisms.

Definition 2.4. Let X, Y be varieties. A map ϕ : X → Y is called a regular

map or a morphism if

(1) ϕ is continuous;

(2) ϕ preserves regular functions, i.e. ϕ∗(f) := f ◦ ϕ ∈ OX(ϕ−1(U)) for all open

subsets U ⊂ Y and all f ∈ OY (U). (The condition that ϕ is continuous was

put precisely so that ϕ−1(U) is open).

Thus for each open subset U ⊂ X we get a k-algebra homomorphism ϕ∗ : OY (U)→
OX(ϕ−1(U)). ϕ∗ is called the pullback by ϕ.

Remark 2.5. (1) The identity map idX : X → X is regular, and id∗X =

idOX(U) for all U .

(2) If ϕ : X → Y are morphisms of varieties, then the composition ψ ◦ ϕ is a

morphism and (ψ ◦ ϕ)∗ = ϕ∗ ◦ ψ∗.

Definition 2.6. An isomorphism ϕ : X → Y of varieties, is a bijective mor-

phism whose inverse ϕ−1 is also a morphism. By the above we see that in this case

ϕ∗ : OY (U)→ OX(ϕ−1(U)) is an isomorphism; thus in particular OX(X) ≃ OY (Y ).

Remark 2.7. (1) Let ϕ : X → Y be a map between varieties and assume

that there is an open cover (Ui)i of X such that ϕ|Ui
is a morphism for all i,

then ϕ is a morphism.

(2) Let Z ⊂ X and W ⊂ Y be varieties, and let ϕ : X → Y be a morphism with

ϕ(Z) ⊂W . Then ϕ|Z : Z →W is a morphism.

Proof. (1) Let W ⊂ Y be open. Then ϕ−1(W ) =
⋃
i ϕ

−1(Ui ∩W ) is open, and

if f ∈ OY (W ), then f ◦ ϕ is regular on all ϕ−1(Ui ∩W ). Thus it is regular on W .



36 2. FUNCTIONS AND MORPHISMS

(2) ϕ|Z is continuous as the restriction of a continuous map. Let h ∈ OW (U) be

regular in a neighborhood of a point h(p) ∈ W . Then, making U possibly smaller,

h = [F ]
[G]

for polynomials F , G with G nowhere vanishing on U . This quotient also

defines a regular function H in an open neighborhood Ũ of f(p) in Y . Then H ◦ ϕ ∈
O(ϕ−1(Ũ)) and h ◦ ϕ = H ◦ ϕ|ϕ−1(U) ∈ O(ϕ−1(U)). �

If two varieties are isomorphic, we can consider them as being essentially the same.

Definition 2.8. A variety X is called affine variety if it is isomorphic to a an

irreducible closed subset of affine space An.

2.3. Morphisms to subvarieties of An. We want to describe morphisms in a

more explicit way. First we do this for morphisms to subvarieties of An. They are

just given by n-tuples of regular functions.

Theorem 2.9. Let X, Y be varieties and assume Y ⊂ An. A map ϕ : X → Y

is a morphism, if and only if there exist regular functions f1, . . . , fn ∈ OX(X) with

ϕ(p) = (f1(p), . . . , fn(p)) for all p ∈ X. (We write ϕ = (f1, . . . , fn)).

Proof. Let ϕ : X → Y be a morphism. Let y1, . . . , yn be the restrictions of the

coordinates on An to Y . If q = (a1, . . . , an) ∈ Y , then ai = yi(q). Then fi := ϕ∗(yi) =

yi ◦ ϕ ∈ OX(X). For p ∈ X write ϕ(p) = (b1, . . . , bn), then bi = yi(ϕ(p)) = fi(p).

Thus ϕ = (f1, . . . , fn).

Conversely let ϕ = (f1, . . . , fn) with fi ∈ OX(X). ϕ is continuous: Let B =

X ∩ Z(G1, . . . , Gm) be closed in Y , for Gi polynomials. If G =
∑
ai1...inx

i1
1 . . . x

in
n is

any of the Gi, then G ◦ ϕ = G(f1, . . . , fn) =
∑
ai1...inf

i1
1 . . . f inn ∈ OX(X), because

OX(X) is a k-algebra. Thus ϕ−1(B) = Z(G1 ◦ ϕ, . . . , Gm ◦ ϕ) ∩ Y is closed in X.

Now let h ∈ OY (U). We write W = ϕ−1(U). We have to show that ϕ∗(h) ∈
OX(W ). We can replace U by a smaller open neighboughhood of any p ∈ U , and

thus assume that h(p) = F (p)
G(p)

for all p ∈ U and G(p) 6= 0, with polynomials F,G.

Thus on W we have ϕ∗(h) = F (f1,... ,fn)
G(f1,... ,fn)

. As OX(W ) is a k-algebra, we have that

F (f1, . . . , fn), G(f1, . . . , fn) ∈ OX(W ) and as G(f1, . . . , fn), has no zero in W , we

get ϕ∗(h) ∈ OX(W ). �

Corollary 2.10. In particular regular functions f ∈ OX(X) are the same as

morphisms f : X → A1.

It follows also that morphisms between closed subvarieties of affine spaces are the

polynomial maps.
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Corollary 2.11. Let X ⊂ An and Y ⊂ Am be closed subvarieties. The mor-

phisms ϕ : X → Y are precisely the polynomial maps.

Proof. This follows immediately because OX(X) = A(X). �

We can also see that for affine varieties X, Y , morphisms X → Y are the same as

homomorphisms of k-algebras A(Y )→ A(X).

Theorem 2.12. Let X, Y varieties and assume Y ⊂ An closed. Then there is a

natural 1 : 1 correspondence

(morphisms X → Y )↔ (k-algebra homomorphisms A(Y )→ OX(X))

ϕ 7→ ϕ∗

In particular if also X is affine, there is a natural bijection between morphismsX → Y

and homomorphisms A(Y )→ A(X).

Proof. If ϕ : X → Y is a morphism, ϕ∗ : A(Y ) → OX(X) is obviously a k-

algebra homomorphism. Now let Φ : A(Y )→ OX(X) be a k-algebra homomorphism.

Let y1, . . . , yn be the restrictions of the coordinate functions to Y . We put fi :=

Φ(yi) ∈ OX(X). Then ϕ := (f1, . . . , fn) : X → An is a morphism. To see that ϕ is a

morphism X → Y we need to show that ϕ(X) ⊂ Y . Let h ∈ I(Y ). Then

h ◦ ϕ = h(f1, . . . , fn) = Φ(h(y1, . . . , yn)) = 0,

because h(y1, . . . , yn) = h|Y = 0. Thus ϕ(X) ⊂ Z(I(Y )) = Y . Thus we get a

morphism ϕ : X → Y .

It is straightforward to check that the maps ϕ 7→ ϕ∗, Φ 7→ ϕ are inverse to each

other. �

So studying affine varieties is equivalent to studying finitely generated k-algebras.

Example 2.13. (1) Let ϕ : A1 → A3, a 7→ (a, a2, a3). Then ϕ = (t, t2, t3)

is a polynomial map. The image is the rational normal curve C = Z(x2 −
x2

1, x3 − x3
1). So we can view ϕ also as a polynomial map ϕ : A1 → C. This

is an isomorphism. The inverse morphism is the projection (x1).

(2) A bijective polynomial map need not be an isomorphism: Let C := Z(x2 −
y3) ⊂ A2. C is called the cuspidal cubic. There is a polynomial map

ϕ = (t2, t3) : A1 → C. It is easy to see that C is bijective with inverse

g(a, b) = b/a for a 6= 0, g(0, 0) = 0. ϕ is not an isomorphism because

ϕ∗ : k[C] = k[x, y]/(x2 − y3)→ k[t]; x 7→ t2, y 7→ t3
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is not surjective: t is not in the image. We will see later that A1 is ”smooth”

and C has a ”singularity” at (0, 0).

Now we want to show that there are more affine varieties than just the closed

subvarieties of An.

Definition 2.14. Let X ⊂ An be a closed subvariety, and let F ∈ k[x1, . . . , xn]

with X 6⊂ Z(F ). The principal open defined by F is XF = X \ Z(F ).

Proposition 2.15. XF is an affine variety.

Proof. Let Z := Z(I(X) + (Fxn+1 − 1)) ⊂ An+1. We want to show that Z is a

subvariety of An+1 isomorphic to XF . Let ϕ : (x1, . . . , xn,
1

[F ]
) : XF → An+1. [F ] has

no zero onXF , thus 1
[F ]

is regular and ϕ is a morphism. It is obvious that ϕ is bijective
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with image Z. As XF is irreducible, it follows that Z is irreducible (if Z = Z1 ∪ Z2

with Zi ( Z closed, then XF = ϕ−1(Z1) ∪ ϕ−1(Z2) with the ϕ−1(Zi) ( XF closed).

Thus Z is a closed subvariety of An+1 and ϕ : XF → Z is a morphism. Obviously

ϕ−1 := (x1, . . . , xn) : Z → XF is also a morphism. �

2.4. Morphisms of quasiprojective varieties. Now we want to study mor-

phisms of quasiprojective varieties. We will show that An is isomorphic to the open

subset U0 of Pn and thus every variety is isomorphic to a quasiprojective variety. We

will use this to show that a morphisms between quasiprojective varieties is locally a

polynomial map.

We can use the homogeneous coordinate ring to define the analogue of polynomial

maps for projective algebraic sets.

Definition 2.16. Let X ⊂ Pn, Y ⊂ Pm be projective algebraic sets. A map

ϕ : X → Y is called a polynomial map if there are homogeneous polynomials

F0, . . . , Fm ∈ k[x0, . . . , xn] with no common zero on X, such that for all p ∈ X we

have ϕ(p) = [F0(p), . . . , Fm(p)]. We write ϕ = [F0, . . . , Fm]. Instead of polynomials

one can also use elements of the homogeneous polynomial ring S(X).

Remark 2.17. Note that Fi(p) is not well defined, as it depends on the represen-

tative of p, however the point

[F0(p), . . . , Fm(p)] = [F0(a0, . . . , an), . . . , Fm(a0, . . . , an)]

is independent of the representative (a0, . . . , an) ∈ kn+1. The condition that the Fi
have no common zero on X ensures that [F0(p), . . . , Fm(p)] is a well-defined point of

Pm for all p ∈ X.

Example 2.18. [x2
0, x0x1, x

2
1] : P1 → P2 is a polynomial map. One sees that the

image is Z(y0y2 − y2
1).

Above we defined the open cover of Pn by subsets Ui := {[a0, . . . , an] ∈ Pn
∣∣ ai 6=

0
}

and showed that ϕi : Ui → An, [a0, . . . , an] 7→ (a0
ai
, . . . , âi

ai
, . . . , an

ai
) is a bijection

with inverse ui : (a0, . . . , âi, . . . , an) 7→ [a0, . . . , 1, . . . , an]. Now we show that ϕi is

an isomorphism.

Definition 2.19. The dehomogenization of F ∈ k[x0, . . . , xn] is Fa := F (1, x1, . . . , xn) ∈
k[x1, . . . , xn].

Theorem 2.20. (1) ϕi : Ui → An is an isomorphism.

(2) Every variety is isomorphic to a quasiprojective variety.

(3) Every variety has an open conver by affine varieties.



40 2. FUNCTIONS AND MORPHISMS

Proof. (1) We can assume i = 0, we write ϕ = ϕ0 and U = U0. We can write

ϕ = (x1

x0
, . . . , xn

x0
), and the xi

x0
are regular on U . Thus ϕ is a morphism. We know that

ϕ is bijective with inverse u0(a1, . . . , an) = [1, a1, . . . , an]. ϕ
−1 is continuous: Let

W = Z(F1, . . . , Fm) ∩ U for Fi ∈ k[x0, . . . , xn] homogeneous. Then

ϕ(W ) =
{
(a1, . . . , an) ∈ An

∣∣ Fi(1, a1, . . . , an) = 0 for all i
}

= Z((F1)a, . . . , (Fn)a)

is closed in An Finally let h ∈ OU (V ). By making V smaller, we can write h = F
G

for

F,G ∈ k[x0, . . . , xn] forms of the same degree with G nowhere zero on V . Then

(ϕ−1)∗h =
F ◦ ϕ−1

G ◦ ϕ−1
=
Fa
Ga

∈ OAn(ϕ(U)).

(2) Let X be a variety, we can assume X ⊂ An is locally closed, because otherwise

there is nothing to prove. Then Y := ϕ−1(X) is locally closed in U0 and thus in Pn,

and, as ϕ is a homeomorphism, it is also irreducible, i.e. a quasiprojective variety.

Then ϕ : Y → X is an isomorphism as a restriction of an isomorphism.

(3) If X ⊂ Pn is a quasiprojective variety, then X =
⋃n
i=0X ∩Ui is an open cover

of X by varieties isomorphic to locally closed subvarieties of An. So we can assume

that X ⊂ An is a locally closed subvariety, i.e. X = Y \ Z with Y, Z closed subsets

of An. Let p ∈ X. It is enough to find an open affine subset of X containing p. As

p ∈ Y \ Z, there exists F ∈ I(Z) with F (p) 6= 0. Then p ∈ YF ⊂ X and YF is

affine. �

Remark 2.21. (1) Above we said that we sometimes want to identify (a1, . . . , an) ∈
An with [1, a1, . . . , an] ∈ Pn, so that An is a subset of Pn. Now see we that An

is an open subvariety of Pn. In particular the Zariski topology on An is the

induced topology of the Zariski topology on Pn. Any closed subvariety X of

An is an open subvariety of its closure X in Pn. X is called the projective

closure of X. We view it as compactification of X.

(2) Note that with this identification locally closed subvarieties of An are quasipro-

jective varieties. Thus all varieties are quasiprojective varieties.

We give a simple description of morphisms to quasiprojective varieties, similar to

the affine case. Locally they are polynomial maps.

Theorem 2.22. Let X ⊂ Pm and Y ⊂ Pn be quasiprojective varieties and ϕ :

X → Y a map. The following are equivalent:

(1) ϕ is a morphism.
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(2) ϕ is locally a polynomial map: For all p ∈ X there exists an open neighbour-

hood U ⊂ X and polynomials F0, . . . , Fn ∈ k[x0, . . . , xm] of the same degree,

with no common zero on U such that

ϕ(q) = [F0(q), . . . , Fn(q)] for all q ∈ U.

We write ϕ = [F0, . . . , Fn] on U .

(3) ϕ is locally given by regular functions: For all p ∈ X there exists an open

neighbourhood U ⊂ X and h0, . . . , hn ∈ OX(U) with no common zero such

that ϕ = [h0, . . . , hn] on U .

Proof. (1)⇒(2) Let ϕ : X → Pn be a morphism and p ∈ X. Then ϕ(p) ∈ Ui
for some i. For simplicity of notation assume i = 0, i.e. p ∈ An. Let U be a

neighborhood of p with ϕ(U) ⊂ An. Then ϕ|U : U → An is a morphism. Thus

ϕ|U = (h1, . . . , hn) = [1, h1, . . . , hn], hi ∈ OX(U).

(2)⇒(3) By making U possibly smaller, we can assume that for all i we have

hi = Fi

Gi
, with Fi, Gi polynomials of the same degree and Gi nonzero on U . We

put Li := FiG0 . . . Ĝi . . . Gn. Then the Li are homogeneous polynomials of the same

degree, and ϕ|U = [h0, . . . , hn] = [L0, . . . , Ln].

(3)⇒(1) Let ϕ|U = [H0, . . . , Hn], where Hi are homogeneous polynomials of the

same degree with no common zero on U . By making U smaller we can assume one

of the Hi, say H0, is nowhere vanishing on U . Then hi = Hi

H0
∈ OX(U). Therefore

ϕ|U = (h1, . . . , hn) : U → An. Thus ϕ is a morphism in a neighborhood of every

point, thus it is a morphism. �

Example 2.23. Let X = P1, Y = Z(y0y2 − y2
1) ⊂ P2. ϕ = [x2

0, x0x1, x
2
1] : X → Y

is an isomorphism and the inverse is ϕ−1 =





[y0, y1] , y0 6= 0

[y1, y2] , y2 6= 0
. Where x0 6= 0 we get

ϕ−1 ◦ ϕ = [x2
0, x0x1] = [x0, x1], and where y0 6= 0 we get ϕ ◦ ϕ−1 = [y2

0, y0y1, y
2
1] =

[y2
0, y0y1, y0y2] = [y0, y1, y2].

Definition 2.24. Let A =



a00 . . . a0n

. . .

am0 . . . amn


 be an (n+1)× (n+1)-matrix with

coefficients in k, and assume ker(A) = 0. Then the map [A] : Pn → Pn, [b0, . . . , bn] 7→
[A(b0, . . . , bn)] is called a projective transformation or a projective change of

coordinates.. Note that [A] = [a00x0 + . . . + a0nxn, . . . , an0x0 + . . . + annxn], thus

[A] is a morphism. It is an isomorphism, its inverse is [A−1]. One can show (but we

will not) that all automorphisms of Pn are projective transformations.
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Definition 2.25. (Projections) Let X ⊂ Pn be a subvariety and let W ⊂ Pn be a

projective linear subspace of dimension k. Assume W ∩X = ∅. Then there exist n−k
linearly independent linear forms H0, . . . , Hn−k−1 such that W = Z(H0, . . . , Hn−k−1).

The projection from W is the morphism πW = [H0, . . . , Hn−k−1] : X → Pn−k−1.

That W ∩ X = ∅ means precisely that the Hi never vanish simultaneously on X.

Note that the projection πW : X → Pn−k−1 does not only depend on W , but on the

choice of H0, . . . , Hn−k−1. However for any other choice L0, . . . , Ln−k−1, we see that

both the Li and the Hi are a basis of the vector space of linear forms vanishing on

W . Thus there is an invertible (n− k)× (n− k)-matrix A such that Li =
∑

j aijHj.

Thus [L0, . . . , Ln−k] = [A] ◦ [H0, . . . , Hn−k] for the projective transformation [A] :

Pn−k−1 → Pn−k−1. Thus projections from linear subspaces are uniquely determined

up to projective transformations.

The most important case is the projection from a point. In particular the

projection from P = [0, . . . , 0, 1] ∈ Pn is πP = [x0, . . . , xn−1].

Remark 2.26. (1) We can identify Pn−1 with Z(xn) ⊂ Pn, via [a0, . . . , an−1] 7→
[a0, . . . , an−1, 0]. Then πp sends each point q ∈ Pn \ {p} to the intersection

point of the line pq through p and q with Z(xn).

(2) The projection from a linear subspace is the composition of projections from

a point: e.g.

πZ(x0,... ,xk) = πpk+1
◦ . . . ◦ πpn

, pl = [0, . . . , 0, 1] ∈ Pl.
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Exercises.

(1) X, Y be affine varieties and let ϕ : X → Y be a polynomial map. Show that

ϕ is continuous.

(2) The twisted cubic in A3 is C := Z(y−x2, z−x3). Show that C is isomorphic

to A1.

(3) Show that Z(xy) ⊂ A2 is not isomorphic to A1.

(4) Let C := Z(y2 − (x3 + x2)) be the nodal cubic. You can assume as known

that I(C) = 〈y2 − (x3 + x2)〉. Show that C is not isomorphic to A1.

(5) Let ϕ = (F1, . . . , Fn) : An → An is an isomorphism. Show that the Jacobian

determinant

det




∂F1

∂x1
. . . ∂F1

∂xn

...
...

∂Fn

∂x1
. . . ∂Fn

∂xn




is a nonzero constant polynomial. In case k = C the converse is a famous

open problem, called the Jacobian Conjecture.

(6) If two affine algebraic sets are isomorphic show that they have the same

dimension.

(7) Let ϕ : X → Y be a surjective morphism of irreducible affine algebraic sets.

Show that dim(X) ≥ dim(Y ).

(8) Let ϕ : A1 → An be the map defined by t→ (t, t2, . . . , tn).

(a) Prove that ϕ is regular and describe ϕ(A1).

(b) Prove that ϕ : A1 → ϕ(A1) is an isomorphism.

(9) Show that C := Z(xy − 1) ⊂ A2 and A1 are not isomorphic.

(10) Which of the following affine varieties are isomorphic?

(a) A1,

(b) Z(x2 + y2) ⊂ A2,

(c) Z(x2 − y3) ⊂ A2,

(d) Z(xy) ⊂ A2,

(e) Z(y − x2, z − x3) ⊂ A3

(11) Let GLn(k) be the set of invertible n × n matrices with entries in k. Prove

that GLn(k) can be given the structure of an affine variety.

(12) Let f : A2 → A2 be defined by: (x, y)→ (x, xy). Describe f(A2) and prove

that it is not locally closed in A2.

(13) Show that [0, x0, . . . , xn−1] : Pn−1 → H∞ is an isomorphism.
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(14) Let ϕ : X → Y be a surjective morphism of varieties. Let Z ⊂ Y be closed.

Show: If ϕ−1(Z) is irreducible, then Z is irreducible.

(15) A conic in A2 is Z(f) where f ∈ k[x, y] is an irreducible polynomial of degree

2. A conic in P2 is Z(F ) where F ∈ k[x, y, z] is irreducible and homogeneous

of degree 2.

(a) Show that any conic in A2 is either isomorphic to A1 or to A1 \ {0}.
(b) Any conic in P2 is isomorphic to P1.

(16) Show that every isomorphism of A1 is of the form t 7→ at + b, for some

a, b ∈ k.
(17) Show that every isomorphism ϕ : P1 → P1 is of the form ϕ(x) = ax+b

cx+d

for some a, b, c, d ∈ k, where x is the coordinate on A1. (This means that

ϕ([x0, x1]) = [cx1 + dx0, ax1 + bx0]).

(18) Given tree distinct points p, q, r ∈ P1, there is a unique isomorphism ϕ :

P1 → P1 with ϕ(p) = 0, ϕ(q) = 1, ϕ(r) =∞ = [0, 1].

(19) Let x, y, z, t be the homogeneous coordinates on P3. Let r1, r2 be two qua-

dratic forms in x, y, z, and assume that for q1 := tx − r1, q2 := ty − r2 we

have Z(q1, q2) ⊂ P3 is an irreducible curve C. Show that [x, y, z] : C → P2 is

an isomorphism of C with Z(xq2 − yq1) ⊂ P2.

(20) Let ϕ : X → Y be a morphism between affine varieties. Let ϕ∗ : OY (Y ) →
OX(X) the corresponding map. Which of the following is true?

(a) ϕ∗ is injective if and only if ϕ is surjective.

(b) ϕ∗ is surjective if and only if of ϕ is injective.

(c) ϕ∗ is an isomorphism if and only if ϕ is an isomorphism.

Give proofs or counterexamples. If a statement is false, can you change it a

little bit, so that it becomes true?

(21) Let π : An+1 \ {(0, . . . , 0)} → Pn, (a0, . . . , an) 7→ [a0, . . . , an]. Show that π

is a regular map.

(22) Let C := Z(x2
1−x0x2) ⊂ P2, D := Z(x2

1−x0x2, x1x2−x0x3, x
2
2−x1x3) ⊂ P3,

D0 :=
{
[a0, a1, a2, a3] ∈ D

∣∣ a0 6= 0
}
. Show that the map

ϕ0 : D0 → C, [a0, a1, a2, a3] 7→ [a0, a1, a2]

can be extended to a morphism ϕ : D → C.

(23) With the notation of the previous exercise, show that ϕ : D → C is an

isomorphism.
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(24) For a polynomial f ∈ k[x1, . . . , xn], the homogenization fH ∈ k[x0, . . . , xn]

is defined by

fH(x0, . . . , xn) = x
deg(f)
0 f(

x1

x0
, . . . ,

xn
x0

).

For an ideal I ⊂ k[x1, . . . , xn] the homogenization of I is IH :=
{
fH
∣∣ f ∈ I

}
.

Let Y ⊂ An be a closed subvariety. Identify as usual An with U0 via ϕ0.

Let Y be the closure of Y in Pn, called the projective closure of Y .

(a) Show IH(Y )) = I(Y )H .

(b) Let C := Z(x2 − x2
1, x3 − x3

1) be the twisted cubic in A3. Show that

Z(x0x2 − x2
1, x

2
0x3 − x3

1) is reducible, and C 6= Z(x0x2 − x2
1, x

2
0x3 − x3

1).

Thus it is not always true that, 〈f1, . . . , fn〉H = 〈fH1 , . . . , fHn 〉.

3. Products

Many important properties of varieties and morphisms ϕ : X → Y of varieties

are best understood in terms of the product X × Y . Once one understands the

product X×Y , one can understand ϕ via its graph. Below we will see two important

properties of varieties, that are best stated in terms of products.

(1) Separatedness, which replaces the Haussdorff property of manifolds. In fact

we will show that all quasiprojective varieties are separated.

(2) completeness, which corresponds to the compactness for manifolds. A mor-

phism starting from complete variety maps closed sets to closed sets. We will

show that the complete quasiprojective varieties are precisely the projective

varieties.

3.1. Products of affine varieties. We will first introduce the product of affine

varieties, which turns out to be very simple, because for X ⊂ An, Y ⊂ Am closed

subsets, X × Y is a closed subset of An+m.

Definition 3.1. Let X ⊂ An, Y ⊂ Am be affine varieties. The product of X and

Y is

X × Y :=
{
(p, q) ∈ An × Am = An+m

∣∣ p ∈ X, q ∈ Y
}
.

Denote by x1, . . . , xn, y1, . . . , ym the coordinates on An respectively Am, then x1, . . . , xn,

y1, . . . , ym are coordinates on An+m, and we can write

X = Z(F1, . . . , Fk), Fi,∈ k[x1, . . . , xn], Y = Z(H1, . . . , Hs), Hi,∈ k[y1, . . . , ym],

X × Y = Z(F1, . . . , Fk, H1, . . . , Hs) ⊂ An+m,
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where now the Fi, Hj are viewed as elements of k[x1, . . . , xn, y1, . . . , ym]. Thus X×Y
is a closed subset of An+m.

Now we want to see thatX×Y is a variety, i.e. irreducible. To make our argument

applicable also to quasiprojective varieties, we prove a topological statement.

Lemma 3.2. Let X, Y be irreducible topological spaces. Assume X × Y has a

topology for which the inclusions jp : Y → X×Y, b 7→ (p, b) and iq : X → X×Y, a 7→
(a, q) are continuous for all p ∈ X and for all q ∈ Y . Then X × Y is irreducible.

Proof. Assume X × Y = S1 ∪ S2 with Si 6= X × Y closed. For i = 1, 2 let

Ti :=
{
p ∈ X

∣∣ {p} × Y ⊂ Si}.
As all iq are continuous, Ti =

⋂
q∈Y i

−1
q (Si) is closed in X. As jp is continuous, and

Y is irreducible, its image {p} × Y is irreducible for all p ∈ X. Thus {p} × Y ⊂ S1

or {p} × Y ⊂ S2. Thus X = T1 ∪ T2 and Ti 6= X, i.e. X is reducible. �

Corollary 3.3. Let X, Y be affine varieties, then X × Y is a affine variety.

Proof. Let q = (b1, . . . , bm) ∈ X. Then ip : X → X × Y, a 7→ (a, q) is the

regular map (x1, . . . , xn, b1, . . . , bm) and thus continuous, similarly jp is continuous.

The result follows from the lemma. �

Proposition 3.4. (Universal property of the product)

(1) The projections

p1 = (x1, . . . , xn) : X × Y → X, p2 = (y1, . . . , ym) : X × Y → Y

are morphisms.

(2) Let Z be a variety. The morphisms Z → X × Y are precisely the

(f, g) : Z → X × Y, p 7→ (f(p), g(p))

for morphisms f : Z → X, g : Z → Y .

Proof. (1) is obvious. (2) Let h : Z → X × Y be a morphism. Then f := p1 ◦ h
and g := p2 ◦h are morphisms, and for all p ∈ Z we get h(p) = (p1(h(p)), p2(h(p))) =

(f(p), g(p)).

Conversely let f = (f1, . . . , fn) : Z → X, g = (g1, . . . , gm) : Z → Y with

fi, gj ∈ OZ(Z). Then (f, g) = (f1, . . . , fn, g1, . . . , gm) is a morphism. �

Remark 3.5. This is the universal property of the product. It determines X ×Y
up to isomorphism. It is what really makes X × Y into a product. E.g. in topology

the product topology on the product X × Y of topological spaces is defined precisely

in such a way that the universal property holds.
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3.2. The Segre embedding. Now we want also to look at the product of

quasiprojective varieties. This is not as easy as the affine case, because Pn × Pm

is not in an obvious way a quasiprojective variety. We will show that there is an

injection σ : Pn × Pm → PN (N = (n + 1)(m + 1) − 1) with image a closed subset

Σn,m of PN . Later we will want to identify Pn × Pm with Σn,m, so that Pn × Pm is a

projective variety. Similarly for X ⊂ Pn, Y ⊂ Pm quasiprojective varieties, we will

identify X × Y with its image, a quasiprojective variety.

Definition 3.6. (Segre Embedding) Let N := (n+1)(m+1)−1. Let x0, . . . , xn
be the coordinates on Pn, y0, . . . , ym the coordinates on Pm and (zij)i=0,... ,n;j=0,...m the

coordinates on PN . We define a map

σ : Pn × Pm → PN ; ([a0, . . . , an], [b0, . . . , bn]) 7→ [aibj ]ij .

Note that σ is well-defined. If λ, µ ∈ k∗, then

σ([λa0, . . . , λan], [µb0, . . . , µbn]) = [λµaibj ]ij = [aibj ]ij .

σ is called the Segre embedding. We denote by Σn,m the image σ(Pn × Pm). Now we

fix n,m and write Σ instead of Σn,m.

For i ∈ {1, . . . , n}, j ∈ {1, . . . , m} let

Ui :=
{
[ak]k ∈ Pn

∣∣ ai 6= 0
}
, Uj :=

{
[al]l ∈ Pm

∣∣ aj 6= 0
}
,

Uij :=
{
[akl]kl ∈ PN

∣∣ aij 6= 0}.

We denote the corresponding isomorphisms by

ui : An → Ui, uj : Am → Uj , uij : AN → Uij

with inverses ϕi, ϕj and ϕij . Note that the index i always refers to Pn and the index j

always to Pm. PN is covered by the Uij ≃ AN and Σ is covered by the Σij := Σ∩Uij .
Write

σij := An+m → Uij; (p, q) 7→ σ(ui(p), uj(q)),

so that Σij = σij(An+m).

Theorem 3.7. (1) σ is injective and Σ is closed in PN :

Σ = Z
(
zijzkl − zikzjl

∣∣ i, k = 0, . . . , n; j, l = 0, . . . , m
)
. (1)

(2) σij : An+m → Σij is an isomorphism. In particular Σ has on open cover by

subsets isomorphic to An+m.

(3) For any q ∈ Pm, the map iq : Pn → PN ; p 7→ σ(p, q) is a morphism, in fact it

is a linear map, embedding Pn as a linear subspace of PN .
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(4) For X ⊂ Pn and Y ⊂ Pm quasiprojective varieties, σ(X × Y ) ⊂ PN is a

quasiprojective variety. It is projective if both X and Y are projective.

Proof. (1) If σ([a0, . . . , an], [b0, . . . , bm]) = σ([a′0, . . . , a
′
n], [b

′
0, . . . , b

′
m]), then there

exists λ ∈ k \ {0} with λa′ib
′
j = aibj for all i, j. Choose i0, j0 with ai0bj0 6= 0. Then

also a′i0b
′
j0
6= 0, in particular b′j0 6= 0. Therefore we get a′i =

(
λ
bj0
b′j0

)
ai for all i, i.e.

[a0, . . . , an] = [a′0, . . . , a
′
n]. Similarly one proves that [b0, . . . , bm] = [b′0, . . . , b

′
m]. This

shows that σ is injective.

Let W be the zero set of the right hand side of (1). It is clear that Σ ⊂ W . Let

[aij ]ij ∈W . Choose k, l such that akl 6= 0. Then

[aij]ij = [aijakl]ij = [ailakj]ij = σ([ail]i, [akj]j).

(2) We can assume that i = j = 0. Then σ00(a1, . . . , an, b1, . . . , bm) = [cij ]ij with

c00 = 1 and for i, j > 0: ci0 = ai, c0j = bj , cij = aibj . In particular σ00 is a morphism.

The inverse morphism is given by (z10/z00, . . . zn0/z00, z01/z00, . . . , z0m/z00).

(3) Let q = [b0, . . . , bm]. Then iq = [bjxi]ij , which is a projective linear map,

and thus a morphism, which embeds Pn as a projective linear subspace P
({

[bjai]ij
∣∣

a0, . . . , an ∈ k
})

.

(4) Let X and Y be projective algebraic sets. We first show that σ(X × Y ) is a

projective algebraic set. The quasiprojective case is similar.

σ(X × Y ) =
⋃

i,j

σij(ϕi(X)× ϕj(Y )).

ϕi(X) × ϕj(Y ) is a closed subset in An+m. As σij is an isomorphism, we get that

σij(ϕi(X)×ϕj(Y )) = σ(X×Y )∩Σij is a closed subset of Σij . As the σ(X×Y )∩Σij

are an open cover of σ(X × Y ), it follows that σ(X × Y ) is a closed subset of PN .

To show that σ(X×Y ) is irreducible, we use Lemma 3.2. As σ : X×Y → σ(X×Y )

is a bijection, we need that σ ◦ iq : X → σ(X × Y ), p 7→ σ(p, q) is continuous (and

similarly for jp : q 7→ σ(p, q)). But this follows immediately from (3) because it is the

restriction of iq : Pn → PN . �

3.3. Products of quasiprojective varieties.

Definition 3.8. In future we will identify Pn × Pm with its image Σ ⊂ PN . So

Pn × Pm becomes a projective variety. If X ⊂ Pn and Y ⊂ Pm are quasiprojective

varieties, we identify X × Y with σ(X × Y ) ⊂ PN . So X × Y is a quasiprojective

variety, and projective if X and Y are projective.
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Remark 3.9. Note that by part (2) of the previous theorem, with this definition

Ui×Uj is an open subset of Pn×Pm, and ϕi×ϕj : Ui×Uj → An+m is an isomorphism.

Thus (Ui ∩X)× (Uj ∩ Y ) is an open affine subset of X × Y .

Example 3.10. For P1 × P1 the only nontrivial equation in (1) is z00z11 − z01z10.
So P1×P1 = Z(z00z11− z01z10) ⊂ P3 is a quadric. By the above P1×P1 contains two

families of lines in P3: p× P1 and P1 × q for all p, q ∈ P1.

Now we show the universal property of the product.

Proposition 3.11. (Universal property) Let X, Y be varieties.

(1) p1 : X × Y → X, p2 : X × Y → Y are morphisms.

(2) For any variety Z, the morphisms Z → X ×Y are precisely the (f, g) : Z →
X × Y, p 7→ (f(p), g(p)) for morphisms f : Z → X and g : Z → Y .
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Proof. (1) It is enough to see that p1|Z∩(Ui×Uj) → X∩Ui is an isomorphism. But

note that it is just the restriction of the composition Ui × Uj ≃ An+m p1−→An ≃ Ui.

Thus it is a morphism.

(2) If h : Z → X × Y is a morphism, then f := p1 ◦ h and g := p2 ◦ h are

morphisms, and h = (f, g). Let f : Z → X, g : Z → Y be morphisms.

Let Z ij = (f, g)−1(Ui×Uj) = f−1(Ui)∩ g−1(Uj). Then Z ij is open in Z and (f, g)

is a morphism if and only for all i, j the composition

Zij
(f,g)−→(X × Y ) ∩ (Ui × Uj)→ ϕi(X)× ϕj(Y ).

is a morphism. As ϕi(X) ⊂ An and ϕj(Y ) ⊂ Am this follows from the affine case. �

Example 3.12. Let f : X → Y , g : Z → W be morphisms of varieties. Then

f × g : X × Z → Y × W, (p, q) 7→ (f(p), g(q)) is a morphism, because f × g =

(f ◦ p1, g ◦ p2).

Taking the product is compatible with isomorphism:

Corollary 3.13. Let X, Y , X ′, Y ′ be varieties and assume that X ≃ X ′, Y ≃ Y ′.

Then X × Y ≃ X ′ × Y ′. In particular, the product of affine varieties (i.e. varieties

isomorphic to closed subvarieties of affine space) is affine.

Proof. Let f : X → X ′, g : Y → Y ′ be the isomorphisms. Then f×g : X×Y →
X ′ × Y ′ is an isomorphism whose inverse is f−1 × g−1. �

Lemma 3.14. The closed subsets W of Pn × Pm are precisely the zero loci of sets

of polynomials f ∈ k[x0, . . . , xn, y0, . . . , ym] that are bihomogeneous in the xi and yj
(i.e. they are homogeneous in the xi and homogeneous in the yi, but not necessarily

of the same degree).

Proof. Let W ⊂ Pn × Pm be closed. Then W = σ−1(A) where A ⊂ PN is

closed. Thus A = Z(f1(zij), . . . , fr(zij)) where the fi are homogeneous polynomi-

als in the zij and W = Z(f1(xiyj), . . . , fr(xiyj)) where the fk(xiyj) are bihomo-

geneous in the xi and the yj (even of the same degree). Conversely assume that

W = Z(f1(xi, yj), . . . , fr(xi, yj)), with the fk(xi, yj) bihomogeneous. Then

(ϕi×ϕj)(W∩(Ui×Uj)) = Z
(
fk(x0, . . . , xi = 1, . . . , xn, y0, . . . , yj = 1, . . . , ym)

∣∣ k = 1, . . . , r
)

is closed in An+m for all i, j. As the Ui × Uj are an open cover of Pn × Pm, it follows

that W is closed. �

We can look at the diagonal in X ×X.
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Definition 3.15. Let X be a variety. The diagonal is ∆X :=
{
(p, p)

∣∣ p ∈ X
}
.

The diagonal morphism is δX = (idX , idX) : X → X ×X. Obviously the image of δX

is ∆X .

Lemma 3.16. ∆X ⊂ X ×X is closed and δX : X → ∆X is an isomorphism.

Proof. First we show ∆X ⊂ X ×X is closed. As every variety is isomorphic to

a locally closed subvariety of projective space, we can assume X ⊂ Pn. Then ∆X =

∆Pn∩X×X, and X×X carries the induced topology from Pn×Pn. Thus it is enough

to show the result for X = Pn. Then ∆Pn = Z
(
xiyj − xjyi

∣∣ i, j = 1, . . . , n
)

because

([a0, . . . , an], [b0, . . . , bn]) is in this zero set if and only if the matrix

(
a0 . . . an
b0 . . . bn

)

has rank 1, i.e. [a0, . . . , an] = [b0, . . . , bn].

δX : X → ∆X is obviously an isomorphism, its inverse is the restriction of p1 :

X ×X → X. �

Remark 3.17. The fact that ∆X is closed in X×X is very important. It is what

replaces the Hausdorff property in the analytic topology. If X is a topological space,

then ∆X ⊂ X×X is closed (with the product topology) if and only if X is Hausdorff.

There is a more general notion of abstract varieties, which are spaces with an

open cover by affine varieties (note that it is not obvious what is meant by this) plus

the condition that the diagonal is closed. This is very analogous to the definition

of manifolds, which are spaces with an open cover by open subsets of Rn, with the

additional condition that the space is Hausdorff.

Corollary 3.18. Let ϕ : X → Y , ψ : X → Y be two morphisms. Then{
p ∈ X

∣∣ ϕ(p) = ψ(p)
}

is closed in X.

Proof. Note that the set is (ϕ, ψ)−1(∆Y ), which is closed as the inverse image

of a closed set by a morphism. �

Now we can also look at the graph of a morphism.

Definition 3.19. Let f : X → Y be a morphism of quasiprojective varieties.

The graph of f is

Γf :=
{
(a, f(a))

∣∣ a ∈ X
}
⊂ X × Y.

Corollary 3.20. Γf is closed in X × Y . The restriction of the projection p1 :

X × Y → X is an isomorphism.

Proof. By definition Γf = (f × idY )−1(∆Y ), thus is is closed. The restriction of

p1 is an isomorphism, because its inverse is (idX , f) : X → Γf . �
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3.4. Completeness. In this section we will show that projective varieties are

complete: if X is a projective variety and Y is any variety, then p2 : X × Y → Y is a

closed map, i.e. it maps closed subsets to closed subsets. Completeness corresponds

to compactness in the analytic topology. If in the above X and Y are required to be

Hausdorff topological spaces with countable basis, then X is complete if an only if it

is compact. In particular projective varieties are compact in the analytic topology.

Compact manifolds are in many ways much better behaved than noncompact ones.

In the same way projective varieties are in many ways better than quasiprojective

varieties.

Definition 3.21. A map ϕ : X → Y between topological spaces is called closed

if ϕ(Z) is closed in Y for any closed subset Z ⊂ X. A variety X is called complete

if p2 : X × Y → Y is a closed map for all varieties Y .

Example 3.22. A1 is not complete: p2 : A1×A1 = A2 → A1 maps C := Z(xy−1)

onto A1 \ {0}, which is not closed in A1.

We want to see that this cannot happen for X projective. We start by proving

an important special case.

Theorem 3.23. Any projective variety is complete.

Proof. (1) The main part is to show that p1 : Pn×Pm → Pn is closed. Let X ⊂
Pm×Pn be an algebraic set. ThenX is the zero locus of polynomials f1(x, y), . . . , fr(x, y)
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bihomogeneous in the xi and the yj (we use the shorthand x, y for x0, . . . , xn, y0, . . . , yn).

We can assume that all fi have the same degree d in the yi (otherwise one replaces

fj with a lower degree by ye0fj , . . . , y
e
nfj, which have the same zero set).

Fix a point P ∈ Pn. Then P ∈ p1(X) if and only if Z(f1(P, y), . . . , fr(P, y)) ⊂ Pm

is not empty. By the projective Nullstellensatz this is equivalent to: for all s > 0

〈f1(P, y), . . . , fr(P, y)〉 contains not all monomials of degree s in the yi (1)

The condition (1) is trivial for s < d. Thus it is enough that for all s ≥ d the set of

all P ∈ Pn satisfying (1) is closed, because p1(X) is then closed as the intersection of

all these closed sets.

Fix s ≥ d. We denote the
(
m+s
m

)
monomials in the yi of degree s by Mi(y) (in any

order). Denote by Ni(y) the homogeneous polynomials in the yi of degree s − d (in

any order). The elements of degree s in 〈f1(P, y), . . . , fr(P, y)〉 are precisely the linear

span of the Ni(y)fj(P, y). We denote the Ni(y)fj(x, y) by Gk(x, y) (k = 1, . . . , t) in

any order. Then (1) is equivalent to the fact that the set of polynomials
{
Gk(P, y)

∣∣
1 ≤ k ≤ t

}
does not generate the vector space of all polynomial of degree s. We write

Gj(x, y) =
∑

iAij(x)Mi(y) with Aij(x) ∈ k[x] homogeneous. Then the dimension of

the linear span of the Gk(P, y) is the rank of the matrix (Aij(P ))i,j (i = 1, . . . ,
(
m+s
m

)
,

j = 1, . . . , t). Thus (1) is equivalent to rk((Aij(P ))ij) <
(
m+s
m

)
. Thus the set of

points where (1) holds is the zero set of all the
(
m+s
m

)
-minors of (Aij(x))ij, which are

homogeneous polynomials in the xi. Thus it is closed.

(2) It is now rather easy to deduce the general case. First we show that Pn

is complete. Let Y be a variety. Let {Yi}i be an open affine cover of Y and let

Z ⊂ Pn × Y be closed. Then Zi := Z ∩ (Pn × Yi) is closed in Pn × Yi and if p2(Zi) is

closed in Yi for all i, then as the Yi are an open cover of Y , Z is closed in Y . Thus we

can assume that Y is affine. If Y ⊂ Am is affine, we can view Y as a quasiprojective

variety via the embedding Am → Pm. Thus we can assume that Y is quasiprojective.

Let Z ⊂ Pn × Y be closed. Let Z be its closure in Pn × Pm. Then p2(Z) is closed in

Pm. Therefore p2(Z) = p2(Z ∩ (Pn × Y )) = p2(Z) ∩ Y is closed in Y .

Now let X ⊂ Pn be a projective variety. Let Z ⊂ X × Y be closed. Then Z is

also closed in Pn × Y , thus p2(Z) is closed in Y , thus X is complete. �

This implies that the image of any morphism starting from a projective variety is

closed.

Corollary 3.24. Let f : X → Y be a morphism of varieties with X projective.

Then f(X) ⊂ Y is closed.
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Proof. We have f(X) = p2(Γf) and Γf ⊂ X × Y is closed. As X is complete, it

follows that f(X) is closed. �

This implies that projective varieties are very different from affine varieties.

Corollary 3.25. (1) Every regular function on a projective variety is con-

stant.

(2) Every morphism f : X → Y from a projective variety to an affine variety

maps X to a point. In particular the only varieties which are affine and

projective are points.

Proof. (1) Let f : X → A1 be a regular function. Then f(X) is closed in A1.

So, as X is irreducible, f(X) is a point or f(X) = A1. Via the inclusion A1 ⊂ P1 we

can view f as a map to P1, so f(X) is closed in P1, which implies that f(X) 6= A1.

(2) We can assume Y ⊂ An and write f = (f1, . . . , fn) for fi regular functions.

The fi are constant and thus also f . �

The fact that the image of a map from a projective variety is closed allows us to

construct many closed subvarieties of Pn as images of morphisms, even if it would be

quite difficult to write down the equations.

Example 3.26. (The Veronese Embedding). Fix n,m > 0 and let N =
(
n+d
d

)
−1.

Let Mi(x0, . . . , xn), 0 ≤ i ≤ N be the set of all monomials in x0, . . . , xn of degree d.

The Veronese Embedding of degree d is vd := [M0, . . . ,MN ]. This is a morphism

because among the Mi we have xd0, . . . , x
d
n which do not vanish simultaneously. Thus

vd(P
n) is a closed subvariety of PN .

We claim that vd : Pn → vd(P
n) is an isomorphism. So we have to find an inverse

morphism. It is enough to do this on an affine open. As the open sets where xi 6= 0

cover Pn, the open sets where xdi 6= 0 cover vd(P
n). Consider the case i = 0, then the

inverse morphism is given by [{xd0}, {xd−1
0 x}, . . . , {xd−1

0 xn}] (where I denote {Mi} the

coordinate on PN corresponding to the monomial Mi.).

The simplest examples are the degree d embeddings of P1 given by

vd : P1 → Pd, [a, b] 7→ [ad, ad−1b, . . . , bd].

The image is called a rational normal curve in Pd.

Let F =
∑
aiMi be a homogeneous polynomial of degree d and X ⊂ Pn a closed

subvariety. Then vd(X ∩ Z(F )) is the intersection of vd(X) with the hyperplane

Z(
∑
ai{Mi}) in PN . As vd|X is an isomorphism onto its image, we see that one

can use the Veronese embedding to reduce problems about hypersurfaces to problems

about hyperplanes.
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Corollary 3.27. Let X ⊂ Pn be a projective variety, and let F ∈ k[x0, . . . , xn]

be a nonconstant homogeneous polynomial. Then

(1) X \ Z(F ) is an affine variety.

(2) If X is not a point, then X ∩ Z(F ) 6= ∅.

Proof. (1) If F is a hyperplane, then by a projective linear transformation we

can assume that Z(F ) = Z(x0), and X ⊂ An. If F has degree d, then via the Veronese

map X \ Z(F ) is isomorphic to vd(X) ∩H for H a hyperplane, thus it is affine.

(2) If X ∩ Z(F ) = ∅, then X is affine and projective, thus it is a point. �

Exercises.

(1) Assume X ⊂ An is an affine variety. Describe explicitely the homomorphism

δ∗X : A[X ×X]→ A[X] induced by δX : X → X ×X; x 7→ (x, x).

(2) Prove that a quasiprojective variety is complete if and only if it is projective.

(3) Prove that the Veronese variety vd(P
n) is not contained in any hyperplane of

PN (N =
(
n+d
d

)
− 1).

(4) Let U and V be open subsets of a variety X. Show that U ∩V is isomorphic

to (U × V ) ∩∆X .

(5) Under the assumptions of the previous exercise assume furthermore that

U and V are affine (i.e. U is isomorphic to a closed subset of An and V

isomorphic to a closed subset of Am). Then show that U ∩ V is affine (i.e.

U ∩ V is isomorphic to a closed subset of An+m). Use the previous exercise.

(6) Let n ≥ 1, N := (d+1)(d+2)
2

−1 and let M0, . . .MN be the monomials of degree

d in x, y, z (in some order). Let y0, . . . , yn be the homogeneous coordinates

on PN . Let

Z := Z
( N∑

i=0

Mi(x, y, z)yi

)
⊂ P2 × PN

with π : Z → PN the restriction of the second projection.

(a) Show that Z is an irreducible closed subvariety of P2 × PN and that π

is a morphism.

(b) For each point a := [a0, . . . , aN ] ∈ PN let Ca := Z(
∑N

i=0 aiMi(x, y, z).

Show π−1(a) = Ca × {a}. Thus we can think of π : Z → PN as a

universal family of curves of degree d in P2.
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(7) In this exercise we give the space of lines in Pn (or equivalently the space of

2-dimensional vector subspaces of kn+1) the structure of a projective variety.

Let n ≥ 1. We define a set-theoretic map

ϕ :
{
lines in Pn

}
→ PN , N :=

(
n+ 1

2

)
− 1

as follows. For every line L ⊂ PN choose two distinct points p := [a0, . . . , an],

q := [b0, . . . , bn] on L. Let ϕ(L) be the point in PN whose homogeneous

coordinate are the
(
n+1

2

)
maximal minors of the matrix

(
a0 . . . an
b0 . . . bn

)
in

any fixed order. Show that

(a) ϕ is well-defined (i.e. independent of the choice of p and q) and injective.

(b) The image of ϕ is an irreducible projective variety that has a finite cover

by open subset isomorphic to A2n−2. It is called the Grassmannian of

lines in Pn and denoted by G(1, n).

Hint: We can choose p and q of the form

p = (a2, . . . , ai, 1, ai+1, . . . , aj, 0, aj+1, . . . , an)

q = (b2, . . . , bi, 0, bi+1, . . . , bj, 1, bj+1, . . . , bn)

for suitable i, j.

(8) Let G(1, n) be the Grassmannian of lines in Pn as in the previous exercise.

Show that

(a) The set
{
(L, P )

∣∣ p ∈ L
}
⊂ G(1, n) × Pn is closed. It is called the

universal family.

(b) Let Z ⊂ G(1, n) be a closed subset. Then the union of all lines L ⊂ Pn

such that L ∈ Z is closed in Pn.

(c) Let X, Y ⊂ Pn be disjoint projective varieties. Then the union of all

lines in Pn intersecting both X and Y is a closed subset of Pn. It is

called the join J(X, Y ) of X and Y .

4. Rational maps

Let X, Y be varieties. Rational functions on X are functions which are defined

only on an open subset. Similarly now we want to study morphisms between X and

Y that are only defined on open subsets. These are called rational maps. A rational

map with an inverse rational map is called a birational map. In this case the varieties

are called birational. Since any open set in a variety is dense, rational maps carry a lot

of information. In particular birational varieties are isomorphic “almost everywhere”
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and we will later see that important properties of varieties, like the dimension are

preserved by birational maps. It turns out that two varieties are birational if and

only if their function fields are isomorphic. Finally we will look at blowups, which

are the most important examples of birational morphisms.

4.1. Rational maps. Let X, Y be varieties. A rational map ϕ : X 99K Y is

given by a morphism ϕ : U → Y from an open subset U ⊂ Y . An other such

morphism ψ : V → Y gives the same rational map if ϕ|U∩V = ψU∩V . This works

because of the following lemma.

Lemma 4.1. Let ϕ, ψ : X → Y be morphism between varieties. If ϕ|U = ψ|U for

a nonempty open subset U ⊂ X, then ϕ = ψ.

Proof. We have seen that Z :=
{
p ∈ X

∣∣ ϕ(p) = ψ(p)
}

is closed in X. It

contains the dense open subset U . Thus X = Z. �

Definition 4.2. A rational map f : X 99K Y is an equivalence class 〈U, ϕ〉 of

pairs (U, ϕ) where U ⊂ X is a nonempty open subset and ϕ : U → Y is a regular

map. The equivalence relation is

(U, ϕ) ∼ (V, ψ) ⇐⇒ ϕ|U∩V = ψ|U∩V .

This is an equivalence relation, Lemma 4.1 implies the transitivity. We say the

rational map 〈U, ϕ〉 is defined by (V, ψ) if (V, ψ) ∈ 〈U, ϕ〉.
We can also view rational maps ϕ : X 99K Y as regular maps ϕ : dom(ϕ) → Y ,

where dom(ϕ) =
⋃

〈V,ψ〉∼〈U,ϕ〉 V . Here ϕ(p) := ψ(p) for any 〈V, ψ〉 ∼ 〈U, ϕ〉 with

p ∈ U . It is easy to see that ϕ : dom(ϕ) → Y is a well-defined morphism. dom(ϕ)

is the largest open set on which ϕ can be defined. We say that ϕ is defined at p if

p ∈ dom(ϕ). We call ϕ(dom(ϕ)) the image of ϕ.

Remark 4.3. (1) The rational functions f ∈ K(X) are natually identified

with the rational maps f : X 99K A1: If f ∈ K(X) then f ∈ OX(U) for some

nonempty open set, and thus f defines a morphism f : U → A1, i.e. a rational

map 〈U, f〉. Conversely if 〈U, f〉 is a rational map, then f ∈ OX(U) ⊂ K(X).

It is easy to see that f ∈ OX(U) and g ∈ OX(V ) are the same element of

K(X) if and only if f |U∩V = g|U∩V .

(2) Let X be a variety, let f1, . . . , fn ∈ K(X). Then (f1, . . . , fn) : X 99K An is

a rational map defined on
⋂n

i=1 dom(fi).

(3) Let X ⊂ Pn be a quasiprojective variety.
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(a) Let F0, . . . , Fm ∈ k[x0, . . . , xn] be homogeneous polynomials of the same

degree, not all vanishing identically on X. Then [F0, . . . , Fm] : X 99K

Pm is a rational map, defined at least on X \⋂m
i=0 Z(Fi).

(b) Let h0, . . . , hm ∈ K(X) not all 0. Then [h0, . . . , hm] : X 99K Pm is a

rational map.

Example 4.4. Let W ⊂ Pn be a linear subspace of dimension k given by W =

Z(H0, . . . , Hn−k−1) forHi linear forms. Then the linear projection πW = [H0, . . . , Hn−k−1] :

Pn 99K Pn−k−1 is a rational map defined outside W . In particular the projection

πp : Pn 99K Pn−1 from a point is a rational map.

We would like to define the composition of rational maps ϕ : X 99K Y , ψ : Y 99K

Z. This is in general not possible, even if ϕ is a morphism: It can very well be that

the intersection of the image of ϕ and dom(ψ) is empty. To remedy this, we only

consider rational maps with dense image.

Definition 4.5. A rational map 〈U, ϕ〉 : X 99K Y of varieties is called dominant

if ϕ(U) is dense in Y . It is straighforward to see that this is independent of the

representative (U, ϕ). (If (V, ψ) is another representative and ψ(V ) is contained in a

closed subset Z ( Y , then ϕ−1(Z) is closed in U and contains U ∩ V , thus it is equal

to U .) Let ϕ : X 99K Y be a dominant rational map and ψ : Y 99K Z a rational map,

then the composition ψ ◦ϕ is defined as follows. Let 〈U, ϕ〉, 〈V, ψ〉 be representatives.

Then ϕ−1(V ) is open and nonempty in X and 〈U ∩ϕ−1(V ), ψ ◦ϕ〉 is a representative

of the composition.

This allows us to define the pullback of rational functions by rational maps. If f ∈
K(Y ) is regular on the open set V ⊂ X, and 〈U, ϕ〉 : X 99K Y is a dominant rational

map, then ϕ∗(f) = 〈ϕ−1(V ), f ◦ϕ〉 ∈ K(X). It is immediate that ϕ∗ : K(Y )→ K(X)

is a homomorphism of k-algebras and that (ϕ ◦ ψ)∗ = ψ∗ ◦ ϕ∗.

Example 4.6. Let πW : Pn 99K Pn−k−1 be the projection from a linear subspace.

Then πW is dominant (in fact it is surjective).

Definition 4.7. A dominant rational map ϕ : X 99K Y is called birational

map if there exists a dominant rational map ϕ−1 : Y 99K X with ϕ ◦ ϕ−1 = idY ,

ϕ−1 ◦ϕ = idX (Note that these are identities of rational maps, thus it is enough they

hold on nonempty open subsets of X and Y ). If ϕ is in addition a morphism, it is

called a birational morphism. X and Y are called birationally equivalent (or

just birational if there exists birational map ϕ : X 99K Y .
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If X and Y are birational, then K(X) and K(Y ) are isomorphic. Now we show

that rational maps between varieties are really nothing else than homomorphisms

between their function fields.

Theorem 4.8. Let X and Y be varieties. The map (ϕ : X 99K Y ) 7→ (ϕ∗ :

K(Y )→ K(X)) gives a bijection from the set of dominant rational maps from X to

Y to the set of k-algebra homomorphisms from K(Y ) to K(X).

Proof. We have to construct an inverse to the map ϕ 7→ ϕ∗. Let θ : K(Y ) →
K(X) be a homomorphism of k-algebras. We want to construct a rational map

ϕ : X 99K Y . It is enough to construct a rational map to any open affine subset of Y ,

so we can assume that Y ⊂ An is a closed subvariety. Let y1, . . . , yn be the coordinate

functions. Then θ(y1), . . . , θ(yn) are rational functions on X and we can find an open

set U ⊂ X, so that the functions θ(yi) are all regular on U . Then θ defines an injective

homomorphism of k-algebras θ : A(Y )→ OU (X) (it is injective, because the original

θ : K(Y )→ K(X) was injective as a nonzero homomorphism of fields). Thus by the

characterization of morphisms to affine varieties, we get a morphism ϕ : U → Y , such

that ϕ∗ = θ : A(Y ) → OU(X), and it is an exercise to show that the condition that

ϕ∗ is injective implies that the image of ϕ is dense in Y . Thus we have obtained a

dominant rational map ϕ : X 99K Y and it is straightforward to check that θ 7→ ϕ is

inverse to ϕ 7→ ϕ∗. �

In particular two varieties are birational if and only if their function fields are

isomorphic.

Corollary 4.9. Let X and Y be varieties. The following are equivalent.

(1) X and Y are birational,

(2) there are nonempty open subsets U ⊂ X, V ⊂ Y with U isomorphic to V .

(3) K(X) and K(Y ) are isomorphic as k-algebras.

Proof. ”(1)=⇒(2)” Let 〈U, ϕ〉 : X 99K Y be a birational map, with inverse

〈V, ψ〉 : Y 99K X. Then ψ ◦ ϕ is defined on U ∩ ϕ−1(V ) and thus is the identity on

U ∩ ϕ−1(V ). Similarly ϕ ◦ ψ is the identity on V ∩ ψ−1(U). Thus ϕ : U ∩ ϕ−1(V )→
V ∩ ψ−1(U) is an isomorphism, with inverse ψ.

“(2)=⇒(3)” is obvious because K(U) = K(X) for U an open subset of X.

“(3)=⇒(1)” follows from the theorem. �

Example 4.10. The cuspidal cubic C = Z(x3 − y2) ⊂ A2 is not isomorphic to

A1, but they are birational: ϕ : A1 → C, t 7→ (t2, t3) is a birational morphism. Its
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inverse rational map is ϕ−1 : C 99K A1, (x, y) 7→ y

x
. ϕ−1 is a morphism on C \{(0, 0)}.

ϕ : A1 \ {0} → C \ {(0, 0)} is an isomorphism.

Definition 4.11. A variety X is called rational if it is birational to An for some

n. Note that by the previous corollary this is equivalent to K(X) ≃ k(x1, . . . , xn).

Example 4.12. (1) Pn is rational.

(2) The cuspidal cubic is rational.

(3) It is easy to see that an irreducible curve of degree 2 (a conic) in P2 is

isomorphic to P1 and thus rational. On the other hand one can show that a

general (nonsingular) curve of degree d > 2 is never rational.

(4) Pn× Pm is rational, because it contains an open subset isomorphic to An+m.

Remark 4.13. One of the aims of algebraic geometry is to classify algebraic

varieties. It would be natural to classify them up to isomorphism, but this is a

very fine equivalence relation. Thus one can first classify them up to birational

equivalence, which is coarser. We see by the above that classifying algebriac varieties

up to birational equivalence is equivalent to classifying finitely generated extension

fields of k up to isomorphism of fields.

4.2. Blowups. We now come to the most important examples of birational mor-

phisms: the blowups. One can define the blowup of any variety along any ideal. We

will just look at the blow up of A2 in the origin 0 = (0, 0).

Definition 4.14. On A2 let the coordinates be x, y and on P1 let the homogeneous

coordinates be t, u. The blowup of A2 at 0 is the closed subset

Â2 := Z(xu− yt) ⊂ A2 × P1.

Let π : Â2 → A2 be the projection. We call E := π−1(0) the exceptional divisor.

We shall see that blowing up 0 leaves A2 \ {0} unchanged, but {0} is replaced

by P1, which we can identify with the space of lines through 0. In particular π is a

birational morphism, but not an isomorphism.

(1) Let ((x, y), [t, u]) ∈ Ân+1 \ E. Then x 6= 0 or y 6= 0, we can assume x 6= 0.

Then xu = ty, i.e u = y

x
t. Thus [t, u] = [x, y]. Thus we see that Â2 \E is the

graph of the morphism

[] : A2 \ {0} → P1, (a0, a1) 7→ [a0, a1],
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which sends a point p to the line through p and 0. In particular the restriction

π : Â2 \E → A2 \ {0} is an isomorphism. On the other hand it is clear that

E =
{
((0, 0), [t, u])

∣∣ 0 ∗ u = 0 ∗ t
}

= {0} × P1.

(2) Now we want to see that Â2 has an open cover by two affine planes. Let

Vt = Â2 \ Z(t). On Vt we can put t = 1, thus

Vt =
{

((x, y), [1, u]) ∈ A2 × P1
∣∣ y = xu

}
.

Thus we see that the map ((x, y), [1, u])→ (x, u) : Vt → A2 is an isomorphism

with inverse (x, u) 7→ ((x, xu), [1, u]). Simiarly let Vu = Â2 \ Z(u). Then

Vu =
{

((x, y), [t, 1]) ∈ A2 × P1
∣∣ x = yt

}

and ((x, y), [t, 1])→ (x, t) : Vu → A2 is an isomorphism.

Thus on Â2 we have two charts (t 6= 0) and (u 6= 0). The chart t 6= 0 is

isomorphic to A2 with coordinates x, u. The exceptional divisor is E = Z(x)

and the projection π to A2 is given by (x, u) 7→ (x, xu). The chart u 6= 0 is
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isomorphic to A2 with coordinates t, y. The exceptional divisor is E = Z(y)

and the projection π to A2 is given by (t, y) 7→ (yt, y).

(3) Thus Â2 has an open cover the affine spaces Vt,Vu, with nonempty intersec-

tion. Thus Â2 is irreducible. As by (1) it contains the graph of [] as an open

subset, it is its closure.

(4) We see that ϕt(E ∩ Vt) = Z(x) ⊂ A2 and ϕu(E ∩ Vu) = Z(y) ⊂ A2.

Example 4.15. Now we want to see what happens to curves in A2 under blowup.

(1) Let C = Z(F ) with F = y2−x2(x+1)) be a nodal cubic. In the chart t 6= 0,

the preimage of C is Z(F (x, ux)). We note that F (x, ux)) = x2(u2−(x+1)).

As Z(x2) is the exceptional divisor and u2−(x+1) is irreducible, we see that

Ĉ = Z(u2 − (x+ 1). Note that the intersection of Ĉ with E consists of two

points (0, 1), (0,−1) corresponding to the slopes of the two different branches

of C. By looking at the other chart u 6= 0 we see that Ĉ is containded in the

chart t 6= 0. Note that the map Ĉ → A1, (x, u) 7→ u defines an isomorphsm

of Ĉ with A1, with inverse t 7→ (t2 − 1, t). Thus Ĉ is isomorphic to A1,

whereas C is not.

(2) Let C = Z(x3 − y2) ⊂ A2 be the cuspidal cubic. In the chart t 6= 0, the

preimage of C is Z(x2(x − u2)) and we see that Ĉ = Z(x − u2). Again it

is easy to see that Ĉ is completely contained in the chart t 6= 0 and that
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(x, u) 7→ u defines an isomorphism Ĉ → A1, while C is not isomorphic to

A1.

Exercises.

(1) Let X, Y be irreducible varieties, p ∈ X, q ∈ Y . Show that OX,p is iso-

morphic to OY,q if and only if there is an isomorphism ϕ : U → V between

neighbourhoods U of p in X and V of q in Y .

(2) Which of the following define a rational map Pn → Pm (for suitable n,m).

(a) [x, y] on P3,

(b) [x, y, 1] on P2,

(c) [x, y, 0] on P2,

(d) [1/x, 1/y, 1/z] on P2,

(e) [(x3 + y3)/z3, y2/z2, 1] on P2,

(f) [x2 + y2, y2, y2] on P2.

In each case determine dom(ϕ) and say whether ϕ is birational.

(3) (a) Let f := x1

x0
, viewed as a rational function on P2. Determine the domain

of f .

(b) Let f = [x0, x1] viewed as a rational map P2 → P1. Determine the

domain of f and describe the corresponding morphism.
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(4) Show that any nonsingular conic in P2 is rational.

(5) Prove that any nonsingular quadric Q ∈ Pn+1 is rational. Show that if p ∈ Q
is a nonsingular point, then the projection from p gives a birational map

π : Q→ Pn.

(6) Show that the cuspidal cubic Z(y2 − x3) ⊂ A2 is rational.

(7) Let C = Z(y3−x4) ⊂ A2. Show that the strict transform of C under blowup

in (0, 0) is isomorphic to A1.

(8) Show that the nodal cubic C := Z(y2z − x2(x+ z)) ⊂ P2 is rational.

Hint: The projection from [0, 0, 1] induces a birational map C 99K P1.

(9) Show that the blowup of A2 in a point is not affine.

(10) A quadric in Pn is the zero set of an irreducible homogeneous polynomial of

degree 2. Show that every quadric in Pn is birational to Pn−1.

(11) Let C,C ′ be irreducible curves. Let f : C 99K C ′ be a rational map. Prove:

(a) Either f is dominant, or f is constant.

(b) If f is dominant, then K(C) is a finite algebraic extension of f ∗(K(C ′)).

(12) Let p0 := [1, 0, 0], p1 := [0, 1, 0], p2 := [0, 0, 1] ∈ P2 and let U := P2 \
{p0, p1, p2}. Consider the rational map

f : P2
99K P2, [a0, a1, a2] 7→ [a1a2, a0, a2, a0a1].

(a) Show that f is defined on U .

(b) Show that f cannot be extended to P2.

(c) Show that f is birational and it is its own inverse. This is called the

Cremona transformation.



CHAPTER 3

Dimension and Nonsingularity

In this chapter we want to study two important invariants of a variety, its di-

mension and its tangent space at a given point. In differential geometry a manifold

has an open cover by sets diffeomorphic to Rn for some n, and then n is called the

dimension of the manifold. In algebraic geometry things are more difficult, because

algebraic varieties are not locally isomorphic to some affine spaces.

1. Dimension

In the first chapter we briefly introduced the notion of dimension of a variety.

Recall that the dimension of an algebric set is the maximum of the dimensions of

its irreducible components. In order to study dimension, the main idea is to use

morphisms to compare dimensions for different varieties. For instance, if f : X → Y

is a surjective morphism, then we expect dim(X) ≥ dim(Y ). If in addition all the

fibres f−1(p) for p ∈ Y are finite, then we expect that dim(X) = dim(Y ). We will

check this for a particularly nice class of morphisms, the finite morphisms.

1.1. Finite morphisms. Finite morphism of affine varieties are morphisms f :

X → Y such that A(X) is finite over f ∗(A(Y )). So we first introduce and study the

concept of an algebra being finite over another.

Definition 1.1. Let A ⊂ B be k-algebras. For b1, . . . , bn ∈ B we denote

A[b1, . . . , bn] :=
{
g(b1, . . . , bn) ∈ B

∣∣ g ∈ k[x1, . . . , xn]
}

the A-algebra generated by b1, . . . , bn.

B is called finite over A if there exist finitely many elements b1, . . . , bn ∈ B such

that B = Ab1 + . . .+ Abn.

To explain the meaning of this definition, we recall the notion of a module over a

ring, which is the analogue of a vector space over a field.

Definition 1.2. Let R be a ring with 1. An abelian group B together with an

operation · : R×M →M is called an R-module, if for all r, r1, r2 ∈ R, b, b1, b2 ∈ B
the following holds

65
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(1) (r1r2)b = r1(r2b) (associativity),

(2) r(b1 + b2) = rb1 + rb2, (r1 + r2)b = r1b+ r2b (distributivity),

(3) 1b = b.

These are the same axioms as that for a vector space over a field.

An R-module B is called finitely generated if there are finitely many elements

b1, . . . , bn ∈ B with B = Rb1 + . . .+Rbn.

Example 1.3. (1) If I is an ideal in a ring R, then I is an R-module, via

the multiplication in R. The condition that I is an ideal says precisely that

rb ∈ I for all r ∈ R, b ∈ I.
(2) If I is an ideal in a ring R and A = R/I, then A is an R-module, via ra = ra

for all r ∈ R, a ∈ A, where r denotes the class of r in R/I.

(3) If A is a subring of the ring B, then B is an A-module, via the usual multi-

plication in B.

Thus if A ⊂ B are k algebras, then B is an A-module and by definition B is finite

over A if and only if it is a finitely generated A-module.

Proposition 1.4. (1) Let A ⊂ B ⊂ C be k-algebras. If B is finite over A

and C is finite over B, then C is finite over A. If C is finite over A, then

C is finite over B.

(2) Let B ⊃ A be a finite A-algebra, and assume B is an integral domain. Then

any x ∈ B satisfies a monic equation over A, i.e. an equation

xn + an−1x
n−1 + . . .+ a0 = 0, ai ∈ A,

(note that the leading coefficient is 1).

(3) If b satisfies a monic equation over A, then B = A[b] is finite over A.

Proof. (1) is easy. If B = Ab1 + . . . + Abn, C = Bc1 + . . . + Bcm, then C =∑n
i=1

∑m
j=1Abicj . If C =

∑n
i=1Aci with ci ∈ C, then C =

∑n
i=1Bci because A ⊂ B.

(3) is easy: If bn + an−1b
n−1 + . . . a0 = 0, then B = Ab + . . . + Abn−1, because all

higher powers of b can be expressed in terms of b, . . . , bn−1.

(2) We will use the determinant: Let R be a ring. Let D := (dij)
n
i,j=1 be an n× n

matrix of elements of R. Recall that the determinant of D is

det(D) :=
∑

σ∈Sn

sign(σ)d1σ(1) . . . dnσ(n),
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where Sn is the symmetric group and sign(σ) = ±1 is the sign of the permutation.

In particular for any element x in a ring C ⊃ R we get

det((xδij − dij)ij) = xn +
n−1∑

i=0

aix
i, ai ∈ R. (1)

Assume B =
∑
Abi, bi ∈ B, then xbi =

∑
j aijbj for aij ∈ A. Thus

∑
j(xδij−aij)bj =

0, where (δij)ij is the identity matrix. That is (b1, . . . , bn) is a nonzero element in the

kernel of the matrix M = (xδij − aij)ij. Viewing this as a matrix with entries in the

quotient field of B, we see that det(M) = 0. det(M) is a monic polynomial in x. �

Definition 1.5. Let X, Y be affine varieties. A morphism ϕ : X → Y is called

finite if A(X) is a finite ϕ∗(A(Y ))-algebra.

Remark 1.6. (1) In general, a morphism f : X → Y of varieties is called

finite if Y has an affine open cover Y = U1 ∪ . . . ∪ Un, such that all Wi =

f−1(Ui) are affine and the f |Wi
: Wi → Ui are finite. For us however a finite

morphism will be a morphism of affine varieties.

(2) Let Y ⊂ X be a closed subvariety of an affine variety. Then the inclusion

i : Y → X is a finite morphism (because i∗ is surjective).

(3) Let ϕ : X → Y , ψ : Y → Z morphisms of affine varieties. If ϕ and ψ

are finite, then the composition ψ ◦ ϕ is finite. If ψ ◦ ϕ is finite, then ϕ is

finite. This follows directly from part (2) of Proposition 1.4. In particular if

ϕ : X → Y is a finite morphism with ϕ(X) ⊂ W for W ⊂ Y closed, then

ϕ : X →W is finite.

A very important topological property of finite morphisms is, that, like morphisms

between projective varieties, they are closed.

Remark 1.7. Let X ⊂ An be an affine variety and let I ( A(X) be a proper

ideal. Then Z(I) 6= ∅.

Proof. This is a straightforward reformulation of the Nullstellensatz. Let π :

k[x1, . . . , xn] → A(X) be the projection. Then Z(π−1(I)) is a proper ideal of

k[x1, . . . , xn] and Z(I) = Z(π−1(I)), which is nonempty by the Nullstellensatz. �

Theorem 1.8. Finite morphisms are closed.

Proof. Let f : X → Y be a finite morphism of affine varieties. Let W ⊂ X be

closed. Let Z be the closure of f(W ) in Y . Then f |W : W → Z is a finite morphism,

f(W ) is dense in Z and we have to show that f |W : W → Z is surjective. Thus we

can assume that f(X) is dense in Y and have to show that f is surjective.
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As f(X) is dense in Y we get that f ∗ : A(Y ) → A(X) is injective. We identify

A(Y ) with f ∗(A(Y )) ⊂ A(X). Let Y ⊂ An and p = (a1, . . . , an) ∈ Y . Let M :=

〈x1 − a1, . . . , xn − an〉 ⊂ A(Y ). We denote by A(X)M := {am | a ∈ A(X), m ∈ M}
the ideal generated by M in A(X). Then

f−1(p) =
{
q ∈ X

∣∣ f(p) = q
}

=
{
q ∈ X

∣∣ (xi − ai) ◦ f = 0 ∀i
}

= Z(A(X)M).

Thus by the above remark it is enough to show the following Lemma. �

Lemma 1.9. Let B be a finite A-algebra, assume also that B is an integral domain.

Let I ( A be a proper ideal. Then also BI is a proper ideal in B.

Proof. The proof is rather similar to that of part (2) of Lemma 1.4. Assume

BI = B. Let B = Ab1 + . . . + Abn, with bi ∈ B. Then BI = Ib1 + . . . + Ibn, thus

B = Ib1 + . . .+ Ibn. In particular we get

bi =

n∑

j=1

aijbj , aij ∈ I.

Put M := (δij − aij)ni,j=1. Then (b1, . . . , bn) is a nonzero element in the kernel of M ,

thus, viewing M as a matrix in the quotient field of B, we get det(M) = 0. Again by

the formula (1) for the determinant, we get det(M) = 1 +
∑

l bl with bl ∈ I. Thus we

get 1 ∈ I and therefore I = A, a contradiction. �

Now we prove the Noether Normalization Theorem, the main tool for our treat-

ment of dimension.

Remark 1.10. Let f ∈ k[x1, . . . , xn] \ {0} be a polynomial. Then there exists a

point p ∈ An with f(p) 6= 0.

Proof. If n = 0, the result is clear. If n = 1, then f splits as

f(x) = (x− b1)n1 · . . . · (x− bl)nl.

Choose b ∈ k with b 6∈ {b1, . . . , bl} (this is possible because k is algebraically closed

and therefore infinite). Then f(b) 6= 0.

Now let n be general. We can write

f =
∑

i

fix
i
n, fi ∈ k[x1, . . . , xn−1].

Then there exists a j with fj 6= 0. By induction on n there exists an (a1, . . . , an−1) ∈
An−1 with fj(a1, . . . , an−1) 6= 0. Therefore g(x) := f(a1, . . . , an−1, x) 6= 0. By the

case n = 1 there is an element b ∈ k with g(b) = f(a1, . . . , an−1, b) 6= 0. �
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Theorem 1.11. (Noether Normalization Theorem)

(1) Let Z(F ) ⊂ An be a hypersurface. Then there exists a finite surjective mor-

phism π : Z(F )→ An−1.

(2) Let X be an affine variety. Then there exists a finite surjective morphism

π : X → Ak for some k.

Proof. (1) Let F (d) be the top-degree homogeneous part of F . Then, as F (d)

is homogeneous F (d)(x1, . . . , xn−1, 1) 6= 0. Thus there exist b1, . . . , bn−1 ∈ k, such

that F (d)(b1, . . . , bn−1, 1) 6= 0. By a linear change of coordinates we can assume that

(b1, . . . , bn−1) = (0, . . . , 0) and by multiplying F with a constant we can assume that

F (d)(0, . . . , 0, 1) = 1; in other words the coefficient of xdn in F is 1. Let

π := (x1, . . . , xn−1) : Z(F )→ An−1.

Let wn ∈ A(Z(F )) be the class of xn. Then A(X) = π∗(k[x1, . . . , xn−1])[wn]. As the

coefficient of xdn in F is 1, we have F = xdn+
∑d−1

i=0 aix
i
n with ai ∈ k[x1, . . . , xn−1]. Thus

in A(X) we have an equation 0 = wdn +
∑d−1

i=0 π
∗(ai)w

i
n, and π is a finite morphism.

Now we show that π is surjective. Let b := (b1, . . . , bn−1) ∈ An−1. Let g :=

F (b1, . . . , bn−1, x) ∈ k[x]. As the coefficient of xdn of F is 1, we see that g is a

nonconstant polynomial, thus Z(g) 6= ∅. Therefore

π−1(b) =
{
(b1, . . . , bn−1, c)

∣∣ F (b1, . . . , bn−1, c) = 0
}

= {b} × Z(g) 6= ∅.

(2) If X = An or n = 0, the claim is trivial. Thus we assume ∅ 6= X ( An

and use induction on n. Let F ∈ I(X) \ 0. Then by part (1) there exist a finite

morphism π : Z(F )→ An−1. The inclusion X →֒ Z(F ) is a finite morphism, thus the

composition π̃ : X → An−1 is finite, let Y ⊂ An−1 be its image. Then by induction

there is a finite surjective morphism ϕ : Y → Ak. The composition ϕ ◦ π̃ : X → Ak

is a finite surjective morphism. �

We now show that finite surjective morphisms preserve strict inclusion of closed

subsets and have finite fibres.

Lemma 1.12. Let ϕ : X → Y be a finite surjective morphism. Let Z ( W be

closed subvarieties of X. Then f(Z) ( f(W ).

Proof. We can assume X = W and Y = f(W ) because W →֒ X → Y is finite.

Let g ∈ A(X) with g|Z = 0. Then g satisfies an equation

gn +

n−1∑

i=0

ϕ∗(ai)g
i = 0, ai ∈ A(Y ). (1)



70 3. DIMENSION AND NONSINGULARITY

Take such an equation with minimal n. Then ϕ∗(a0) 6= 0 because otherwise we could

divide by g. Thus

ϕ∗(a0) = −g
(
gn−1 +

n−1∑

i=1

ϕ∗(ai)g
i−1
)
∈ 〈g〉.

Therefore ϕ∗(a0)|Z = 0 and thus a0|ϕ(Z) = 0, i.e. ϕ(Z) ( Y . �

Corollary 1.13. Let ϕ : X → Y be a finite surjective morphism. Then all the

fibres ϕ−1(y) for y ∈ Y are finite.

Proof. It is enough to show that every irreducible component Z of ϕ−1(y) is a

point. Let z ∈ Z. Then ϕ(z) = ϕ(Z) = y. Thus Z = {z}. �

1.2. Proof of the weak Nullstellensatz. At this point it is easy to show the

weak Nullstellensatz. LetM ⊂ k[x1, . . . , xn] be a maximal ideal. L = k[x1, . . . , xn]/M

is a field, which contains k as a subfield. Assume we know k = L. Then there

are a1, . . . , an ∈ k such that ai is the class of xi in L, i.e. xi − ai ∈ M . So

〈x1 − a1, . . . , xn − an〉 ⊂ M . As 〈x1 − a1, . . . , xn − an〉 is maximal, we see that

M = 〈x1− a1, . . . , xn− an〉. Thus we have to show that k = L. This will follow from

the Noether Normalization theorem.

Theorem 1.14. (Noether Normalization Theorem) Let I ( k[x1, . . . , xn] be an

ideal and A := k[x1, . . . , xn]/I. There exists an injective k-algebra homomorphism

ϕ : k[x1, . . . , xk]→ A for some 0 ≤ k ≤ n, such that A is finite over im(ϕ).

Proof. If I = {0} or n = 0 the result is trivial. Thus assume I 6= {0} and

n 6= 0. Let 0 6= F ∈ I. Let F (d) be the top degree homogeneous part of F . Then,

as F (d) is homogeneous, F (d)(x1, . . . , xn−1, 1) 6= 0. Thus there exist b1, . . . , bn−1 in

k such that F (d)(b1, . . . , bn−1, 1) 6= 0. Let wi be the class of xi in A, then A =

k[w1, . . . , wn]. Let π : k[x1, . . . , xn−1]→ A; g(x1, . . . , xn−1) 7→ g(w1− b1wn, . . . , wn−
bn−1wn). Let B := im(π) = k[w1 − b1wn, . . . , wn−1 − bn−1wn]. Then A = B[wn].

Let g := F (w1 + b1x, . . . wn−1 + bn−1x) ∈ B[x]. Then g(wn) = F (w1, . . . , wn) = 0.

The leading term of g is F (d)(b1x, . . . , bn−1x, x) = F (d)(b1, . . . , bn−1, 1)xd. Therefore

g/F (d)(b1, . . . , bn−1, 1) is a monic polynomial for wn. Thus A is finite over B.

We can write B := k[x1, . . . , xn−1]/ker(π). Thus by induction on n there is an

injective homomorphism of k-algebras ψ : k[x1, . . . , xk]→ B, such thatB is finite over

im(ψ). Thus the composition ϕ := π ◦ ψ is injective and A is finite over im(ϕ). �

Proof. (of the weak Nullstellensatz). There is an injective homomorphism of

k-algebras ϕ : k[x1, . . . , xk]→ L, such that L is finite over B := im(ϕ).
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Claim: B is a field. Let b ∈ B. We need to show that b−1 ∈ B. b−1 exist in L.

Therefore b−1 satisfies a monic equation

b−n + an−1b
−(n−1) + . . .+ a0 = 0, ai ∈ B.

Multiplying by bn−1 gives b−1 = −(an−1 +an−2b+ . . .+a0b
n−1) ∈ B. Thus B is a field.

This gives immediately that k = 0 (because a polynomial ring is not a field). So

L is a field, which is a finite k-algebra, i.e. L is a finite extension of k. As k is

algebraically closed, we get that k = L. �

1.3. Dimension. Now we want to use finite morphisms to study the dimension

of varieties. The main point is that finite surjective morphisms preserve dimension.

Then the Noether Normalization Theorem allows us to reduce questions about di-

mension to questions in Ak. By definition the dimension of a possibly not irreducible

algebraic set is the maximum of the dimensions of its irreducible components. Thus

we can restrict our attention to varieties.

Definition 1.15. Let X be a variety. Let ∅ 6= X0 ( X1 ( . . . ( Xn = X be a

chain of irreducible closed subsets of X. We call X0 ( X1 ( . . . ( Xn a chain in X.

We know that dim(X) is the maximal n such that such a chain exists. In this case

we call X0 ( X1 ( . . . ( Xn a longest chain in X.

Now we show that finite surjective morphisms preserve dimension. We start with

some elementary statements about dimension.

Lemma 1.16. (1) If Y ⊂ X is a closed subvariety of the variety X, then

dim(Y ) < dim(X).

(2) Let f : X → Y is a surjective closed morphism of varieties. Then dim(X) ≥
dim(Y ).

Proof. (1) We can extend a longest chain Y0 ( . . . ( Yk in Y to a chain Y0 (

. . . ( Yk ( X, which is longer.

(2) Let Y0 ( . . . ( Yn be a longest chain in Y . We have to show there is a chain

X0 ( . . . ( Xn in X, with f(Xi) = Yi for all i. We use induction on n. If n = 0

there is nothing to show. Otherwise let Z1, . . . , Zr be the irreducible components

of f−1(Yn−1) Thus Yn−1 = f(Z1) ∪ . . . ∪ f(Zr). Yn−1 is irreducible and the f(Zi)

are closed. So one of the Zi, say Z1, must map surjectively to Yn−1. We apply the

induction hypothesis to f |Z1
, to get a chain X0 ( . . . ( Xn−1 = Z1 with f(Xi) = Yi.

Extending the chain by X at the end we get a chain of length n. �
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Theorem 1.17. Let f : X → Y be a finite surjective morphism of varieties. Then

dim(X) = dim(Y ).

Proof. dim(X) ≥ dim(Y ) because f is surjective and closed. We show the

opposite inequality. Let X0 ( . . . ( Xn be a longest chain in X. We put Yi = f(Xi).

Then the Yi are closed and irreducible and Yi ( Yi+1 for all i because f preserves

strict inclusion. Thus Y0 ( . . . ( Yn is a chain in Y and dim(Y ) ≤ dim(X). �

Now we can show that An has dimension n.

Theorem 1.18. (1) dim(An) = n.

(2) Let F ∈ k[x1, . . . , xn] be an irreducible polynomial of positive degree. Then

dim(Z(F )) = n− 1.

(3) Conversely any subvariety X ⊂ An with dim(X) = n− 1 is a hypersurface.

Proof. (1)⇒(2) Let F ∈ k[x1, . . . , xn] be a nonconstant polynomial. Then there

is a finite surjective morphism Z(F )→ An−1, thus dim(Z(F )) = dim(An−1).

(1) We show the result by induction on n, the case n = 0 being trivial. Let

Zi := Z(xi+1, . . . , xn) ⊂ An. Then Zi ≃ Ai, thus Z0 ( Z1 ( . . . ( Zn is a chain in

An. Thus dim(An) ≥ n.

The opposite inequality we prove by induction on n. The case n = 0 is trivial.

Thus assume dim(An−1) = n − 1. Let X0 ( X1 ( . . . ( X = Xk−1 ( An be a

maximal chain for An. Then X ( An is a closed subset. Let F ∈ I(X) be irreducible

(first we take G ∈ I(X), then one irreducible factor of G must lie in the prime ideal

I(X)). As X ⊂ Z(F ), we know that k − 1 ≤ dim(Z(F )) = dim(An−1) = n − 1 by

the part (1)⇒(2). Thus dim(An) = k ≤ dim(Z(F )) + 1 = n.

(3) As X ( An, there is an irreducible F ∈ I(X) with X ⊂ Z(F ). As dim(X) =

dim(Z(F )) and both are irreducible, we have X = Z(F ) by Lemma 1.16. �

Now we show that the intersection of a closed subvariety X ⊂ An with a hyper-

surface has dimension dim(X)− 1.

Proposition 1.19. Let X ⊂ AN be an affine variety of dimension n. Let F ∈
k[x1, . . . , xN ] \ I(X). If X ∩ Z(F ) 6= ∅, then dim(X ∩ Z(F )) = n− 1.

Remark 1.20. If X ∩Z(F ) is reducible, then the statement says that dim(Xi) ≤
dim(X)− 1 for all irreducible components Xi of X ∩ Z(F ) and equality holds for at

least one Xi. Later we will see that all components satisfy dim(Xi) = dim(X)− 1.
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Proof. As Y := X∩Z(F ) ( X, we see that dim(Y ) ≤ n−1. Assume dim(Y ) ≤
n − 2. Then we have to show Y = ∅. Let f 6= 0 be the class of F in A(X). We

reduce to the case X = An. Let π : X → An be a finite surjective morphism. We

identify k[x1, . . . , xn] with its image via π∗ in A(X). By finiteness there is a nonzero

polynomial

H = xdn+1 +
d−1∑

i=0

aix
i
n, ai ∈ k[x1, . . . , xn], with H(x1, . . . , xn, f) = 0 in A(X).

By replacing H by one of its irreducible factors we can assume that H is irreducible.

Note that if H = H1H2, then we must have that both H1 and H2 are of this form.

Let ϕ : (π, F ) : X → An+1. As π = (x1, . . . , xn) ◦ ϕ is finite, also ϕ is finite. By

definition ϕ(X) ⊂ Z(H). Thus ϕ(X) is a closed subset of dimension n of Z(H). On

the other hand Z(H) is an irreducible hypersurface in An+1. Thus ϕ(X) = Z(H).

Therefore ϕ : X → Z(H) is a finite surjective morphism. By definition

Z(F ) ∩X = ϕ−1(Z(H, xn+1)) = ϕ−1(Z(a0)× {0}).

Thus n− 2 ≥ dim(Z(F ) ∩X) = dim(Z(a0)). Thus, by Theorem 1.18, a0 is constant

and Z(F ) ∩X = Z(a0) = ∅. �

A variety X and dense open subset U ⊂ X have the same dimension.

Theorem 1.21. Let X be a variety, and let U ⊂ X be a nonempty open subset.

Then dim(U) = dim(X).

Proof. “≤” Let ∅ 6= U0 ( U1 ( . . . ( Un = U be a longest chain for U . Let

Xi = U i be the closure of Ui in X. Then X0 ( X1 ( . . . ( Xn is a chain in X, and

thus dim(U) ≤ dim(X).

”≥” Let X0 ( X1 ( . . . ( Xn be a maximal chain in X. Let W ⊂ X be an

open affine subset such that X0 ∈ W . Let Wi = Xi ∩W for all i. As Wi+1 6= ∅,
it is dense in Xi+1. On the other hand Wi ⊂ Xi which is not dense in Xi+1. Thus

Wi ( Wi+1 and W0 ( W1 ( . . . ( Wn is a chain in W . Thus dim(W ) ≥ dim(X), i.e.

dim(W ) = dim(X). Thus replacing X by W and U by U ∩W , we can assume that

X is affine.

If X = An, let X0 a point in U , and Xi+1 an affine linear subspace containing

Xi. Put Ui = Xi ∩ U . Then U0 ( U1 ( . . . ( Un is a chain in U, i.e. dim(U) = n.

If X is affine, there is a finite surjective morphism ϕ : X → An and ϕ(X \ U) is a

proper closed subset Z of An, because ϕ preserves strict inclusion of closed subsets.

Let f ∈ I(Z). Then V := An \ Z(f) is open and dense in An, thus dim(V ) = n.

Let W := ϕ−1(V ). Then, as ϕ is surjective and closed, so is ϕ|W : W → V . Thus
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dim(W ) ≥ dim(V ) = n. Therefore dim(U) ≥ dim(W ) ≥ dim(V ) = n = dim(X).

Thus dim(U) = dim(X). �

Corollary 1.22. If the varietiesX and Y are birational, then dim(X) = dim(Y ).

Proof. Assume X and Y are birational. By Corollary 4.9 of Chapter 2 there

are nonempty open subsets U ⊂ X and V ⊂ Y which are isomorphic. Then by the

theorem dim(X) = dim(U) = dim(V ) = dim(Y ). �

Corollary 1.23. (1) dim(Pn) = n.

(2) Let F ∈ k[x0, . . . , xn] be an irreducible homogeneous polynomial of positive

degree. Then dim(Z(F )) = n− 1.

(3) Conversely any subvariety X ⊂ Pn with dim(X) = n− 1 is a hypersurface.

Proof. (1) is clear, because An ⊂ Pn is open and dense. (2) By a projective linear

transformation we can assume Z(F ) 6⊂ H∞. Then Z(F ) ∩ An = Z(F (1, x1, . . . , xn))

has dimension n − 1 and is dense in Z(F ). (3) Is proven in the same way as in the

affine case. �

Finally we can prove a stronger version of Proposition 1.19: Every component of

Z(F ) ∩X has dimension dim(X)− 1.

Theorem 1.24. Let X ⊂ An be an affine variety, and let F ∈ k[x1, . . . , xn]\I(X).

Then every irreducible component of X ∩ Z(F ) has dimension dim(X)− 1.

Remark 1.25. It can happen that X ∩Z(F ) = ∅, e.g. X = Z(x1), F = x1 + 1 in

A2. There is no contradiction: then X ∩ Z(F ) has no irreducible components.

Proof. Let Z be an irreducible component of X ∩Z(F ) and let W be the union

of the other irreducible components. Let g ∈ I(W ) \ I(Z). Let U := X \Z(g). Then

we know that U is an affine variety and U ∩ Z(F ) = U ∩ Z is irreducible. Thus

dim(Z) = dim(Z ∩ U) = dim(X)− 1. �

Theorem 1.21 and Theorem 1.24 are the main results about dimension that usually

allow to compute the dimension of a variety. We give a number of consequences.

Corollary 1.26. Let f : X → Y be a morphism of varieties, assume that there

is a nonempty open subset of U ⊂ Y so that dim(f−1(p)) = n for all p ∈ U . Then

dim(X) = dim(Y ) + n.



1. DIMENSION 75

Proof. As morphisms are continuous and points are closed, the fibres of f are

closed in X. V := f−1(U) is open and dense in X. dim(Y ) = dim(U) and dim(X) =

dim(V ), so replacing X by V and Y by U we can assume all fibres have dimension n.

Now we prove the result by induction on dim(Y ). If Y is a point, there is nothing

to show. Replacing Y by an affine open subset andX by an open affine in its preimage,

we can assume X ⊂ Al, Y ⊂ Am are affine varieties. Then f = (F1, . . . , Fm) with

Fi ∈ k[x1, . . . , xl]. Let g ∈ k[x1, . . . , xm] be a polynomial with ∅ 6= Z(g) ∩ Y 6= Y .

Let Y ′ be an irreducible component of Z(g) ∩ Y and let X ′ = f−1(Y ′). Then X ′ is

a union of components of Z(g(F1, . . . , Fm)) ∩X. Thus by the previous theorem and

the induction hypothesis we get

dim(X) = dim(X ′) + 1 = dim(Y ′) + n+ 1 = dim(Y ) + n

�

Example 1.27. (1) For varieties X, Y , we have dim(X × Y ) = dim(X) +

dim(Y ) (apply the corollary to the projection X × Y → Y ).

(2) Let X ⊂ Pn be a projective variety and let C(X) ⊂ An+1 be its affine cone.

Then dim(C(X)) = dim(X) + 1: The morphism

[x0, . . . , xn] : C(X) \ {0} → X, (a0, . . . , an) 7→ [a0, . . . , an]

has all fibres isomorphic to A1 \ {0}.

Now we are able to get a result about the intersection of two arbitrary closed

subvarieties of An and Pn.

Theorem 1.28. (1) Let X, Y ⊂ An be affine varieties. Then every irre-

ducible component of X ∩ Y has dimension at least dim(X) + dim(Y )− n.
(2) Let X, Y ⊂ Pn be projective varieties. Then every irreducible component

of X ∩ Y has dimension at least dim(X) + dim(Y ) − n. Furthermore, if

dim(X) + dim(Y ) ≥ n, then X ∩ Y 6= ∅.

Proof. (1) The trick is to use the diagonal to reduce to the intersection with

hyperplanes. Let ∆ ⊂ An × An be the diagonal and let δ : An → An × An be the

diagonal morphism, which is an isomorphism onto ∆. We note that δ−1(X × Y ) =

X ∩ Y , thus

X ∩ Y ≃ (X × Y ) ∩∆ ⊂ A2n.

Let x1, . . . , xn be the coordinates on the first factor An and y1, . . . , yn the coordinates

on the second. Then ∆ = Z(x1−y1, . . . , xn−yn) is the intersection of n hyperplanes.

By Theorem 1.24 every irreducible component of an intersection of a variety Z ⊂ AN
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of dimension k with a hypersurface f has dimension ≥ k − 1 (namely k in case

Z ⊂ Z(f) and k − 1 otherwise). Therefore inductively every irreducible component

of X ∩ Y has dimension dim(X ∩ Y ) ≥ dim(X) + dim(Y )− n.

(2) We reduce to (1) by using the affine cones C(X), C(Y ) ⊂ An+1. By definition

C(X) ∩ C(Y ) = C(X ∩ Y ) and X is irreducible if and only if C(X) is. We have

dim(C(X)) = dim(X)+1 (and analogously for Y andX∩Y ). Let Z be an irreducible

component of X ∩ Y . Then

dim(Z) = dim(C(Z))−1 ≥ dim(C(X))+dim(C(Y ))−(n+1)−1 = dim(X)+dim(Y )−n.
Now assume dim(X) + dim(Y ) ≥ n. We note that C(X) ∩ C(Y ) 6= ∅ because it

contains 0. Every irreducible component of C(X ∩Y ) = C(X)∩C(Y ) has dimension

dim(X) + dim(Y )− n + 1 ≥ 1. Thus C(X ∩ Y ) 6= {0} and X ∩ Y 6= ∅. �

Remark 1.29. We get a stronger result in the projective case. It is also guarantied

that the intersection X ∩ Y is nonempty if dim(X) + dim(Y ) ≥ n. This is a strong

existence result, which is not true in other varieties.

Corollary 1.30. P1 × P1 is not isomorphic to P2.

Proof. Assume P2 ≃ P1×P1. Then any two subvarieties of P1×P1 of dimension

1 intersect. On the other hand for p 6= q ∈ P1, obviously p × P1 and q × P1 are

disjoint. �

1.4. Dimension and Transzendence degree. We have seen that birational

algebraic varieties have the same dimension. As two varieties are birational if and

only if their function fields are isomorphic, it must be possible to define dimension

of a variety X only in terms of the function field K(X). In fact one of the standard

definitions of the dimension ofX in the literature is the transzendence degree ofK(X).

Now I want to briefly sketch why this definition is equivalent to our definition. First I

need to briefly recall (without proofs) the basic facts about transzendendence degree.

Definition 1.31. Let K/k be a field extension. This means that K and k are

fields and k is a subring of K. Let a1, . . . , an ∈ K. We denote k(a1, . . . , an) the

smallest subfield of K containing k and a1, . . . , an. We call k(a1, . . . , an) the field

extension generated by (a1, . . . , an). If there exist finitely many elements a1, . . . , an
such thatK = K(a1, . . . , an) we say thatK/k is a finitely generated field extension.

Now let K/k be a finitely generated field extension. Elements b1, . . . , bm ∈
K are called algebraically independent over k if there is no polynomial f ∈
k[x1, . . . , xm] \ {0} with f(b1, . . . , bm) = 0. Note that one element b ∈ K is alge-

braically independent if and only if it is transzendent, i.e. not algebraic over k.
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Assume b1, . . . , br are algebraically independent over k. Then it is easy to see that

k(b1, . . . , bn) is isomorphic to the field of rational functions k(x1, . . . , xn).

A maximal set of algebrically independent elements of K over k is called a tran-

szendence basis.

Theorem 1.32. Let K = k(a1, . . . , am)/k be a finitely generated field extension

(1) There exists a transzendence basis of K/k, it can be chosen as a subset of

a1, . . . , am.

(2) Every transzendence basis of K/k has the same number of elements, called

the transzendence degree of K/k.

(3) Let b1, . . . , br be a transzendence basis of K/k. Then K/k(b1, . . . , br) is a

finite algebraic extension.

Now let X be an algebraic variety over k. Then X contains an open subset V

which is affine and K(X) = K(V ). If V ⊂ An, then K(X) = k(y1, . . . , yn) where the

yi are the coordinate functions on X. Thus K(X) is a finitely generated extension

field of k and we denote by trdeg(K(X)) the transzendence degree of K(X)/k. If

X = An or X = Pn, we see that k(X) is the field of rational k(x1, . . . , xn) and thus

trdeg(K(X)) = n = dim(X). Our aim is to show:

Theorem 1.33. Let X be a variety. Then dim(X) = trdeg(K(X)).

Proof. We will show below that every variety is birational to a hypersurface

in some An. Thus we can assume that X = Z(F ) is a hypersurface in An, where

F ∈ k[x1, . . . , xn] is an irreducible polynomial. Then dim(X) = n − 1. We denote

x1, . . . , xn the coordinates on An. Let y1, . . . , yn be the coordinate functions on X.

Then we have F (y1, . . . , yn) = 0 in K(X) and thus trdeg(K(X)) ≤ n − 1. To

show that trdeg(K(X)) = n− 1, we can assume that xn occurs in F and show that

y1, . . . , yn−1 are algebraically independent. If they were not algebraically independent,

then there would be a polynomial G ∈ k[x1, . . . , xn−1] with G(y1, . . . , yn−1) = 0. But

then G ∈ I(X) = 〈F 〉 in contradiction to our choice of F . Thus it remains to show

that every variety X is birational to a hypersurface in some An. �

We want to use another nontrivial result from algebra: the theorem of the prim-

itive element. We state this only in characteristic 0, although the proof works in

arbitrary characteristic when one takes a bit more care.

Theorem 1.34. (of the primitive element) Let K be a field of characteristic 0

and let L/K be a finite field extension. Then there is an element b ∈ L such that

L = K(b).
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Theorem 1.35. Any variety X is birational to a hypersurface in some An.

Proof. Let x1, . . . , xr be a transzendence basis of K(X)/k. K(X)/k(x1, . . . , xr)

is a finite algebraic extension, and thus there exists an element y ∈ K(X), such that

K(X) = k(x1, . . . , xr; y). y is algebraic over k(x1, . . . , xr), thus there is an irreducible

polynomial F ∈ k(x1, . . . , xr)[x], such that F (y) = 0.

Write

F =
∑

l

Gl(x1, . . . , xn)

Hl(x1, . . . , xn)
xl, Gl, Hl ∈ k[x1, . . . , xn].

Let f ∈ k[x1, . . . , xn, x] be the polynomial obtained from f by multiplying with the

product of the Hl(x1, . . . , xn) and then dividing by the largest common factor of

the coefficients of all the xi. As F was irreducible, so is f (by the Gauss Lemma:

Obviously f is irreducible in k(x1, . . . , xr)[x]. It is also a primitive polynomial in

k[x1, . . . , xn][x], thus is is irreducible in k[x1, . . . , xn, x].) Then f defines a hyper-

surface Y in Ar+1 and K(Y ) = Q(k[x1, . . . , xr, x]/(f)) = Q(k[x1, . . . , xr, x])/(f) =

K(X). �

Exercises.

(1) Let X = Z(x3 − y2) ⊂ A2. Give a finite morphism X → A1.

(2) Let Y ⊂ Pn be a closed subvariety. Assume that [0, . . . , 0, 1] 6∈ Y . Let

X := Y ∩An. Show that (x1, . . . , xn−1) : X → An−1 is a finite morphism.

(3) Let f : X → Y be a finite morphism of affine varieties. Show that there is

an n, such that |f−1(p)| ≤ n for all p ∈ Y .

(4) Give an example of a projective variety Z and closed subsets X, Y ⊂ Z with

dim(X) + dim(Y ) ≥ dim(Z), and X ∩ Y = ∅.
(5) Prove that a proper closed subset of an irreducible curve is a finite set.

Deduce that any bijection between irreducible curves is a homeomorphism.

(6) Let X, Y be varieties, f : X → Y a dominant rational map. Show that

dim(X) ≥ dim(Y ).

2. Tangent Space and nonsingular varieties

We introduce tangent spaces of algebraic varieties and singular and nonsingular

points. We will show that the nonsingular points of an irreducible variety X are an

open dense subset, i.e. almost all point of X are nonsingular points. In the case k = C

one can show that the nonsingular points of a variety form a complex manifold. We

start with affine varieties, where the definition is more explicit. The tangent space of

a variety X at p is the vector space that best approximates X near p.
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2.1. Singular and nonsingular points of hypersurfaces. We briefly intro-

duce singular and nonsingular points of hypersurfaces in An. We will study these

notions much more carefully and in more generality in chapter 3.

Definition 2.1. For a polynomial f ∈ k[x1, . . . , xn], we have the partial deriva-

tives ∂f

∂xi
∈ k[x1, . . . , xn].

Let X = Z(f) ⊂ An be a hypersurface with f ∈ k[x1, . . . , xn] and assume that

I(X) = 〈f〉. A point p ∈ X is called a singular point of X if

∂f

∂xi
(p) = 0 for all i = 1, . . . , n.

Otherwise X is called a nonsingular point.

We denote Xreg the set of nonsingular points of X and Xsing the set of singular

points. If X = Xreg, then X is called nonsingular or smooth.

Remark 2.2. If X ⊂ An is an affine hypersurface over C, one can show that with

the analytic topology Xreg is a complex submanifold of Cn of dimension n− 1.

Example 2.3. (1) In the definition one needs that I(X) = 〈f〉 and not just

that X = Z(f), e.g. Z(y2) ⊂ A2 is just the line Z(y), which in nonsingular,

but ∂y2

∂y
(p) = ∂y2

∂x
(p) = 0.

(2) X = Z(y−x2 +x) ⊂ A2 be an irreducible conic. Then (0, 0) is a nonsingular

point of X, in fact X is nonsingular.

(3) Let X = Z(y2 − x2 − x3) ⊂ A2, be a nodal cubic, then (0, 0) is a singular

point of X. One can check that it is the only singular point of X.

(4) Let X = Z(y2 − x3) ⊂ A2 be a cuspidal cubic. (0, 0) is a singular point.
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Proposition 2.4. Let X ⊂ An be an irreducible hypersurface. Then Xreg is an

open dense subset of X.

Proof. For simplicty we assume char(k) = 0. Let F ∈ k[x1, . . . , xn] be irre-

ducible with Z(F ) = X.

Thus we obtain Xsing = Z(F, ∂F
∂x1
, . . . , ∂F

∂xn
), which is closed in X, i.e. Xreg is open

in X. If Xreg was empty, then ∂F
∂xi
∈ 〈F 〉 for all i. As the degree of ∂F

∂xi
is smaller

than that of F , the only possibility for this to happen is that ∂F
∂xi

= 0 for all i. By

the assumption that the characteristic of k is 0 this implies that F is constant, a

contradiction. �

2.2. The tangent space of an affine algebraic set. Let X ⊂ An be an affine

algebraic set. Note that we not not require X to be irreducible. The tangent space

of X ⊂ An at a point p is the linear subspace V ⊂ An which best approximates X

near p. If the dimension of the tangent space at p is the same as the dimension of X

then p is called a nonsingular point of X.

Definition 2.5. Let f ∈ k[x1, . . . , xn] and p = (p1, . . . , pn) ∈ An. The differ-

ential of f at p is the linear map

dpf :=
n∑

i=1

∂f

∂xi
(p)xi =

( ∂f
∂x1

(p), . . . ,
∂f

∂xn
(p)
)
.

Let X ⊂ An be an affine algebraic set and let p ∈ X. Note that dp(fg) = (dpf)g(p)+

f(p)dp(g).

The tangent space of X at p is

TpX = Z
(
dpf

∣∣ f ∈ I(X)
)

=
⋂

f∈I(X)

ker(dp(f)).
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p ∈ X is called a nonsingular point, if dim(TpX) = dimp(X), i.e. the maximum of

the dimensions of the components passing through p. Here we can take the dimension

of TpX either to be the dimension as a vector space, or equivalently as a variety.

One can show, but we will not, that in this case there can be only one irreducible

component of X passing through p. Otherwise p is called a singular point. We

denote Xreg the set of nonsingular points of X and Xsing the set of singular points.

If X = Xreg, then X is called nonsingular or smooth.

Remark 2.6. If X ⊂ Cn is an affine variety over C, one can show that with the

analytic topology Xreg is a complex submanifold of Cn of dimension dim(X).

To determine the tangent space it is enough to look at the generators of I(X).

Corollary 2.7. Let I(X) = 〈f1, . . . , fr〉. Then

TpX = Z(dpf1, . . . , dpfr) ⊂ kn.
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Proof. The inclusion TpX ⊂ Z(dpf1, . . . , dpfr is obvious. If h =
∑

i hifi ∈ I(X),

then fi(p) = 0 implies

dph =
∑

i

hi(p)dpfi + (dphi)fi(p) =
∑

i

hi(p)dpfi ∈ 〈dpf1, . . . , dpfr〉.

Thus Z(dph) ⊃ Z(dpf1, . . . , dpfr). �

Like in differential geometry a morphism of affine varieties gives a linear map

between tangent spaces.

Definition 2.8. The Jacobian of f1, . . . , fr ∈ k[x1, . . . , xn] is the r × n matrix

J(f1, . . . , fr) :=




∂f1
∂x1

. . . ∂f1
∂xn

. . .
∂fr

∂x1
. . . ∂fr

∂xn


 .

with coefficients in k[x1, . . . , xn].

Remark 2.9. Note that that Z(dpf1, . . . , dpfr) = ker(J(f1, . . . , fr)(p)).

Definition 2.10. Let X ⊂ An, Y ⊂ Am be affine varieties. Let p ∈ X, q ∈ Y . Let

ϕ = (f1, . . . , fm) : X → Y be a morphism with ϕ(p) = q given by fi ∈ k[x1, . . . , xn].

The differential of ϕ at p is dpϕ := (dpf1, . . . , dpfm) : TpX → TqY . Note that dpϕ

is the linear map dpϕ : kn → km given by the Jacobian J(f1, . . . , fr)(p) =
(
∂fi

∂xj
(p)
)

ij
.

It is an easy exercise to check that dpϕ indeed maps TpX to TqY .

Remark 2.11. Obviously we have dpidX = idTpX , and it is easy to see (exercise)

that dp(ψ ◦ ϕ) = dϕ(p)ψ ◦ dpϕ. In particular, if ϕ : X → Y is an isomorphism, then

dpϕ : TpX → Tϕ(p)Y is an isomorphism for all p ∈ X.

Example 2.12. (1) Very often, if a surjective morphism ϕ : X → Y is not

an isomorphism, then either ϕ is not injective or dpϕ is not injective for some

p. So this is the first thing to check.

(2) Let C := Z(y2−x3) ⊂ A2 be the cuspidal cubic. Then the bijective morphism

(t2, t3) : A1 → C is not an isomorphism, because d0(t
2, t3) : T0A

1 = k → T0C

is the zero map.

(3) If X ⊂ Ar is a subvariety, then dim(TpX) ≤ r. So, if dim(TpX) > r for some

p ∈ X, then X cannot be isomorphic to a subvariety of Ar. For this reason

dim(TpX) is also called the embedding dimension of X at p.
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2.3. Nonsingular varieties. Now we define singular and nonsingular points of

any variety. The definition is in terms of the local ring of OX,p. It has the advantage

of being intrinsic, i.e. it does not use the embedding of X into any affine or projective

space. We then show that for affine varieties it coincides with the previous definition,

which is easier to compute. Then we show that in every variety the nonsingular points

form an open dense subset.

Definition 2.13. Let X be a variety and let p ∈ X. Let OX,p be the local ring

at p with maximal ideal mp. The tangent space of X at p is the dual vector space

TpX := (mp/m
2
p)

∨ =
{
linear maps v : (mp/m

2
p)→ k

}

=
{
linear maps v : mp → k with v|

m
2
p

= 0
}
.

p ∈ X is called a nonsingular point or regular point of X if the dimension of TpX

as k-vector space is equal to dim(X). Otherwise p is called a singular point. Again

we denote by Xreg the set of regular points of X and by Xsing the set of singular

points. X is called nonsingular or smooth if X = Xreg.

Now we want to see that for affine varieties the two different definitions agree.

We temporarily denote tpX the old definition of a tangent space of an affine variety

X ⊂ An.

Definition 2.14. Let a = (a1, . . . , an) ∈ tpX. We want to associate to a a linear

map ∂a : mp → k ∈ TpM . We can write any element h ∈ mp as h := F
G
|X , where

F,G ∈ k[x1, . . . , xn] and F (p) = 0, G(p) = 1. Then we put

∂ah :=

n∑

i=1

ai
∂F

∂xi
(p) = dpF (a).

We have to check that this is well-defined. If F
G
|X = F ′

G′
|X , then FG′ − F ′G ∈ I(X).

Thus by F (p) = 0 = F ′(p) and G(p) = 1 = G′(p), we get that

dp(F )(a) = dpF (a)G′(p) + F (p)dpG
′(a) = dp(FG

′)(a) = dp(F
′G)(a) = dp(F

′)(a).

Thus δa is well-defined.

Finally if h ∈ m2
p, then h is a linear combination of products h = f

g

f ′

g′
with

f(p) = f ′(p) = 0. Thus dp(ff
′) = ∂a(f)f(p) + ∂a(f

′)f(p) = 0. Thus ∂ah = 0. Thus

we get a linear map ∂ : tpM → TpM, a 7→ ∂a.

We write ti for the class of xi − xi(p) in mp. Then δa(ti) = ai.

Theorem 2.15. (1) Let X ⊂ An be a closed subvariety and let p ∈ X. Then

δ : tpX → TpX is an isomorphism.
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(2) Let ϕ : X → Y be a morphism, with ϕ(p) = q. Using δ to identify tpX

with TpX and tqY with TqY , we get that dpϕ : TpX → TqY is the map

(v : mp → k) 7→ (v ◦ ϕ∗ : mq → k).

Proof. We only show (1), (2) is left as an exercise.

Injectivity: If ∂a = 0, then ∂af = 0 for all f ∈ mp, in particular ai = ∂a(ti) = 0.

Thus a = 0.

Surjectivity: Now let δ ∈ TpX. We put ai := δ(ti), and a := (a1, . . . , an),

and claim that δ = ∂a. By definition δ(ti) = ∂a(ti). Thus it is enough to show

that mp/m
2
p is generated by the ti as a vector space. Let f = g

h
∈ mp. Then

f − g

h(p)
= g(h(p)−h)

hh(p)
∈ m2

p. Thus mp/m
2
p is generated by the classes of elements of

A(X). All elements of A(X) are polynomials in the ti, and a monomial of degree d

is in md
p. Thus the ti generate mp/m

2
p as vector space. �

Theorem 2.16. (1) Let X be a irreducible variety. Then Xreg is an open

dense subset of X.

(2) For all p ∈ X we have dim(TpX) ≥ dim(X).

Proof. As X has an open cover by affine varieties and the theorem holds if it

holds for every open subset in the cover, we can assume that X ⊂ An is an irreducible

affine variety. We know that Tp(X) = ker(J(f1, . . . , fr)(p)). Thus dim(TpX) =

n− rk(J(f1, . . . , fr)(p)). Thus for any d the locus

Xd :=
{
p ∈ X

∣∣ dim(TpX) ≥ d
}

is closed in X as the zero locus of the (n−d)×(n−d) minors of J(f1, . . . , fr). Choose

the largest d with Xd = X. Then X0 := X \ Xd+1 is open and dense in X. Thus

dim(TpX) ≥ d for all p ∈ X and dim(TpX) = d for all p ∈ X0. X is birational to a

hypersurface Y in Adim(X)+1. Let U ⊂ X be a nonempty open set which is isomorphic

to an open set of Yreg. Then dim(TpX) = dim(X) for all p ∈ U . On the other hand

U ∩X0 6= ∅, thus d = dim(X), i.e. Xreg = X0. This shows both (1) and (2). �

Now we want to see that smoothness is easy to check. For F1, . . . , Fr ∈ k[x0, . . . , xn]

the Jacobian is

J(F1, . . . , Fr) :=




∂F1

∂x0
. . . ∂F1

∂xn

. . .
∂Fr

∂x0
. . . ∂Fr

∂xn


 .

Corollary 2.17. (1) Let X ⊂ An be an irreducible affine algebraic vari-

ety, with I(X) = 〈f1, . . . , fr〉. Then p ∈ X is nonsingular if and only if

rk(J(f1, . . . , fr)(p)) ≥ n− dim(X).
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(2) Let X ⊂ Pn be an irreducible projective variety, with I(X) = 〈F1, . . . , Fr〉,
for Fi ∈ k[x0, . . . , xn] homogeneous. Then p ∈ X is nonsingular if and only

if rk(J(F1, . . . , Fr)(p)) ≥ n− dim(X).

Proof. (1) We know thatX is nonsingular at p if and only if rk(J(f1, . . . , fr)(p) =

n − dim(X). We already know that dim(TpX) ≥ dim(X). Thus it is enough that

rk(J(f1, . . . , fr)(p)) ≥ n− dim(X).

(2) We can assume p = [1, a1, . . . , an]. We put fi(x1, . . . , xn) := Fi(1, x1, . . . , xn).

Then p is a nonsingular point of X, if and only if a = (a1, . . . , an) is a nonsingular

point of Z(f1, . . . , fr). By definition ∂Fi

∂xj
(p) = ∂fi

∂xj
(a) for j ≥ 1. As Fi is homogeneous

of degree di, the Euler formula says that
∑n

j=0 xj
∂Fi

∂xj
= diFi. Thus

∂Fi
∂x0

(p) = −a1
∂fi
∂x1

(a)− . . .− an
∂fi
∂xn

(a).

Thus the zeroth column in

J(F1, . . . , Fr)(p) =




∂F1

∂x0
(p) ∂f1

∂x1
(a) . . . ∂f1

∂xn
(a)

. . .
∂Fr

∂x0
(p) ∂fr

∂x1
(a) . . . ∂fr

∂xn
(a)




is a linear combination of the others. Thus rk(J(F1, . . . , Fr)(p)) = rk(J(f1, . . . , fr)(a).

�

Remark 2.18. The fact that Xreg is an open dense subset of X can be used to

compute the dimension of varieties. The dimension of X is the dimension of the

tangent space at a general point, or equivalently the minimum of the dimension of

the tangent spaces of X. As tangent spaces are very easy to compute, this is often

the fastest way to determine the dimension of a variety.

Remark 2.19. In the section on rational maps we have seen that the blowup of

the nodal and the cuspidal cubic in the origin are isomorphic to A1. In particular

they are nonsingular. If X is an irreducible variety and π : Y → X is a birational

surjective morphism from a nonsingular irreducible variety, then π (or Y ) is called

a resolution of singularities of X. Thus we have seen that one can resolve the

singularities of the nodal and the cuspidal cubic by blowing up a point. Indeed a

very difficult and important theorem of Hironaka says that in characteristic 0 every

irreducible variety admits a resolution of singularities by a succession of blowups of

ideals.
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2.4. Nonsingular curves. In this section a curve is a variety of dimension 1.

In this subsection we want to study nonsingular points of curves and in particular

their local ring OC,p. It turns out that they are discrete valuation rings, i.e. there

exists a so-called uniformizing parameter t in the maximal ideal m, so that every

element of OC,p can be written as utn for some n ≥ 0 and u a unit in OC,p. This

has a number of consequences. In particular a rational map from a nonsingular curve

to a projective variety can always be extended to a morphism and two nonsingular

projective birational curves are isomorphic.

Recall that a local ring is a ring A with a unique maximal ideal m, so that all the

elements of A \m are units. Recall that a module over a ring is the analogue of a

vector space over a field:

Definition 2.20. Let A be a ring. An abelian group M together with an opera-

tion · : A×M → M is called an A-module, if for all u, u1, u2 ∈ M , a, a1, a2 ∈ A we

have

(1) (a1a2)u = a1(a2u) (associativity),

(2) a(u1 + u2) = au1 + au2, (a1 + a2)u = a1u+ a2u (distributivity),

(3) 1u = u.

Let S ⊂M . The A module generated by S is

〈S〉 :=
{
a1s1 + . . .+ ansn

∣∣ n > 0, ai ∈ A, si ∈ S
}
.

An A-module M is called finitely generated if there are finitely many elements

u1, . . . , un ∈M with M = 〈u1, . . . , un〉.
Recall that an ideal I in A is an A-module, as well as A/I. The generators of I

as an ideal are the same as that of I as an A module. If M is an A-module and I an

ideal in A, we denote

IM := 〈{bu | b ∈ I, u ∈M}〉.
If M,N are A-modules and N ⊂ M , the quotient M/N is in a natural way an A

module via a[u] = [au].

We start with a very useful lemma on local rings.

Lemma 2.21. (Lemma of Nakajama) Let A be a local ring with maximal ideal m

and let M be a finitely generated A module. If M = mM , then M = 0.

Proof. Assume M 6= 0. Let u1, . . . , ur be a minimal set of generators of M .

Since ur ∈M = mM , we can write ur =
∑r

i=1miui with mi ∈m. Thus (1−mr)ur =∑r−1
i=1 miui. Note that 1−mr is a unit in A, because otherwise 1−mr ∈m and thus also

1 = 1−mr+mr ∈m, a contradiction. Thus we can write ur =
∑r−1

i=1 mi(1−mr)
−1ui.
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Therefore already u1, . . . , ur−1 is a set of generators for M , a contradiction to the

minimality of u1, . . . , ur. �

Corollary 2.22. Let A be a local ring with maximal ideal m. Write k := A/m.

Let M be a finitely generated A module. Let f1, . . . , fr ∈ M , such that their classes

f 1, . . . , f r generate M/mM as a k-vector space. Then f1, . . . , fr generate M as

A-module.

Proof. Let N := 〈f1, . . . , fr〉. We consider the A-module M/N . Note that

N/mM = M/mM is the k-vector space spanned by f 1, . . . , f r. Thus N+mM = M .

Thus

m(M/N) = (mM +N)/N = M/N.

If M is generated by g1, . . . , gs, than M/N is generated by the classes of g1, . . . , gs in

M/N . Thus M/N is a finitely generated A-module and Nakajamas lemma applies.

Thus M/N = 0, i.e. M = N = 〈f1, . . . , fr〉. �

Definition 2.23. Let A a local ring which is also an integral domain, with max-

imal ideal m. A is called a discrete valuation ring (DVR) if the following holds:

(1) m is a principal ideal, i.e. we can write m = 〈t〉 for some element t ∈ m. t

is called a uniformizing parameter

(2) If t is a uniformizing parameter, then every a ∈ A can be written as a = utn,

for u ∈ A a unit and n ∈ Z≥0.

Remark 2.24. Let t be a uniformizing parameter. We claim that 〈tn〉 = mn for

all n ∈ Z≥0. Obviously 〈tn〉 ⊂ mn. The converse is clear for n = 0, 1. Assume, we

know 〈tn−1〉 = mn−1. Thus any element a of mn−1 can be written as a = ctn−1 and

any element b of m can be written as dt, for b, d ∈ OC,p. Thus mn = m(mn−1) is

generated by elements of the form bdtn and the result follows.

This shows that the number n in a = utn, with u a unit is independent of the

choice of uniformizing parameter. a = utn if and only if a ∈mn \mn+1.

Exercise 2.25. (1) Let A be a ring, I and ideal in A. Let π : A→ A/I be

the projection. The map J 7→ π−1(J) is an injective map from the ideals of

A/I to the ideals of A.

(2) Let A be a Noetherian ring, I ⊂ A an ideal. Show that A/I is Noetherian.

Hint: If J1 ⊂ J2 ⊂ . . . is a chain of ideals in A/I, then π−1(J1) ⊂ π−1(J2) ⊂
. . . is a chain of ideals in A, which therefore becomes stationary, and thus

also the original chain becomes stationary.
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In particular we obtain: If X ⊂ An is an affine variety, then A[X] is

Noetherian.

(3) Now let X be a variety, p ∈ X. We want to show that OX,p is Noetherian.

As OX,p depends only on an open neighbourhood of X, we can assume that

X is affine. Show: The map I 7→ I∩A[X] is an injective map from the ideals

of OX,p to the ideals of A[X].

(4) In the same way as for A/I deduce that OX,p is Noetherian.

Theorem 2.26. Let p be a nonsingular point on a curve C. Then the local ring

OC,p is a discrete valuation ring.

Proof. As OC,p is a subring of the field K(C), it is an integral domain. It is an

exercise to show that OC,p is Noetherian.

Let m be the maximal ideal of OC,p. We know that the tangent space of (m/m2)∨

of C at p has dimension one. Thus m/m2 has dimension 1 as a vector space over

k = A/m. Let t ∈ m be an element so that its class in m/m2 is a basis. By

the corollary to Nakajamas Lemma we get that m = 〈t〉, i.e. t is a uniformizing

parameter.

Now we want to see that M :=
⋂
n>0 mn = 0. Obviously M is an ideal in OC,p,

which is Noetherian, thus M is finitely generated. Note that by definition mM = M .

Thus by Nakajamas Lemma M = 0. This means in other words that every element

a of OC,p lies in 〈tn〉 \ 〈tn+1〉 for some n, i.e. we can write a = utn for u a unit. �

As OC,p is a discrete valuation ring, we can associate to each f ∈ OC,p a number,

which measures to which order f vanishes at p.

Definition 2.27. Let p be a nonsingular point on a curve C. We define vp :

OC,p\{0} → Z≥0 by vp(f) = n if and only if f = utn for u(p) 6= 0 and t a uniformizing

parameter.

Remark 2.28. vp fulfills the following properties:

(1) vp(fg) = vp(f) + vp(g),

(2) vp(f + g) ≥ min(vp(f), vp(g)) with equality if vp(f) 6= vp(g).

(3) f is a unit if and only if vp(f) = 0.

Proof. Let f = atn, g = btm with a, b units. (1) Then fg = abtn+m. (2) Assume

n ≤ m. Then f+g = a(1+btm−n)tn, thus vp(f+g) ≥ n. If n > m, then (1+btm−n) is

a unit, because otherwise 1 = 1 + btm−n− btm−n would be in m. Thus vp(f + g) = n.

(3) is clear. �
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We can extend the valuation vp to K(C).

Definition 2.29. Note that K(C) is also the quotient field of OC,p. We extend

vp : OC,p \ {0} → Z≥0 to

vp : K(C) \ {0} → Z; vp(
f

g
) := vp(f)− vp(g).

This is well defined: if f

g
= f ′

g′
, then fg′ = f ′g, thus vp(f) + vp(g

′) = vp(fg
′) =

vp(f
′g) = vp(f

′) + vp(g), i.e. vp(f)− vp(g) = vp(f
′)− vp(g′).

Let C be a curve, p a nonsingular point of C and let h ∈ K(C). Let n := νp(h).

If n > 0 we say h has a zero of order n at p, if n < 0 we say h has a pole of order

−n at p.

Corollary 2.30. Let p be a nonsingular point on a curve C.

(1) Let f ∈ K(C) \ {0}. Then vp(f) = n (n ∈ Z) if and only if there exists a

unit in a ∈ OC,p such that f = utn.

(2) OC,p =
{
f ∈ K(C) \ {0}

∣∣ vp(f) ≥ 0
}
∪ {0}.

Proof. (1) We have vp(f) = n if and only if f = g

h
with g, h ∈ OC,p and

vp(h) − vp(g) = n. This is equivalent to g = atm+n, h = btm with a, b units and

m,m + n ≥ 0. This is equivalent to f = ctn with c = a/b a unit. (2) By definition

for f ∈ OC,p \ {0}, vp(f) ∈ Z≥0. Now let f ∈ K(C) with vp(f) ≥ 0. Then by (1)

we can write f = ctvp(f) for t a uniformizing parameter and c a unit in OC,p. Thus

f ∈ OC,p. �

We want to use these results to study morphisms from nonsingular curves. We

will show that any rational map from a nonsingular curve C 99K Y to a projective

can be extended to a morphism C → Y . This is another manifestation of the fact

that projective varieties are complete. It implies that if two nonsingular projective

curves are birational, then they are isomorphic.

Theorem 2.31. Let C be a nonsingular curve and ϕ0 : C 99K Y be a rational

map to a projective variety. Then ϕ0 can be extended to a morphism ϕ : C → Y .

Proof. ϕ0 is a morphism on an open subset of C, thus we have ϕ0 : C \
{p1, . . . , pr} → Y . Assume we can extend ϕ0 to a morphism ϕ : C → Pn. Then

ϕ−1(Y ) contains the open dense subset C \ {p1, . . . , pr}. As ϕ is continuous, we get

ϕ−1(Y ) = C, i.e. ϕ(C) ⊂ Y . Thus we can assume that Y = Pn.

To extend ϕ0 to C it is enough to extend it to a neighbourhood to each of the pi.

Thus, replacing C by such a neighbourhood, we can assume that ϕ0 : C \ {p} → Pn
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is a morphism. Possibly replacing C by a smaller open neighbourhood, we can write

ϕ0 = [f0, . . . , fn] with fi ∈ OC(C \ {p}) without any common zeros. Let t be a

uniformizing parameter at p. As fi ∈ K(C), we can write fi = ait
mi with ai a unit

in OC,p and mi ∈ Z. By replacing C by a smaller neighbourhood, we can assume

that t ∈ OC(C), ai ∈ OC(C) and ai has no zero on C. As t 6= 0, t has only

finitely many zeros on C, thus replacing C by a smaller neighbourhood, t is nowhere

vanishing on C \ {p}. Let mj be the minimum of m0, . . . , mn. For i = 0, . . . , n we

put gi := ait
mi−mj and define

ϕ = [g0, . . . , gn] : C → Pn.

As mi −mj ≥ 0, we get gi ∈ OC(C) and as gj = aj has no zero on C, the gi have

no common zero on C, and thus ϕ is a morphism. On the other hand, as t does not

vanish anywhere on C \ {p}, we have

ϕ = [g0, . . . , gn] = [tmjf0, . . . , t
mjfn] = [f0, . . . , fn] = ϕ0

on C \ {p}. �

Corollary 2.32. Let C,D be nonsingular projective curves. If C and D are

birational, then they are isomorphic.

Proof. As C and D are birational there exists an isomorphism ϕ : U → V

between nonempty open subsets U ⊂ C and V ⊂ D. By the theorem we can extend

both ϕ and ϕ−1 to morphisms ϕ : C → D, ψ : D → C. Then on U we have ψ◦ϕ = id

and on V we have ϕ ◦ ψ = id. As two morphisms agree if they agree on an open

subset we obtain ψ ◦ ϕ = idC and ϕ ◦ψ = idD, i.e ϕ : C → D is an isomorphism. �

In particular any nonsingular projective rational curve is isomorphic to P1.

Example 2.33. Note that all the assumptions are necessary.

(1) Obviously the embedding A1 → P1 is a birational morphism of nonsingular

curves, but not an isomorphism, thus we need that the curves are projective.

(2) The curve C := Z(x3 − y2z) ⊂ P2 is a cuspidal cubic. The map ϕ : P1 →
C, [u, t] 7→ [ut2, t3, u3] is a birational morphism of projective curves. The

rational inverse is given by [x, y, z] 7→ [x, y]. It is not an isomorphism because

[0, 0, 1] is a singular point of C. In fact in the affine chart z = 1, we see that

C is just the usual cuspidal cubic Z(x3 − y2) ⊂ A2.

(3) We know that Pn and (P1)n are birational and both nonsingular but not

isomorphic, so this is only a result about curves.
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Remark 2.34. It can be shown that every curve is birational to a nonsingular

projective curve. One can show that every curve has a resolution of singularities and

every nonsingular curve is quasiprojective and in fact an open subset of a nonsingular

projective curve. Thus classifying curves up to birational equivalence is equivalent to

classifying nonsingular projective curves up to isomorphism.

Exercises.

(1) Find the singular points of the following curves in A2 (assume char(k) 6= 2)

(a) Z(x2 − x4 − y4),

(b) Z(xy − x6 − y6),

(c) Z(x3 − y2 − x4 − y4),

(d) Z(x2y + xy2 − x4 − y4).

which is which in the figure below?

(2) Determine the singular points of the following curves in A2.

(a) Z(y2 − (x3 − x)),
(b) Z(y2 − (x3 − 6x2 + 9x)),

(3) Find the singular points of the following surfaces in A3

(a) Z(xy2 − z2),

(b) Z(x2 + y2 − z2),

(c) Z(xy + x3 + y3).

which is which in the figure below?
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(4) Let F ∈ k[x, y, z] \ {0} and let C := Z(F ) ⊂ P2. Assume I(C) = 〈F 〉 and

that C is nonsingular.

Show that C (and thus also F ) is irreducible.

(5) Let C := Z(y − x2) ⊂ A2 and let ϕ = (y) : A2 → A1. Show that d(0,0)ϕ is

the zero map.

(6) Show that the cubic curve Z(Y 2Z − (X3 + aXZ2 + bZ3)) ⊂ P2 is smooth if

4a4 + 27b2 6= 0.

(7) Show that a hypersurface of degree 2 in An with a singular point is a cone.

(8) Let X ⊂ Pn be a hypersurface of degree 3 with 2 singular points p, q. Show

that X contains the line through p and q.

(9) Resolve the singularities of the following curves by subsequent blow-ups of the

singular points (i.e. starting with C blowup all singular points and replace

C with its strict transforms. Continue until the resulting curve is smooth).

(a) C = Z(y3 − x4) ⊂ A2,

(b) C = Z(x2 − x4 − y4) ⊂ A2,

(c) C = Z(y3 − x5) ⊂ A2,

(10) Let Cn := Z(y2 − x2n+1) ⊂ A2. Show that O is the only singular point of

Cn. Show that the strict transform of Cn under blowup at O is isomorphic

to Cn−1. Deduce that Cn−1 can be resolved in n blow-ups.

(11) Let X = Z(F ) ⊂ Pn be a hypersurface with F ∈ k[x0, . . . , xn] homogeneous

and I(X) = 〈F 〉.
Show: A point p ∈ Pn is a singular point of X if and only if ∂F

∂xi
= 0 for

i = 0, . . . , n (Note: one also has to show that p ∈ X.)
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(12) Let X = Z(F ), Y = Z(G) ⊂ Pn be hypersurfaces, with F,G ∈ k[x0, . . . , xn]

homogeneous.

Show: All points of X ∩ Y are singular points of Z(FG).

(13) Let n ≥ 2 and let X ⊂ Pn be an reducible hypersurface.

Show: X is singular and the dimension of its singular locus is at least

n− 2.

(14) Let 0 ≤ m ≤ n and let Qm := Z(x2
0 + . . .+ x2

m) ⊂ Pn.

Show that Qm is reducible if and only if m = 1.

(15) Let C ⊂ A2 be a plane curve of degree 3 with 3 singular points. Show: C is

the union of 3 lines.

(16) For what values of a has the curve Ca := Z(x3
0+x

3
1+x

3
2+a(x0+x1+x2)

3) ⊂ P2

a singular point. Is Ca irreducible?

(17) Show that the hypersurface Z(xd0 + xd1 + . . .+ xdn) ⊂ Pn is nonsingular (if the

characteristic of k does not divide d).

(18) Let z00, z01, z10, z11 be the homogeneous coordinates on P3. Let Σ := Z(z00z11−
z01z10) be the image of P1 × P1 under the Segre embedding. For which hy-

perplanes H in P3 is Σ ∩H singular?

(19) Let F1, . . . , Fr ∈ k[x0, . . . , xn] be homogeneous. WriteX := Z(F1, . . . , Fr) ⊂
Pn. Assume rk(J(F1, . . . , Fr)(p)) = n − r for all X. Then X is a complete

intersection.

(20) Let X = Z(F ) ⊂ Pn be a hypersurface. Show that a point p ∈ Pn is a

singular point of Z(F ) if and only if ∂F
∂xi

(p) = 0 for i = 0, . . . , n.

(21) Let C be a nonsingular rational curve which is not isomorphic to P1.

(a) Show that C is isomorphic to an open subset of A1.

(b) Show that C is affine.

(22) Give an example of a rational map ϕ : X 99K Pn, where X is a nonsingular

surface, such that ϕ cannot be extended to morphism.

(23) Let C be a nonsingular projective curve. Show that every nonconstant ra-

tional function f on C defines a surjective morphism ϕ : C → P1 and that

for all p ∈ P1, ϕ−1(p) is a finite set.





CHAPTER 4

Curves

In this chapter we want to study nonsingular projective curves. The study of

algebraic curves is an important and fundamental part of algebraic geometry. The

main tool for understanding a curve C is the study of the divisors on C, i.e. formal

linear combinations of finitely many points on C. To a divisorD on C we can associate

the vector space L(D) of rational functions with poles and zeros determined by D,

and these give a morphism ϕ|D| : C → Pn. This gives us a new way to construct and

understand morphisms from curves. So in this chapter we will study curves via their

divisors and the associated morphisms.

The most important tool in the study of divisors on curves is the Riemann-Roch

Theorem, which allows us to compute the dimensions of the spaces L(D). The most

natural proof of the Riemann-Roch theorem is via cohomology of sheaves, in fact the

theorem is an immediate consequence of standard results about cohomology. There

is also an elementary proof available e.g. in the book [Fulton], but it is very long,

and the approach using sheaves is much more natural and will give powerful results

for varieties of any dimension.

Unfortunately the proper development of cohomology of sheaves would take a

course in its own right, thus we cannot attempt to do this here. Instead I will

just assume the Riemann-Roch Theorem, and we will see that it has very powerful

applications to the geometry of curves. This should serve as a motivation for studying

cohomology of sheaves in the future.

In this chapter we will also assume some further results from algebra without

proof, so that we can concentrate on the geometrical applications.

In this whole chapter we just say curve for nonsingular irreducible projective

curve. Most of the results of this chapter would be false otherwise.

1. Divisors

In this whole section C will be a curve. We will start our study of divisors on

curves. A divisor on a curve C is a finite formal linear combination D := n1P1 + . . .+

nrPr of points Pi ∈ C with coefficients ni ∈ Z.

95
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1.1. Divisors.

Definition 1.1. Let C be a curve. A divisor on C is a formal sum
∑

p∈C

aP · P, aP ∈ Z, only finitely many aP 6= 0.

Let D :=
∑

P∈C aP · P, E :=
∑

P∈C bP · P be divisors on C. We write

D + E :=
∑

P∈C

(aP + bP ) · P,

D − E :=
∑

p∈C

(aP − bP ) · P.

It is evident that the divisors on C form an abelian group with these operations, the

neutral element is 0 :=
∑

P∈C 0 · P .

For a point Q ∈ C and a ∈ Z we also denote by a · Q the divisor
∑

p∈C aP · P
with aQ = a and all other aP = 0. Thus e.g. P1 + . . .+ Pr is the divisor

∑
p∈C aP · P

with aP = #
{
i
∣∣ Pi = P

}
. For a divisor D =

∑
P aP · P and a point P ∈ C we write

νP (D) := aP and call it the multiplicity of D at P .

D is called effective if νP (D) ≥ 0 for all P . We write D ≥ C if D−C is effective.

The degree of D is

deg(D) :=
∑

P∈C

νP (D) ∈ Z.

The group of divisors on C is denoted Div(C). We denote by Divd(C) the set of

divisors on C of degree d. The support of D is supp(D) :=
{
P ∈ C

∣∣ νP (D) 6= 0
}
.

Now we introduce principal divisors which are the divisors associated to rational

functions.

Definition 1.2. Let h ∈ K(C) \ 0 be a rational function. The divisor of h is

(h) :=
∑

P∈C

νP (h) · P.

Divisors of the form (h) for h ∈ K(X) \ 0 are called principal divisors. Note that

these are indeed divisors, i.e. only finitely many of the νP (h) are nonzero: We can

write h = f

g
with f, g ∈ S(C)(d) \ 0 for some d ≥ 0. If νP (h) > 0, then f(p) = 0, and

if νP (h) < 0, then g(p) = 0, but f and g have only finitely many zeros on C.

Remark 1.3. Let f, g ∈ K(C) \ {0}. By Remark III.2.26 We have for all P ∈ C
that νP (fg) = νP (f) + νp(g). Thus we get (fg) = (f) + (g), i.e. the map

(K(C) \ 0, ·)→ Div(C), f 7→ (f)
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is a group homomorphism. In particular the principal divisors are a subgroup of

Div(C).

Definition 1.4. Let C be a curves and let ϕ : C → Pn. We want to define

the divisor (ϕ∗(H)) associated to a hyperplane H = Z(a0x0 + . . . anxn) ⊂ Pn with

C 6⊂ H . Let P ∈ C be a point. In a neighbourhood W of P write ϕ := [g0, . . . , gn]

with gi ∈ OC(W ) with no common zeros. Then we put (ϕ∗(H))P := νP (
∑n

i=0 aigi).

This is independent of the choice of the gi because for any other choice g′i would

be of the form g′i = ugi with u ∈ OC,P , thus
∑n

i=0 aig
′
i = u

∑n
i=0 aigi. We define

(ϕ∗(H)) :=
∑

P∈C(ϕ∗(H))P · P . By definition this is an effective divisor on C with

support ϕ−1(H).

If in particular C is a curve in Pn and we denote by i the inclusion, we define the

divisor (H) on C by (H) := (i∗(H)). In this case we can take the open set of the

form W = Ui for some i and gj :=
xj

xi
. By definition (H) is an effective divisor on

C with support C ∩ Z(H). We call (H) the divisor of H . Thus (H) is a sum of the

intersection points H ∩ C with positive multiplicities.

1.2. The Picard group. Two divisors will be called linearly equivalent if their

difference is a principal divisor. This gives us a natural equivalence relation on divi-

sors. The group of equivalence classes will be called the Picard group.

Definition 1.5. Let C be a nonsingular irreducible curve. Two divisors D,E on

C are called linearly equivalent, denoted D ∼ E, if D − E is a principal divisor.

We denote by [D] the equivalence class of the divisor D. The Picard group of C is

the group Pic(C) of linear equivalence classes of divisors on C. The group operation

is [D] + [E] = [D + E]. Thus Picard group Pic(C) of C is the quotient of Div(C)

by the subgroup of principal divisors.

Now we want to see that divisors behave nicely under morphisms of curves: If

D is a divisor on a curve C and ϕ : X → C is a dominant morphism from another

curve, one can define the pullback ϕ∗(D) ∈ Div(X).

We will use (without proof) a result from algebra, which implies that the degree of

divisors behaves nicely under pullback. This will in particular imply that all principal

divisors have degree 0. First we define the degree of a morphism of curves.

Definition 1.6. Let ϕ : X → C be a dominant morphism of curves. Then

ϕ∗ : K(C) → K(X) is an injective field homomorphism, thus we can view K(X) as

a finite field extension of K(C). We define the degree of ϕ to be the degree of the

field extension [K(X) : K(C)].
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Definition 1.7. Let ϕ : X → C be a dominant morphism of curves. We define

a homomorphism ϕ∗ : Div(C) → Div(X) as follows. Let Q ∈ C. Let ϕ−1(Q) =

{P1, . . . , Pr}. Let t ∈ OC,Q be a uniformizing parameter at Q. Thus ϕ∗(t) ∈ OX,Pi

for all i. We define

ϕ∗(Q) :=

r∑

i=1

νPi
(ϕ∗(t)) · Pi.

By definition this is an effective divisor on X. If t′ is another uniformizing parameter

at Q, then t′ = tu with u(Q) 6= 0. Thus ϕ∗(t′) = ϕ∗(t)ϕ∗(u) with ϕ∗(u)(Pi) 6= 0 for

all i, Thus νPi
(ϕ∗(t′)) = νPi

(ϕ∗(t)).

We extend the definition by linearity to all divisors on C, i.e.

ϕ∗
(∑

i

ni ·Qi

)
:=
∑

i

niϕ
∗(Qi).

It is clear that this gives a group homomorphism ϕ∗ : Div(C) → Div(X). We call

ϕ∗(D) the pullback of D by ϕ.

Exercise 1.8. Let ϕ : X → C be a dominant morphism of curves.

(1) Let f ∈ K(C) \ 0. Then ϕ∗( (f) ) = (ϕ∗(f)).

(2) Assume C ∈ Pn and let H ⊂ Pn be a hyperplane not containing C. Then

(ϕ∗(H)) = ϕ∗((H)).

Remark 1.9. Let ϕ : X → C be a dominant morphism of curves. By the above

exercise we see that if D ∼ E in Div(C), then ϕ∗(D) ∼ ϕ∗(E). Thus ϕ∗([D]) :=

[ϕ∗(D)], defines a group homomorphism ϕ∗ : Pic(C)→ Pic(X).

The following is a result in algebra. It is not very difficult (see e.g. [Hartshorne]

Prop.II.6.9) but we do not have the time to prove it.

Theorem 1.10. Let ϕ : X → C be a dominant morphism of curves. For any

divisor D on C we have deg(ϕ∗(D)) = deg(ϕ) · deg(D).

Theorem 1.11. Principal divisors on C have degree 0.

Proof. Let f ∈ K(C) \ 0. If f ∈ k, then (f) = 0, so there is nothing to prove. If

f 6∈ k, then f defines a morphism ϕ : C → P1: on the open set where f has no poles

it is given by p 7→ [1, f(p)] and on the open set where f has no zeros by p 7→ [ 1
f(p)

, 1].

Thus (f) = ϕ∗(0−∞). As 0−∞ has degree 0, we see that also deg((f)) = 0. �

In particular the principal divisors form a subgroup of Div0(C).

Definition 1.12. Let Pic0(C) ⊂ Pic(C) be the group of equivalence classes of

divisors on C of degree 0.
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Remark 1.13. By the definition we see that for dominant morphisms ϕ : Y → X,

ψ : X → C of curves we have ϕ∗ ◦ ψ∗ = (ψ ◦ ϕ)∗ : Pic0(C)→ Pic0(Y ) and id∗C = id.

Thus if two curves C and X are isomorphic, then Pic0(C) ≃ Pic0(X).

Pic0(C) is an important invariant of the curve C. For the moment we only want

to see that it distinguishes rational curves the curves that are not rational.

Proposition 1.14. A curve C is rational if and only if there are two distinct

points P,Q ∈ C with P ∼ Q.

Proof. Assume C is rational, then it is isomorphic to P1, and we can assume

C = P1. On P1 let P = [a, b], Q = [c, d]. Let f = ax0−bx1

cx0−dx1
. Then (f) = P − Q, i.e.

P ∼ Q.

Conversely let C be a curve and P 6= Q ∈ C with P ∼ Q. Then there is a rational

function f ∈ K(C), with (f) = P − Q. Thus we have a morphism f : C → P1 with

f ∗(0) = P . By Theorem 1.10 this implies that the degree of the morphism f is 1, i.e.

[K(C) : K(P1)] = 1. Thus f ∗ : K(P1) → K(C) is an isomorphism and thus f is an

isomorphism. �

Corollary 1.15. C is rational if and only if Pic0(C) = {0}.

Definition 1.16. Let C ⊂ Pn be a curve. For any hyperplane H ⊂ Pn, with

C 6⊂ H , we define the degree of C as deg(C) := deg((H)). Note that this is

independent of the choice of H : Write H = Z(F ) for F ∈ k[X0, . . . , Xn]
(1) \ I(C) for

another choice H ′ = Z(F ′) we put (f) := F ′

F
|C ∈ K(C) \ 0. Then (H ′)− (H) = (f)

has degree 0. In fact this argument shows that for any two hyperplanes H,H ′ ⊂ Pn

not containing C, the divisors (H) and (H ′) are linearly equivalent.

Remark 1.17. Let C = Z(F ) be a plane curve with F ∈ k[x0, x1, x2] irreducible

of degree d. Then the degree of C is d. This can be seen as follows: We can find a

H ∈ k[x0, x1, x2] which is not tangent to C (i.e. TPC 6= TPH as subspaces of TPP2).

This is an Exercise. Then F |Z(H) is a polynomial of degree d on P1 with d simple

zeros P1, . . . , Pd and (by another exercise) (H) = P1 + . . .+ Pd.

1.3. The spaces L(D). To a divisor D =
∑

i ai · Pi −
∑

j bj ·Qj with ai, bj > 0,

we can associate the space L(D) of rational functions f ∈ K(C), which have poles

of at most order ai at the Pi, zeros of order at least bj at all Qj , and are regular

everywhere else. These spaces L(D) will turn out to be very important.

Definition 1.18. Let D be a divisor on C. Let

L(D) :=
{
f ∈ K(C)

∣∣ f = 0, or (f) +D ≥ 0
}
.
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Note that L(D) is a subvectorspace of K(C): For a in k \ 0 we have (af) = (f).

If f, g ∈ L(D), then (f) ≥ −D, (g) ≥ −D, and by Rem. III.2.26 νP (f + g) ≥
min(νP (f), νP (g)) for all P ∈ C. Therefore (f + g) ≥ −D.

We denote by l(D) the dimension of L(D) as a k-vector space.

Lemma 1.19. (1) If deg(D) < 0, then L(D) = {0}.
(2) If deg(D) = 0 and L(D) 6= 0, then D ∼ 0.

Proof. (1) Assume deg(D) < 0. Let f ∈ K(C)∗. Then deg((f)) = 0, thus

deg((f)+D) = deg(D) < 0. But by definition, if (f)+D ≥ 0, then deg((f)+D) ≥ 0.

(2) Assume deg(D) = 0, then there is an f ∈ K(C)∗ with D + (f) ≥ 0. As

deg(D + (f)) = 0, this implies D + (f) = 0, i.e. D ∼ 0. �

Lemma 1.20. If D ∼ E, then L(D) ≃ L(E).

Proof. Let D ∼ E, i.e. there is f ∈ K(C)∗ with E − D = (f). If h ∈ L(D),

then (hf) = (h) + (f) ≥ D+(f) = E, thus hf ∈ L(E). Thus L(D)→ L(E); h 7→ fh

is an isomorphism with inverse m 7→ m/f . �

Example 1.21. We want to compute l(D) for all divisors D on P1. We know that

on P1 for any point P we have P ∼ [0, 1] = ∞. Let D be a divisor on P1 of degree

d. By induction we see immediately that D ∼ d · ∞. Thus l(D) = l(d · ∞). We put

x = x1/x0, we know that K(P1) = k(x). Let h = f(x)
g(x)
∈ L(d ·∞), we can assume that

f and g have no common factors. Then g must have degree 0 (otherwise h would

have a pole somewhere in A1). Thus h ∈ k[x]. Let n := deg(h). The uniformizing

parameter of P1 at ∞ is z := 1
x
. We can write h =

∑n
i=0

ai

zi with ai ∈ k and an 6= 0.

Thus ν∞(h) = (−n). Thus we see that L(d · ∞) =
{
h ∈ k[x]

∣∣ deg(h) ≤ d
}
, and thus

l(D) = max(0, deg(D) + 1).

The aim of the Riemann-Roch Theorem will be to generalize this result to all

curves. The formula will be a bit more complicated, there are additional terms

related to differentials.

Exercises.

(1) Show by example that the degree of a nonsingular projective curve is not an

invariant under isomorphism.

(2) Let C = Z(F ) ⊂ P1 × P1 be the zero set of a bihomogeneous polynomial of

bidegree (a, b) with I(C) = 〈F 〉. Via the Segre embedding P1 × P1 → P3

consider C as a curve in P3. Compute the degree of C.
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(3) Let C ⊂ Pn be a rational normal curve, i.e. C is the image of the Veronese

embedding [xn0 , x
n−1
0 x1, . . . , x

n
1 ] : P1 → Pn. Show that deg(C) = n.

(4) More generally let C ⊂ Pn be a curve and let vd : Pn → P(n+d

d )−1 be the

Veronese embedding. Show that deg(vd(C)) = d · deg(C).

(5) Let C ⊂ Pn be a curve of degree d. Show that there is a linear subspace

of Pn of dimension d which contains C. Hint: Consider a linear subspace

containing d+ 1 points of C.

(6) Let ϕ : C → Pn be a morphism, and letH ⊂ Pn be a hyperplane with C 6⊂ H .

Show that (ϕ∗(H))P ≥ 2 if and only if ϕ(P ) ∈ H and ϕ∗(TPC) ⊂ Tϕ(P )H .

(7) Let C = Z(F ) be a smooth plane curve, with F irreducible. We say that

line L ⊂ P2 is tangent to C at P , if P ∈ C ∩ L and and TPC = TPL (as

subspaces of TPP2.

(a) Define the ϕ : C → P2 as follows. At any point P ∈ C, show that there

is a unique line L = Z(a0x0 + a1x1 + a2x2), which is tangent to C at P .

Put ϕ(P ) := [a0, a1, a2] ∈ P2.

(b) Show that ϕ is a morphism.

(c) Deduce that dim(ϕ(C)) ≤ 1.

(d) We say that a line L is tangent to C, if there is a point P ∈ C ∩L with

TPC = TPL. Show that there are lines L ⊂ P2 which are not tangent to

C.

(8) Let C := Z(Y 2Z−X(X−Z)(X−λZ)) ⊂ P2, for λ ∈ k \{0, 1}. Let x := X
Z

,

y := Y
Z
. Compute (x) and (y).

(9) Let C ⊂ Pn be a curve. For F ∈ k[x0, . . . , xn] a homogeneous polynomial

with C 6⊂ Z(F ), define a divisor (F ) on C as follows. For each P ∈ C

choose an i with P ∈ Ui. Then put f := F (x0

xi
, . . . , xn

xi
)|C ∈ K(C). Define

(F )P := (f)P and (F ) :=
∑

P (F )P · P .

(a) Show that this is well-defined.

(b) Prove Bézouts Theorem:

deg((F )) = deg(F ) · deg(C).

(c) Let C 6= E ⊂ P2 be smooth irreducible curves of degrees d and e.

Write E = Z(G) for an irreducible homogeneous polynomial of degree

e. Show that C∩E is nonempty and has at most d ·e elements, and that

(G) ∈ Div(C) is the sum of the intersection points C ∩E with positive

multiplicities.
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2. Riemann-Roch Theorem

The divisor of a differential form on C will be called a canonical divisor and

denoted by KC . The genus of C is defined to be g(C) = l(KC). It turns out that

g(C) is an invariant of C under isomorphism. It is the most important invariant of a

curve. It allows us finally to show that there are infinitely many isomorphism types

of curves.

The Riemann-Roch theorem will allow us to compute the dimensions l(D). Finally

if ϕ : X → Y is a morphism of curves, the Hurwitz Theorem allows us to compute

the genus of X in terms of that of Y and properties of ϕ.

2.1. Canonical Divisors. In this section we want to introduce differential forms

and canonical divisors on C. In differential geometry one studies differential forms

on manifolds. To a differential form ω on a curve C one can associate a divisor (ω),

any such divisor is called a canonical divisor on C and denoted KC . For different

differential forms ω, η on C the corresponding divisors are linearly equivalent. The

genus g(C) of C is defined as g(C) := l(KC). We start by constructing the space of

differential forms on C.

Definition 2.1. Let F be the K(C)-vector space with basis the symbols
{
[df ]

∣∣
f ∈ K(C)}. The K(C)-vector space of differential forms on C is the quotient of

F by the subvectorspace generated by the following:

(1) [d(f + g)]− [df ]− [dg], for f, g ∈ K(C),

(2) [d(fg)]− f [dg]− g[df ] for f, g ∈ K(C),

(3) [da] for a ∈ K.

We write df for the equivalence class of [df ]. We denote by ΩC the space of differential

forms on C. By definition there is a k-vector space homomorphism d : K(C) →
ΩC ; f 7→ df . The elements of ΩC are called differential forms on C.

Remark 2.2. (1) The definition is rather abstract so we will rephrase it: A

differential form is a finite linear combination
∑

i fidgi, with fi, gi ∈ K(C).

This is a K(C)-vector space by h · ∑i fidgi =
∑

i hfidgi. We have the

following relations:

(a) d(f + g) = df + dg, for f, g ∈ K(C),

(b) d(fg) = fdg + gdf for f, g ∈ K(C),

(c) da = 0 for a ∈ k.
(2) From the rules above we can easily find some rules for computation with

differential forms. The rules are the same as for differentiation of functions

in calculus.
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(a) If h = f

g
∈ K(C), then f = gh, thus df = hdg + gdh. Therefore

d(f
g
) = 1

g2
(gdf − fdg).

(b) If t ∈ K(C) and a ∈ k, then we see that atn = natn−1dt.

(c) Let F ∈ k[x, y], and f, g ∈ K(C). We write Ff(f, g) := ∂F
∂x

(f, g),

Fg(f, g) := ∂F
∂y

(f, g). From (b) we see that

d(F (f, g)) = Ff (f, g)df + Fg(f, g)dg.

Note that a priori ΩC could be anything between huge and 0. It is defined as a

quotient of an infinite-dimensional vector space by an infinite-dimensional subspace.

However it turns out that ΩC is always a K(C)-vector space of dimension 1.

Theorem 2.3. (1) ΩC is a 1-dimensional K(C)-vector space. If t is a uni-

formizing parameter of C at any point P ∈ C, then dt is a basis of ΩC .

(2) If s, t are uniformizing parameters at P ∈ C, then ds = udt with u a unit in

OC,P .

(3) If f ∈ OC,P and t is a uniformizing parameter at P , then df = gdt with

g ∈ OC,P .

Proof. Let P ∈ C. Let s, t be local parameters at P , and assume that (1) and

(3) hold for t. Then s = tu for u a unit it OC,P . We have du = vdt for v ∈ OC,P .

Therefore

ds = udt+ tdu = udt+ tvdt = (u+ tv)dt.

As u is a unit and tv ∈ mP , it follows that (u + tv) is a unit OC,p. This shows (2),

and we see that (1) and (3) also hold for s. Thus it is enough to prove (1), (3) for

one local parameter.

We know that there is a birational map ϕ : C → C ′ where C ′ is a hypersurface

in A2. Given any point P in C, we can assume that ϕ is an isomorphism from an

open neighbourhood of P ∈ C to an open neighbourhood of ϕ(P ) in C ′. We denote

X, Y the coordinates of A2 and x, y the corresponding coordinate functions on C ′.

We can assume that x is a uniformizing parameter at P . Note that K(C ′) = K(C),

and OC,P = OC′,ϕ(P ), so we can work on C ′. We write C for C ′ and P for ϕ(P ).

Let F ∈ k[X, Y ] be the equation of C. Then we have F (x, y) ≡ 0. Thus

0 = dF (x, y) = Fx(x, y)dx+ Fy(x, y)dy.

As x is a uniformizing parameter at 0 we see Fy(P ) 6= 0. Thus we get dy = −Fx(x,y)
Fy(x,y)

dx,

and −Fx(x,y)
Fy(x,y)

∈ OC,P . Now let h ∈ K(C) be general. Then we can write h = G(x,y)
H(x,y)

, for

G,H ∈ k[X, Y ]. Thus dh = 1
H(x,y)2

(
H(x, y)dG(x, y)−G(x, y)dH(x, y)

)
. By the above

we know that dG(x, y) = Gx(x, y)dx + Gy(x, y)dy = udx for a suitable u ∈ OC,P ,
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and similarly dH(x, y) = vdx for some v ∈ OC,P . Thus dh = uH(x,y)−vG(x,y)
H2(x,y)

dx. If

h ∈ OC,P then H(P ) 6= 0, thus dh = fdx with f ∈ OC,p.
This shows the theorem except for the statement that ΩC 6= 0. This is shown by

using that ΩC fulfills a universal property. For the details see [Fulton]. �

Now we want to define canonical divisors as the divisors of differential forms.

Definition 2.4. Let ω ∈ ΩC \ 0 be a differential form. Let P ∈ C. We can

write ω = fdt for t a local parameter at P and f ∈ K(C) \ 0. Then we define

νP (ω) := νP (f). Note that this is independent of the choice of t: If s is another local

parameter at P , then ds = udt for u ∈ O∗
C,P . Thus νP (fu) = νP (f). The divisor of

ω is defined as

(ω) :=
∑

P∈C

νP (ω) · P.

Every divisor of the form (ω) is called a canonical divisor of C. We often write KC

for any canonical divisor on C.

If (ω) is a canonical divisor, then the canonical divisors are
{
(fω) = (f) + (ω)

∣∣
f ∈ K(C)∗

}
. Thus the canonical divisors form a linear equivalence class. In particular

they are linearly equivalent and thus have the same degree.

Example 2.5. We want to compute the canonical divisors of P1. Let x = x1

x0
.

Then x− a is a local parameter at a := [1, a] ∈ A1. On the other hand z := 1/x is a

local parameter at∞. We compute (dx). At any a ∈ A1 we have dx = d(x− a), thus

νa(dx) = 0. Finally at ∞ we have dx = d(1
z
) = − 1

z2
dz. Thus ν∞(dx) = −2. Thus we

get (dx) = −2 · ∞. Thus the canonical divisors on P1 are the divisors of degree −2.

2.2. Riemann-Roch Theorem. We define the genus of a curve as g(C) :=

l(KC) for any canonical divisor KC . It is the most important invariant of C. The

celebrated Riemann Roch Theorem allows us to compute the dimensions of the spaces

L(D).

Definition 2.6. The genus of C is g(C) := l(KC).

As KC was defined in terms of K(C), we see that if C ≃ C ′, then g(C) = g(C ′).

Therefore the genus will allow us to distinguish non-isomorphic curves. Now we state

the Riemann-Roch theorem.

Theorem 2.7. (Riemann-Roch) Let D be a divisor on a curve C of genus g.

Then

l(D)− l(KC −D) = deg(D) + 1− g.
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Thus we do not get directly l(D), but only the difference l(D)− l(KC −D).

Example 2.8. We want to check this result for P1. We know g(P1) = l(−2 ·∞) =

0. If D is a divisor on P1, then deg(KP1 −D) = −2− deg(D), and we have seen that

l(D) = max(0, deg(D) + 1). Thus the Riemann-Roch Theorem says that

max(0, deg(D) + 1)−max(0,−(deg(D) + 1)) = deg(D) + 1,

which is clearly true.

Corollary 2.9. (Riemann) l(D) ≥ deg(D) + 1− g.

Remark 2.10. (1) The corollary is the original result of Riemann. His stu-

dent Roch determined the missing term l(KC −D).

(2) The natural proof of this result is using cohomology of sheaves: To a divisor

D on C one associates an “invertible sheaf” OC(D) on C (whatever that

might be). For such invertible sheaves one can define cohomology groups

H i(C,OC(D)), which a finite-dimensional k-vector spaces. The definition

will imply that H0(C,OC(D)) ≃ L(D). The Riemann-Roch Theorem then

is a formula for dimk(H
0(C,OC(D)))− dimk(H

1(C,OC(D))). Finally there

is the Serre-duality theorem, which implies that

dimk(H
1(C,OC(D))) = dimk(H

0(C,OC(KC −D))) = l(KC −D).

(3) The Riemann-Roch Theorem can be generalized from curves to nonsingular

varieties of any dimension. This is the famous Hirzebruch-Riemann-Roch

Theorem see ([Hartshorne], Appendix A).

(4) If X is a nonsingular variety over the complex numbers, one can view the

Hirzebruch-Riemann-Roch Theorem as a result on the dimensions of spaces

of solutions for a certain partial differential equation on the corresponding

complex manifold. This result can be generalized to arbitrary so-called ellip-

tic differential operators. This is the celebrated Atiyah-Singer index theorem.

We can now determine the degree of a canonical divisor.

Corollary 2.11. deg(KC) = 2g − 2.

Proof. We apply the Riemann-Roch Theorem to KC . Then l(KC) − l(0) =

deg(KC) + 1− g. But l(KC) = g and l(0) = 1, thus deg(KC) = 2g − 2. �

If the degree of D is large, we get a precise formula for l(D).

Corollary 2.12. If deg(D) > 2g − 2, then l(D) = deg(D) + 1− g.
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Proof. This is because deg(KC −D) < 0, thus l(KS −D) = 0. �

We know g(P1) = 0. But conversely any curve of genus 0 is isomorphic to P1.

Corollary 2.13. Let C be a curve of genus 0. Then C ≃ P1.

Proof. Let P,Q be two distinct points on C. Then by the Riemann-Roch the-

orem we have l(P − Q) + l(KC − Q + P ) = 1. But deg(KC − Q + P ) = −2, thus

l(P −Q) = 1. As P −Q is a divisor of degree 0, it follows that P −Q ∼ 0, i.e. P ∼ Q.

But we have seen that this implies that C ≃ P1. �

Corollary 2.14. Let C be a curve of genus 1. Then KC ∼ 0.

Proof. We know that deg(KC) = 0 and l(KC) = 1, thus KC ∼ 0. �

As a final application we want to compute the genus of a smooth curve of degree

d in P2. The result shows that if X and Y are curves of degrees d1 < d2 in P2, then

they are not isomorphic unless (d1, d2) = (1, 2). Thus suddenly we know that there

are infinitely many isomorphism classes of curves.

Theorem 2.15. Let C be a smooth curve of degree d in P2. Then g(C) = 1
2
(d −

1)(d− 2).

Proof. Let F ∈ k[x0, x1, x2] be the equation of C. Let X := x1

x0
, Y := x2

x0
. Put

f(X, Y ) := F (1, X, Y ). Let x, y be the restrictions of x, y to C. Then f(x, y) ≡ 0

on C ∩ A2. Thus we have 0 = d(f(x, y)) = fx(x, y)dx + fy(x, y)dy. Therefore ω :=
dx

fy(x,y)
= − dy

fx(x,y)
. As C is smooth, for any point P = (a, b) of C ∩ A2 we have either

fy(P ) 6= 0 and x− a is a local parameter or fx(P ) 6= 0 and y− b is a local parameter.

Thus ω has no pole and no zero on C ∩A2

So it is enough to see what happens on Z(x0). We can assume that [0, 0, 1] 6∈ C.

Let U := x0

x1
, V := x2

x1
, and denote by u, v their restrictions to C ∩ U1. We put

g(U, V ) := F (U, 1, V ), thus C ∩ U1 = Z(g). Thus g(u, v) = 0. Note that x = 1
u

and

y = v
u
. Thus

fy(x, y) =
∂F

∂X2
(1,

1

u
,
v

u
) =

1

un−1

∂F

∂X2
(u, 1, v) =

gv(u, v)

un−1
.

Thus

ω =
dx

fy(x, y)
=

d( 1
u
)

1
un−1 gv(u, v)

= − u
n−3du

gv(u, v)
.

As above we can see that also ω = un−3dv
gu(u,v)

. As before we see that at each point

P = [a, 1, b] in C ∩U1 we have gu(P ) 6= 0 and v− b is a local parameter or gv(P ) 6= 0

and u − a is a local parameter. Thus for all P ∈ C ∩ Z(x0) we have νP (ω) =
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µP (un−3) = (n − 3)νP (H∞), where H∞ = Z(x0) is the line at infinity. Thus we

get (ω) = (n − 3)H∞ and thus deg(ω) = n(n − 3). We conclude by the formula

deg(ω) = 2g − 2. �

Remark 2.16. One can modify the above arguments to prove the following.

Let C ⊂ P1 × P1 be a nonsingular curve given as a zero set of a polynomial F ∈
k[x0, x1, y0, y1] of bidegree a, b. Then deg(KC) = 2(ab − a − b), and thus g(C) =

ab − a − b + 1. In particular a nonsingular curve of bidegree (2, a) has genus a − 1.

Thus we see that there are curves of any genus g ≥ 0.

2.3. Hurwitz Theorem. In this section we want to look at dominant morphisms

ϕ : X → Y of curves. Recall that the degree of ϕ is the degree [K(X) : K(Y )] of the

corresponding extension of function fields. We will prove a formula that determines

g(X) in terms of g(Y ), deg(ϕ) and the ramification divisor. We start out by defining

ramification. Ramification can be more complicated if k has finite characteristic,

therefore we will assume in this section that k has characteristic 0.

Definition 2.17. For a point P ∈ X we define the ramification index eP as

follows: Let Q := ϕ(P ) and let t ∈ OY,Q be a local parameter. Then ϕ∗(t) ∈ OX,P
and we put

eP := νP (ϕ∗(t)).

Note that this is independent of the choice of the local parameter: if s := ut for u

a unit in OY,Q, then ϕ∗(u) is also a unit in OX,P and thus νP (ϕ∗(ut)) = νP (t). If

eP > 1, we say that ϕ is ramified at P and Q is a branch point of ϕ. If eP = 1,

we say that ϕ is unramified at P . We define the ramification divisor R of ϕ by

R :=
∑

P∈X

eP · P.

(We will assume that ϕ has only finitely many ramification points, so that R is a

well-defined divisor. In fact under our assumption that k has characteristic 0 this is

always true, but we do not have the time to prove it).
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Recall that we defined a homomorphism ϕ∗ : Div(Y )→ Div(X) by setting

ϕ∗(Q) =
∑

P∈ϕ−1(Q)

eP · P,

and extending by linearity. We saw that deg(ϕ∗(D)) = deg(ϕ)·deg(D), and ϕ∗((f)) =

(ϕ∗(f)) for a function f ∈ K(Y ) \ 0.

Theorem 2.18. (Hurwitz) Let ϕ : X → Y be a dominant morphism of curves

of degree n (with only finitely many ramification points). Then KX ∼ ϕ∗KY +R, in

particular

2g(X)− 2 = n(2g(Y )− 2) + deg(R).

Proof. Let ω 6= 0 be a differential form on Y , we can assume ω = dg for

g ∈ K(Y ) as these generate ΩY as a K(C)-vector space. We put η := d(ϕ∗(g)). This

is a differential form on X, and we want to compute (η). Let P ∈ X, Q = ϕ(P ) ∈ Y ,

we write e := eP . Let t be a local parameter in OY,Q. We can write g = utm with u a

unit and m ∈ Z. Then ω = mutm−1dt+ tmdu and thus νQ(ω) = m−1 (note that here

we have used characteristic 0). By definition of e, there is a local parameter s ∈ OX,P
with ϕ∗(t) = ase for a unit a ∈ OC,P . Thus dt = ase−1ds + seda. Thus for suitable

elements b1, b2 ∈ O∗
C,P , c ∈ OC,P , we get d(ϕ∗(g)) = b1s

(m−1)ese−1ds + b2s
medc.

Thus νP (η) = (m − 1)e + e − 1 = e · νQ(ω) + (e − 1). Note that by definition

e · νQ(ω) = νP (ϕ∗(ω)). Therefore

(η) = ϕ∗((ω)) +
∑

P∈X

(eP − 1) · P = ϕ∗((ω)) +R,

and the result follows. �
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An important special case is that of dominant morphisms to P1. If C → P1 is a

dominant morphism of degree n, we see that 2g(C)− 2 = −2n+R.

Example 2.19. Let C be a curve of bidegree (2, a) in P1 × P1. We know that

g(C) = a− 1. The second projection gives a morphism π : C → P1. We can see that

a general fibre is not tangent to C and intersects C in 2 points. Thus π : C → P1 is

a finite morphism of degree 2 with finitely many ramification points. As deg(π) = 2,

we see that eP = 2 for all ramification points. By the Hurwitz formula we see that

2a − 4 = −4 + deg(R). Thus if P1, P2 ∈ C are two points lying in the same fibre,

then π∗(KP1) ∼ −2(P1 + P2), and if R1, . . . , R2a are the ramification points, then

KC ∼ −2 · (P1 + P2) +R1 + . . .+R2a.

Definition 2.20. A curve C of genus g ≥ 2 is called hyperelliptic if there is a

dominant morphism ϕ : C → P1 of degree 2.

Thus all curves in P1 × P1 of bidegree (2, a) with a ≥ 3 are hyperelliptic of genus

a− 1. Thus there are hyperelliptic curves of any genus g ≥ 2.

Exercises

(1) Let C := Z(Y 2Z−X(X−Z)(X−λZ)) ⊂ P2, for λ ∈ k \{0, 1}. Let x := X
Z

,

y := Y
Z
. Let ω := dx

y
. Show that (ω) = 0.

(2) (Reciprocity Theorem of Brill-Noether). Let D,E be divisors on a curve C

so that D+E is a canonical divisor. Then l(D)−l(E) = 1
2
(deg(D)−deg(E)).

(3) Let D be a divisor of degree 2g− 2 on a curve C of genus g and assume that

l(D) = g. Show that D is a canonical divisor.

(4) Let C be a curve and P ∈ X be a point. Show that there exists a nonconstant

rational function f ∈ K(C), which is regular everywhere except at P .

(5) Use Corollary 2.11 and Corollary 2.12 to show that l(D) is finite for any

divisor D on C.

(6) Let D be an effective divisor on a curve C of genus g. Show that l(D) ≤
deg(d) + 1. Furthermore equality holds if and only if g = 0 or D = 0.

(7) LetX, Y curves and assume g(Y ) > g(X). Then every morphism ϕ : X → Y

maps X to a point.

(8) Let X, Y curves and assume there is a morphism ϕ : X → Y of degree n > 0.

Then g(X) > g(Y ) or g(Y ) ≤ 1.

(9) Show that there are dominant morphisms ϕ : P1 → P1 of any degree d ≥ 1.
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3. Applications to the geometry of curves

3.1. Embeddings in projective space. For divisor classes [D] ∈ Pic(C) we

define a morphism ϕ|D| : C → Pr, where r = dim(l(D)) − 1. We will see that

the effective divisors linearly equivalent to D are precisely the inverse images of the

hyperplanes in Pr. We will show that if deg(D) ≥ 2g + 1, then ϕ|D| is an embedding

and the image is a curve of degree deg(D).

Definition 3.1. Let D be a divisor on C. The linear system |D| is the set of

all effective divisors E with E ∼ D. By definition

|D| =
{
D + (f)

∣∣ (f) ∈ L(D) \ 0
}
.

A point Q ∈ C is called base point of |D| if for all E ∈ |D|, we have E ≥ P (thus it

is a point that all elements of |D| have in common. We say that |D| is base point

free if it has no basepoints. Note that by definition |D| depends only on the class

[D] ∈ Pic(C).

To [D] ∈ Pic(C) with |D| base point free we want to associate a morphism

ϕ|D| : C → Pr, with r = l(D)−1 (well defined up to a projective linear transformation

of Pr).

Definition 3.2. Let D =
∑s

i=1 aiPi be a divisor with |D| base point free. For

each Pi we choose a local parameter ti at Pi and an open neighbourhood Wi of Pi,

not containing any other of the Pj , so that ti has no other zeros or poles on Wi. We

put si := tai

i . We put W0 := C \ {P1, . . . , Ps}, and s0 := 1.

Let h0, . . . , hr be a basis of L(D). We define ϕ|D| : C → Pr on each Wi by

ϕ|D| := [h0si, . . . , hrsi].

We need to check that this is a well-defined morphism: For all j, we have (hj)+D ≥
0. By the definition we see that νP (hjsi) = νP (D) + νP (hj) ≥ 0 for all P ∈ Wi. As

|D| is base point free, for any point P ∈ Wi at least one of the (hjsi) = 0 does not

vanish at P . Thus ϕ|D| is locally given by an (r + 1)-tuple of regular functions with

no common zeros and on the intersection of any two of these open sets ϕ|D| defines

the same map. Thus ϕ|D| is a morphism.

We still have to see that ϕ|D| = ϕ|E| if D ∼ E. Let f ∈ K(C)∗ with D+ (f) = E.

Then we know that h 7→ fh is an isomorphism L(D) → L(E). Choose h0f, . . . , hrf

as a basis of L(E), and define ϕ|E| using this basis. Then on the open set W0\supp(f)

we have ϕ|D| = [h0, . . . , hr] = [fh0, . . . , fhr] = ϕ|E|. So the morphisms ϕ|D| and ϕ|E|

coincide on a nonempty open subset, so they are equal.
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We call D very ample if |D| is base point free and ϕ|D| : C → Pr is an imbedding

(i.e. an isomorphism to ϕ(C) ⊂ Pr).

By definition ϕ|D| does not just depend on D, but also on a choice of a basis of

L(D). For any other choice of basis the corresponding morphism ψ|D| will be F ◦ϕ|D|,

where F is a projective linear transformation of Pr, thus the morphism is essentially

the same.

The nice fact about these morphisms ϕ|D| is that we can understand them in terms

of the geometry of |D|. The elements of |D| will be precisely the inverse images of

the hyperplanes in Pr.

Remark 3.3. We use the notations of Definition 3.2

(1) We write ϕ := ϕ|D|. Let E ∈ |D|. Then E = D+h for h := b0h0+. . .+brhr ∈
L(D)\0. Let H := b0x0 + . . .+brxr, which is a linear form on Pr. Let P ∈ C,

then P ∈Wi for some i and by definition

νP (ϕ∗(H)) = νP (sib0h0 + . . .+ sibrhr)) = νp(si) + νP (h) = νP (D + (h)) = νP (E).

Thus (ϕ∗(H)) = E. So we get that

|D| =
{
(ϕ∗(H))

∣∣ H linear form on Pr
}
.

In particular the supports of the elements of |D| are precisely the inverse

images of the hyperplanes Z(H) in Pr.

(2) If ϕ is an embedding with image X ⊂ Pr, then deg(D) = deg(X).

Now we will show that every divisor D on C of sufficiently high degree defines an

embedding ϕ|D| : C → Pr.

We use the following result from algebra, that we will not prove. For a proof see

[Hartshorne], Prop.II.7.3:

Theorem 3.4. A morphism ϕ : X → Y of projective varieties is an embedding if

and only if

(1) ϕ is injective,

(2) dpϕ : TpX → TpY is injective for all p ∈ X.

Theorem 3.5. Let D be a divisor on a curve C.

(1) |D| is base point free (and thus D defines a morphism) if and only if for all

P ∈ C,

l(D − P ) = l(D)− 1.
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(2) D is very ample if and only if for all P,Q ∈ C (including the case P = Q),

l(D − P −Q) = l(D)− 2.

Proof. By definition f ∈ L(D − P ) if and only if then D + (f) − P ≥ 0 i.e.

if and only if D + (f) ≥ P . Thus L(D − P ) is the subset of all (f) ∈ L(D) with

D+(f) ≥ P , and L(D−P −Q) is the subset of all (f) ∈ L(D) with D+(f) ≥ P +Q.

(1) The Riemann Roch Theorem implies

1 = l(D)−l(K−D)−(l(D−P )−l(K−D+P )) = (l(D)−l(D−P ))+(l(K−D+P )−l(K−D).

By the above we know that l(D) ≥ l(D − P ) and l(K −D + P ) ≥ l(K −D). Thus

either l(D) = l(D)− 1 or otherwise L(D) = L(D − P ), i.e. P is a base point.

(2) By the above we know that l(D − P − Q) = l(D) − 2 if and only if l(D) −
l(D − P ) = 1 and l(D − P )− l(D − P −Q) = 1. By (1) this is equivalent to

(1) |D| has no basepoints. Thus it defines a morphism ϕ : C → Pr.

(2) For all P,Q there is an element f ∈ L(D − P ) \ L(D − P −Q), i.e. there is

an element E ∈ |D| with E ≥ P , but not E ≥ P +Q.

Assume that P 6= Q. Then this means that P ∈ supp(E) but not Q ∈ supp(E).

We have seen that the supports of the elements of |D| are the inverse images of the

hyperplanes in Pr. Thus this is is equivalent to the existence of a hyperplane H in Pr

with ϕ(P ) ∈ H and ϕ(Q) 6∈ H , and this is equivalent to ϕ(P ) 6= ϕ(Q). Thus we see

that the condition of (2) for all P 6= Q is equivalent to ϕ being injective.

Now assume P = Q. By the exercise above for a hyperplane H ⊂ Pr we have

(ϕ∗(H)) ≥ 2P if and only if ϕ(P ) ∈ H and dPϕ(TPC) ⊂ Tϕ(P )H . Thus the existence

of E ∈ |D| with E ≥ P but not E ≥ 2P means that there exists a hyperplane H ∈ Pr

with ϕ(P ) ∈ H and dPϕ(TPC) 6⊂ Tϕ(P )H . This is equivalent to dPϕ : TPC → TPPr

being injective. �

Theorem 3.6. Let D be a divisor on a curve X of genus G.

(1) If deg(D) ≥ 2g, then |D| has no basepoints.

(2) If deg(D) ≥ 2g + 1 then D is very ample and embeds C as a curve of degree

deg(D) in Pdeg(D)−g.

Proof. (1) As deg(D) ≥ deg(K)+ 2, we see that l(K −D) = 0 = l(K−D+P ),

for any P ∈ X. Thus by the Riemann-Roch Theorem l(D) = deg(D) + 1 − g =

l(D − P ) + 1.

(2) As deg(D) ≥ deg(K) + 3, we get l(K −D) = 0 = l(K −D + P +Q), for any

P,Q ∈ X, Thus by Riemann-Roch l(D) = deg(D) + 1− g = l(D − P −Q) + 2. �
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Example 3.7. (1) On a curve C of genus 1 any divisor D of degree 3 is very

ample. Thus any curve of genus 1 can be embedded in P2 as a cubic. and we

know already that nonsingular cubics in P2 have genus 1. If D is a divisor of

degree 2 on C, then as deg(KC) = 0, we see that l(D) = 2. Thus D defines

a morphism C → P1, of degree 2.

(2) If g(C) = 2, then any divisor of degree 5 is very ample. Thus every curve of

genus 2 can be embedded as a curve of degree 5 in P3.

(3) The bound deg(D) ≥ 2g + 1 is not always optimal. If C ⊂ P2 is a smooth

curve of degree d in P2, then the divisor of a line is very ample and has degre

d, whereas 2g + 1 = d2 − 3d+ 3, which is larger for d ≥ 4.

3.2. Riemann surfaces and algebraic curves. We want to briefly sketch the

relation of compact Riemann surfaces and algebraic curves. For more details see for

instance Part X of [Fulton1].

A Riemann surface X is a complex manifold of dimension 1. This means that

X has an open cover (Vα)α and there are homeomorphisms ϕα : Uα → Vα from open

subsets Uα ⊂ C. We call the ϕα the coordinate charts of X.

Vα ⊂ Xxϕα

Uα ⊂ C

For all α, β let Uαβ := ϕ−1
α (Vα ∩ Vβ). Then it is required that for all α, β, the

coordinate change ϕβα := ϕ−1
β ◦ ϕα : Uαβ → Uβα is a holomorphic (i.e. complex

differentiable) map of open subsets of C

A function f : X → C is called holomorphic (resp. meromorphic), if f ◦ ϕα :

Uα → C is holomorphic (resp. meromorphic) for all α. We denote M(X) the field

of meromorphic functions on X. A point p ∈ X is called a pole of order m (resp. a

zero of order m) of f if ϕ−1
α (p) is a pole (resp. a zero) of order m of f ◦ ϕα for an α

with p ∈ Vα (it is straightforward to check that this is independent of the choice of

α).

More generally if X and Y are Riemann surfaces, a map h : X → Y is called

holomorphic if for any point p ∈ X there are coordinate charts ϕ of X in a neigh-

bourhood of p and ψ on Y in a neighbourhood of h(p), such that ψ−1 ◦ h ◦ ϕ is

holomorphic.

From now on let X be a compact Riemann surface. It is known that a compact

Riemann surface X is topologically a sphere with g handles. Here g is called the

genus of X.
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A divisor D on X is a formal sum
∑

p∈X ap · P , with coefficients ap ∈ Z and only

finitely ap 6= 0. For a meromorphic function f on X (with no essential singularities),

the divisor of f is defined as

(f) :=
∑

p∈X

νp(f) ·X,

where νp(f) := k if f has a zero of order k at p, νp(f) = −k if f has a pole of order

k and νp(f) = 0 otherwise. For a divisor D on X we define

L(D) :=
{
f ∈M(X)

∣∣ (f) +D ≥ 0
}
.

Let l(D) be the dimension of L(D) as C-vector-space. As before we see that L(D) = 0

if deg(D) < 0, and l(0) consists only of the constant functions.

If X ⊂ Pn is a nonsingular algebraic curve over C, then X is in a natural way a

complex submanifold of Pn, and thus a Riemann surface. Then a rational function

on X is in particular a meromorphic function on X. It is a nontrivial fact that in

this case the two different definitions of L(D) coincide.

A meromorphic differential form on X is given by a tuple (fα)α, of meromor-

phic functions fα on Uα ⊂ C for all α with the following condition: For all α, β we

have that

fβ ◦ ϕβα =
dϕβα
dz

fα

on Uαβ . We write fαdz for the differential form.

Let ω = fαdz be a meromorphic differential form on X. For any p ∈ X let

νp(ω) := νp(fβ) for any β with p ∈ Vβ (it is easy to see that this is independent of β).

The divisor of ω is (ω) :=
∑

p∈X νp(ω) · p. The divisor of a meromorphic differential

form on X is called a canonical divisor.

In this context one can prove the Riemann-Roch Theorem
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Theorem 3.8. Let D be a divisor on a compact Riemann surface X of genus g,

and let K be Then

l(D)− l(K −D) = deg(D) + 1− g.

Remark 3.9. (1) Note that by definition here g is the number of handles of

X. But by the Riemann Roch theorem we see that g = l(K). Thus if X is

the Riemann surface associated to a projective algebraic curve, then the two

different definitions of genus coincide.

(2) The corollaries 2.9, 2.11, 2.12, 2.13, 2.14 to the Riemann-Roch theorem still

hold in this context. In particular the degree of a canonical divisor is 2g− 2.

Let X be a compact Riemann surface and let D be a divisor on X. Analogously

to Definition 3.1 above we say that p is a basepoint of |D| if D + (f) ≥ p for all

(f) ∈ L(D). If |D| has no basepoints, we can in the same way in Definition 3.2

define an analytic map ϕ|D| : C → Pr−1, (it is now given locally by an r-tuple of

holomorphic functions. The arguments of the proof of Theorem 3.5 still work to show

that for |D| > 2g + 1, ϕ|D| will be an embedding (i.e. the image will be a complex

submanifold of Pn isomorphic to X), and in fact one can show that the image will be

even a projective algebraic curve. Thus every compact Riemann surface is a projective

algebraic curve over C.

3.3. Elliptic curves. A pair of a curve C of genus 1 and a point O ∈ C is called

an elliptic curve. By the results of the last section we know that every elliptic curve

can be embedded as a cubic in P2. We will first show that (C,O) is in a natural way

an abelian group, in fact it is isomorphic to Pic0(C). In case C is a cubic in P2 we

will give a geometric description of the group structure.

Definition 3.10. An elliptic curve is a pair (C,O) of a curve C of genus 1 and

a point O ∈ C.

Now we show that an elliptic curve is an abelian group.

Theorem 3.11. The map ǫ : C → Pic0(C), P 7→ [P − O] is a bijection.

Proof. Let D be a divisor of degree 0 on C. We have to show that there is a

unique point P ∈ C with D ∼ P − O. We apply Riemann-Roch to D + O, to get

l(D +O)− l(K −D − O) = 1. We know that deg(K) = 0, thus l(K −D − O) = 0.

Thus l(D + O) = 1. For f the generator of L(D + O), we have that D + O + (f)

is the unique effective divisor linearly equivalent to D + O. As it has degree 1, we

have D + O + (f) = P for some point P . Thus there is a unique point P ∈ C with

D +O ∼ P or equivalently D ∼ P − O. �
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Therefore we can transport the group structure to C.

Definition 3.12. Let (C,O) be an elliptic curve. We define the addition of

P,Q ∈ C as follows: We put P ⊕Q := R, for the unique R ∈ C with P +Q−O ∼ R.

Corollary 3.13. (C,⊕) is an abelian group with neutral element O. We denote

the inverse of P ∈ C with ⊖P . The map ǫ : C → Pic0(C);P 7→ [P − O] is an

isomorphism of groups.

Proof. By definition ǫ(O) = 0, and for P,Q ∈ C

ǫ(P ⊕Q) = [P +Q− 2O] = ǫ(P ) + ǫ(Q).

�

Remark 3.14. A smooth projective variety, which is an abelian group is called

an abelian variety. The study of abelian varieties is an important subject of algebraic

geometry. We have thus seen that an elliptic curve C is in a natural way an abelian

variety. We can also say this differently: for an elliptic curve C the group Pic0(C) is

in a natural way an abelian variety of dimension 1. For a curve C of genus g, one can

show that Pic0(C) is in a natural way an abelian variety of dimension g. It is called

the Jacobian variety of C. The proof is much more difficult. In case k = C, one can

view C as a Riemann surface. In this case the proof is simpler. One can find it in

Part X of [Fulton1].

Now we use the morphism ϕ := ϕ|3·O| to embed C into P2. Let E denote the

image and 0 the image of O. We want to give a geometric description of the group

structure of E.

Theorem 3.15. (1) The group structure of E is determinied by P⊕Q⊕R = 0

if and only if P,Q,R lie on a line. (here P, P,Q to lie on a line means that

the tangent line to E at P intersects E at L, and P, P, P to lie on a line

means that the tangent line has second order contact).

(2) Explicitely P ⊕ Q is determined as follows: Let L be the line through P,Q.

Let R be the third intersection point. Let M be the line through R and 0.

Then the third intersecion point of M with E is P ⊕Q.
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⊖P is the third intersection point of the line through P, 0 with E.

Proof. As E is the image of C under ϕ3·O, we see that 3 points P,Q,R (with

multiplicities) lie on a line if and only if P + Q + R ∼ 3 · 0. This is equivalent to

[P − 0] + [Q− 0] + [R− 0] = 0 in Pic0(E), which by definition of the group structure

on E is equivalent to P ⊕ Q ⊕ R = 0. This shows (1). Let now M be the line

through R and 0 and let S be the third intersection point. Then R⊕ 0⊕ S = 0, i.e.

S = ⊖R = P ⊕Q. Let R be the third intersection point of the line through P and 0.

Then P ⊕ 0⊕R = 0, i.e. R = ⊖P . �

The embedding ϕ|3·O| : C → P2 is only well defined up linear change of coordinates.

By choosing the coordinates carefully we can bring the equations into a particularly

nice form.

Theorem 3.16. Let (C,O) be an elliptic curve. Then there is a λ ∈ k \ {0, 1},
such that C is isomorphic to the curve

y2 = x(x− 1)(x− λ),

(we mean by this that this is the intersection with A2), and the isomorphism sends O

to [0, 0, 1].

Proof. Now we will see that one can use the spaces L(D) to actually find the

equation of the image under ϕ|D|. Embed C into P2 via ϕ := ϕ|3·O|. The embedding

depends on the choice of a basis of L(3 ·O), and we want to choose this basis carefully.

We know that

k = L(0 ·O) ⊂ L(O) ⊂ L(2 ·O) ⊂ . . . ,
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and by Riemann-Roch we have l(n ·O) = n for n ≥ 1. We have 1 ∈ L(0 ·O). Choose

x ∈ L(2 ·O), such that 1, x are a basis of L(2 ·O) and choose y ∈ L(3 ·O), such that

1, x, y are a basis of L(3 · O). Note that the seven elements 1, x, y, x2, xy, x3, y2 are

all in L(6 · O), which has dimension 6, thus there is a linear relation among them.

Furthermore in this linear relation both x3 and y2 have to appear with a nonzero

coefficient, because they are the only functions with a pole of order 6 at O. Replacing

x and y by scalar multiples, we can assume that their coefficients are 1. Thus we get

a relation

y2 + b1xy + b2y = x3 + a1x
2 + a2x+ a3.

Note the following: If we use 1, x, y as our basis for the embedding ϕ, then denoting

X := x1

x0
, Y := x2

x0
the coordinates of A2, then

ϕ(C) ∩A2 ⊂ Z
(
Y 2 + b1XY + b2Y − (X3 + a1X

2 + a2X + a3)
)
,

because by definition X(ϕ(p)) = x(p) and Y (ϕ(p)) = y(p) for all p ∈ C. We know

that ϕ(C) is a cubic, so ϕ(C)∩A2 = Z
(
(Y 2 +b1XY +b2Y −(X3 +a1X

2 +a2X+a3)
)
.

We make further linear change of the basis: Replace y by y + 1
2
(b1x+ b2). Then

the equation becomes of the form

y2 = (x− a)(x− b)(x− c).

Note that this equation defines a nonsingular cubic only if a, b, c are distinct. As this

is still the equation of ϕ(C), which is smooth, we thus know that a, b, c are distinct.

Finally we replace x by x+ a, to get the equation y2 = x(x− b′)(x− c′), and then x

by b′x and y by b′′y for any b′′ ∈ k with (b′′)2 = (b′)3, to obtain y2 = x(x− 1)(x− λ)

for some λ ∈ k \ {0, 1}. By definition we see that ϕ = [1, x, y] = [ 1
y
, x
y
, 1] and thus

ϕ(O) = [0, 0, 1]. �

Remark 3.17. Let us denote by Eλ the elliptic curve given by y2 = x(x−1)(x−λ).

For an elliptic curve X = (C, 0), which is isomorphic to Eλ, The j-invariant j(X) is

defined as j((C, 0)) := 28 (λ2−λ+1)3

λ2(λ−1)2
. One can show ([Hartshorne] Thm.IV.4.1) that

(1) j(X) depends only on X,

(2) two elliptic curves X, Y are isomorphic, if and only if j(X) = j(Y ),

(3) every a ∈ A1 is of the form j(X) for an elliptic curve X.

So we see that the isomorphism classes of elliptic curves are parametrized by A1.

We have a simpler description of the group structure of the elliptic curve E ⊂ P2

if it is of the form above.
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Remark 3.18. Let E := Z(y2 − x(x − 1)(x − λ) for λ ∈ k \ {0, 1}. Then one

checks immediately that E ∩ Z(x0) = 0 := [0, 0, 1] and the group structure can be

described as follows.

(1) If (a, b) ∈ E \ {0}, then ⊖(a, b) = (a,−b). Thus the negative is obtained by

reflection at the x-axis. This is because by the equation, if (a, b) ∈ E, then

also (a,−b) ∈ E and the line through (a, b) and [0, 0, 1] is just the vertical

line
{
(a, t)

∣∣ t ∈ k
}
, which intersects E in (a, b), (a,−b), [0, 0, 1].

(2) Thus (a, b)⊕ (c, d) is obtained as follows. Let (e, f) be the third intersection

point with E of the line through (a, b), (c, d). Then (a, b)⊕ (c, d) = (e,−f).

Thus we take the third intersection point and reflect it at the x-axis.

Elliptic curves over the complex numbers. We will very briefly sketch with-

out proofs how elliptic curves arise in complex analysis. This also gives another

explanation for the group law on an elliptic curve. The proofs of the results below

are not difficult and only use the results that you have learned in your first course

in complex analysis. It would however take a few hours to carry them out. This

approach leads naturally to the theory of modular forms see e.g. [Serre].

Let U ⊂ C be open in the analytic topology. Recall that a function f : U → C

is holomorphic if it is complex differentiable, i.e. f ′(z) := lim
w→z

f(z)−f(w)
z−w

exists for

all z ∈ U . Then g := (z − w)−nf : U \ {w} → C is called meromorphic, and if

f(w) 6= 0, we say that g has a pole of order n at w.
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Definition 3.19. Fix a complex number τ with positive imaginary part ℑ(τ) > 0.

Then 1 and τ are linearly independent over R. The subgroup Λτ := Z + Zτ is called

a lattice in C.

Theorem and Definition 3.20. We fix Λ = Λτ . A meromorphic function

f : C→ C is called elliptic with respect to Λ if f(z+ω) = f(z) for all z ∈ C, ω ∈ Λ.

Write Λ′ = Λ \ {0}. The Weierstrass ℘-function for Λ is

℘(z) = ℘τ (z) :=
1

z2
+
∑

ω∈Λ′

(
1

(z − ω)2
− 1

ω2

)
.

It is an elliptic function with only poles of order 2 at all ω ∈ Λ.

The derivative of ℘ is

℘′(z) :=
∑

ω∈Λ

−2

(z − ω)3
.

℘′(z) is elliptic with only poles of order 3 at all ω ∈ Λ.

The relation with elliptic curves comes from the differential equation for ℘.

Theorem 3.21.

(℘′)2 = 4℘3 − g2℘− g3, g2 = 60
∑

ω∈Λ′

1

ω4
, g3 = 140

∑

ω∈Λ′

1

ω6
.

Therefore we can define a map

ϕ = ϕτ : C→ P2
C, z 7→





[℘(z), ℘′(z), 1], z 6∈ Λ

[0, 1, 0] z ∈ Λ.
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Theorem 3.22. ϕ is a continuous and holomorphic map. Let C be the elliptic

curve Z(y2z− 4x3 + g2xz
2 + g3z

3) ⊂ P2
C

(with the analytic topology). Then ϕ induces

a homeomorphism ϕ : C/Λ→ C.

If we endow C with its natural structure of Riemann surface, then ϕ is an analytic

isomorphism.

Note that C/Λ is homeomorphic to S1 × S1, so we see that topologically C is a

torus S1 × S1. C/Λ is also a group as a quotient of the additive group of C by the

subgroup Λ. In fact it is isomorphic to R/Z⊕R/Z.

Theorem 3.23. ϕ is an isomorphism of groups. Thus as a group C is isomorphic

to R/Z⊕R/Z and the subgroup of n-division points is isomorphic to Z/nZ⊕ Z/nZ.

Remark 3.24. The complex upper half plane H is the set of all complex

numbers with ℑ(τ) > 0. We have seen that to any point τ ∈ H can associate an

elliptic curve Eτ . Some of the holomorphic functions H → C, will depend only on the

corresponding elliptic curve, thus they can be viewed as holomorphic functions on the

space of elliptic curves. These are called modular functions and a generalization of

these are the modular forms. Modular forms and functions play an enormous role

in the study of elliptic curves and are by themself quite important (see [Serre] for an

introduction).

Elliptic curves in number theory. Let (C, 0) be an elliptic curve over Q. This

means that C = Z(F ) ⊂ P2 where F is a cubic whose coefficient are in Q. In number

theory one studies the set

C(Q) :=
{
[a, b, c] ∈ C

∣∣ a, b, c ∈ Q}

of rational points of C. We require 0 ∈ C(Q) and, by the geometric definition of

the addition, it is easy to see that with P,Q ∈ C(Q) also ⊖P and P ⊕Q are rational

points. Thus C(Q) is a subgroup of C. One of the most important and most difficult

parts of number theory is the study of these sets C(Q). The theorem of Mordel says

that C(Q) is a finitely generated abelian group, i.e. C(Q) ≃ Zr ⊕⊕s
i=1 Z/niZ. The

number r ≥ 0 is called the rank of C. Note that r > 0 if and only if C(Q) is infinite.

One of the most difficult questions is to determine the rank of C.

Example 3.25. (1) The Fermat cubic C = Z(x3+y3−z3). Fermats last the-

orem (which is easy for n = 3), says that C(Q) =
{
[1,−1, 0], [1, 0, 1], [0, 1, 1]

}
.

Choosing one of these points as 0 we get C(Q) = Z/3Z.
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(2) Let C := Z(y2z+yz2−(x3−xz2)). Let 0 := [0, 1, 0]. Then it has been shown

by Tate (1974) that for P := [0, 0, 1] the map Z → C(Q), n 7→ P ⊕ . . .⊕ P︸ ︷︷ ︸
n

is an isomorphism of groups, in particular C has rank 1.

If (C, 0) is an elliptic curve over Q, we can also assume that the coefficients of the

equation for C = Z(F ) are in Z. Then we can look at the set of solutions C(Fq) of

F = 0 over finite fields Fq with q elements. One of the most difficult conjectures of

mathematics is the Birch and Swinnerton-Dyer conjecture, with determines the

rank of C in terms of the numbers #C(Fq) for all q.

Applications to public key cryptography. Elliptic curves are not just in-

teresting mathematical objects, but they have also many applications to practical

questions; just to name two examples coding theory and cryptography. I will just

briefly talk about the application to cryptography.

The idea of public key cryptography is the following: One wants to send through a

public channel (so that other people can hear it) to another person some information

that only this person should understand. This is used very much in practice for bank

transfers, communication via internet, bancomat and many others.

One can always assume that the information to be sent is a number. How can

person A send the number N to person B so that only B so that only B can under-

stand it? For this one uses a public key. This is just another number K on which A

and B have to agree. Then A sends N+K instead of N and B subtracts K. However

the problem has only been shifted: How do A and B agree on K without everybody

else knowing K too? For this one needs an operation on numbers that is very easy
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to perform, but very difficult to undo. For elliptic curves this is the following. If P

is a point on an elliptic curve it is very easy to compute n⊙ P := P ⊕ . . .⊕ P︸ ︷︷ ︸
n

. But

if one has two points P,Q on an elliptic curve and Q is a multiple n⊙ P of P , then

there is no efficient method of finding n. This is applied as follows:

(1) A and B agree publicly on an elliptic curve E and a point P ∈ E.

(2) A (secretly) chooses a number a ∈ Z, and sends the coordinates of a⊙ P =

P ⊕ . . .⊕ P︸ ︷︷ ︸
a

to B.

(3) B (secretly) chooses a number b ∈ Z and sends the coordinates of b ⊙ P to

A.

(4) Both can compute the coordinates of (ab) ⊙ P : A has to multiply (b ⊙ P )

by a and B has to multiply (a⊙ P ) by b. The key K is the x-coordinate of

(ab) · P .

Note that, although everything was public, if anybody else wants to find the key he

has to find one of the numbers a, b from P , a⊙ P , b⊙ P , which as mentioned before

is practically impossible.

3.4. The Canonical Embedding. Let C be a curve of genus g ≥ 1. We will

just write K for its canonical divisor. Now we will look at the morphism associated

to K. We will see that if C is non-hyperelliptic of genus g ≥ 3, then ϕ|K| is an

embedding, which embedds C as a curve of degree 2g − 2 in Pg−1. It is called the

canonical embedding. Note that ϕ|K| depends only on C and not on any further

choices, thus every non-hyperelliptic curve is in a natural way a curve of degree 2g−2

in Pg−1.

Let C be a curve of genus g. If g = 0, then l(K) = 0. If g = 1, then KC is trivial,

thus ϕK is the constant map to a point. For g ≥ 2 we will see that |K| is base point

free, thus we get a morphism ϕ|K| : C → Pg−1 called the canonical morphism.

Lemma 3.26. If g ≥ 2, then |K| is base point free.

Proof. We have to show that for all P ∈ C, l(K − P ) = l(K) − 1 = g − 1. As

C is not rational, we know that l(P ) = 1 for all P ∈ C. Thus by Riemann-Roch

1− l(K − P ) = l(P )− l(K − P ) = 1 + 1− g, thus l(K − P ) = g − 1. �

Recall that a curve C of genus g ≥ 2 is called hyperelliptic if there is a morphism

ϕ : C → P1 of degree 2.

Theorem 3.27. Let C be a curve of genus g ≥ 2. Then |K| is very ample if and

only if X is not hyperelliptic.
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Proof. As l(K) = g, we see that |K| is very ample if and only if for all P,Q ∈ X
(possibly equal) l(K − P − Q) = g − 2. We apply Riemann-Roch to P + Q. This

gives

l(P +Q)− l(K − P −Q) = 2 + 1− g.
Thus K is very ample if and only if l(P+Q) = 1 for all P,Q ∈ C. If C is hyperelliptic,

let ψ : C → P1 be the map of degree 2. Let M ∈ P1, write ψ∗(M) = P + Q, then

ψ = ϕ|P+Q|. Thus l(P +Q) = 2, thus K is not very ample.

Conversely assume that K is not very ample. Thus there exist P,Q ∈ C, such that

l(P +Q) = 2. As C is not rational, we know that l(P ) = l(Q) = 1. Thus |P +Q| is
base point free and defines a morphism ϕ|P+Q| : C → P1. Thus C is hyperelliptic. �

Definition 3.28. Let C be a non-hyperelliptic curve of genus g ≥ 3. The em-

bedding ϕK : C → Pg−1 is called the canonical embedding of C it is well-defined

up to a projective linear transformation of Pg−1. Its image, which is a curve of degree

D is called a canonical curve.

On the classification of curves. We have shown a number of facts about

curves. We have introduced the genus, which is an isomorphism invariant: curves of

different genus are not isomorphic, more strongly: if g(X) < g(Y ), then all morphism

X → Y must map X to a point.

Thus the next question to ask is whether any two curves of the same genus are

isomorphic. We know that all curves of genus 0 are isomorphic to P1. However we

have seen, that there are curves of any genus g ≥ 2 which are hyperelliptic and on

the other hand an exercise below shows that plane curves of degree d ≥ 4 can never

by hyperelliptic, thus we know that at least for infinitely many values of g there

are non-isomorphic curves of the same genus. So one can ask: How many different

isomorphism types of curves of a given genus g are there.

One can show that for any genus g there is a so called moduli space Mg of

curves of genus g. This means that there is a quasiprojective variety Mg, such that

the points of Mg can in a natural way be identified with the isomorphism classes

of curves of genus g. Here in a natural way means in particular

(1) There is a natural bijection
{
isom. classes of curves of genus g

}
→Mg, E 7→ [E].

Thus Mg parameterizes isomorphism classes of curves of genus g.

(2) If π : X → Y is a morphism of nonsingular quasiprojective varieties, such

that all the fibres of Fy := π−1(y) are smooth projective curves of genus g

(one could call this a family of curves of genus g over Y ), then the map Y →



3. APPLICATIONS TO THE GEOMETRY OF CURVES 125

Mg, y 7→ [Fy] is a morphism. Thus families of curves of genus g correspond

to maps to Mg.

Then one can show:

(1) M0 is a point (this we know).

(2) M1 ≃ A1 (in fact the isomorphism is given by the j-invariant).

(3) For g ≥ 2, Mg is an irreducible quasiprojective variety of dimension 3g − 3.

(4) If g ≥ 2, then the set of hyperelliptic curves forms a closed subvariety of

dimension 2g − 1.

Thus we see in particular that for any genus g ≥ 1 there are infinitely many isomor-

phism classes of curves of that genus. We also see in particular that the hyperelliptic

curves of genus 2 are a closed subvariety of dimension 3 of M2, which is irreducible

of dimension 3, thus any curve of genus 2 is hyperelliptic. For any genus g > 2 there

are non-hyperelliptic curves.

An important classical invariant of a curve C is the gonality. It is the minimal

number n, such that there is a finite morphism ϕ : C → P1 of degree n. An exercise

below shows that the gonality of any curve of genus g is at most g + 1.

Exercises.

(1) Let C be a curve of genus g. Show that there is a finite morphism ϕ : C → P1

of degree ≤ g + 1.

(2) Show that every curve of genus 2 is hyperelliptic.

(3) Let ϕ : X → Y be a finite morphism of degree n of curves. We define a

homomorphism ϕ∗ : Div(X)→ Div(Y ) by ϕ∗(
∑
ni · Pi) :=

∑
ni · f(Pi).

Show that ϕ∗ϕ
∗(D) = nD for all divisors D on Y .

(4) Let X be a curve of genus 2. Show that a divisor D on X is very ample if

and only if deg(D) ≥ 5.

(5) Let (C,O) be an elliptic curve. Let P ∈ C.

(a) Show that the map C → C;Q 7→ Q⊕ P is an isomorphism.

(b) Show that the map ⊖ : C → C,Q 7→ ⊖Q is an isomorphism.

(6) Let C be a nonsingular cubic. Suppose that 0 is a flex.

(a) Show that the flexes of C form a subgroup of C.

(b) Show that a point p ∈ C is of order 2 in the group if and only if the

tangent line to C at p passes through 0.

(c) Let C = y2z = x(x − z)(x − λz), with λ 6= 0, 1 and 0 = [0, 1, 0]. Find

the points of order 2.



126 4. CURVES

(7) Let C be a nonsingular cubic in given by y2z− (x3 +axz2 +bz3), 0 = [0, 1, 0].

Let pi = (xi, yi, 1) for i = 1, 2, 3. Suppose p1⊕p2 = p3. Assume x1 6= x2. Let

λ :=
y1 − y2

x1 − x2
, µ := y1 − λx1 = y2 − λx2.

Show that

x3 = λ2 − x1 − x2, y3 = −λx3 − µ.
This gives a simple method for computing in the group.

(8) Let E = y2z − x3 − 4xz2, 0 = [0, 1, 0]. Let A := [0, 0, 1], B := [2, 4, 1], C :=

[2,−4, 1]. Show that 0, A,B, C form a cylic subgroup of E of order 4.

(9) For which points p on a nonsingular cubic C does there exist a nonsingular

conic which intersects C only at p.

(10) Let C ⊂ P2 be a smooth cubic curve and let p, q ∈ C be two points. Show

that there is an isomorphism ϕ : C → C with f(p) = q.

(11) A nonsingular point O on a plane curve C is called a flex if IO(L,C) ≥ 3

where L is the line tangent to C at O. Let C = Z(zn−1y − xn) ⊂ P2. For

which n is [0, 0, 1] a flex?

(12) Let C,D ⊂ P2 be cubic curves and assume that C is nonsingular. Assume

that on C we have (D) = p1 + . . .+ p9 for pi not necessarily distinct points.

Let D′ be a cubic with (D′) = p1 + . . .+ p8 + q on C. Show that q = p9.

(13) Let [0, 1, 0] be a flex on an irreducible cubic C = Z(F ) in P2. and let z = 0

be the tangent line at the flex.

Show that

F = zy2 + byz2 + cxyz + polynomial in x, z.

Find a projective change of coordinates to bring F into the form

zy2 − cubic in x, z.

(14) Show that a line through two flexes on a cubic passes through a third flex.

(15) This exercise shows that there are nonhyperelliptic curves.

(a) Let C be a curve of degree 4 in P2. Show that |KC | is very ample and

deduce that C is not hyperelliptic.

(b) More generally, if C is a curve of degree d ≥ 4 in P2. Show that C is

not hyperelliptic.
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