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Previous lesson
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• Had a text file with momentum components of kaon and pion from 
Belle II data that should be candidates  decays. 

• We have seen how to: 

• read the data from the text file; 

• compute a new variable (momentum, using e.g. TVector3); 

• make an histogram (TH1D) and draw it (TCanvas) and explore the 
histogram online; 

• store the data in a n-tuple (TTree) and save in a ROOT file (TFile). 

B0 → K+π−



Exercises
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• We still have to see a signal peak…  

• Let’s build the variables. Calculate the mass , by using 

the class TLorentzVector. 

• Another useful variable is the difference between the B-candidate energy in the 
CMS and half of the collision energy, . Calculate the 
variable. 

• Plot the distribution of  and that of  into two canvas.  
Is this what you expected? Describe the distributions (mean, standard dev…).  

• Add the variable to your tree, and save the tree in a file, adding also the two 
canvas showing the distributions. 

M = s/4 − | ⃗p *B |2

ΔE = E* − s/2

M ΔE

https://root.cern.ch/doc/master/classTLorentzVector.html


Breaking the exercise
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include the class

New variables in 
the tree

Histograms

Taken from PDG

https://root.cern.ch/doc/master/classTLorentzVector.html
https://pdglive.lbl.gov/Viewer.action


Breaking the exercise
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Breaking the exercise
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The peak
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m(B0) ~ 5.280 GeV/c2  Expect ~0 for a B0    



Let’s explore the data online
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• You can draw your data in the tree from the prompt  

• Making also selections 

• And adding draw options 



There is a lot of background
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Belle/BaBar B factories: e+e- →Υ(4S)→BB

BB threshold

Very clean environment!

�(bb)
�(hadrons)

= 0.28

118

Signal

Background



qq event
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BB event
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Let’s make a selection
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• The sample features background that dilutes our signal sensitivity.  

• Our colleagues developed a smart way to distinguish signal from 
background, and gave us a n-tupla with a new variable.  

• It is the output of a classifier that gives the probability of a 
candidate to be signal. The classifier, a “boosted decision 
tree” (BDT), is trained on signal and background simulated data, 
using 39 input variables. But we don’t care how it’s build, we just 
care about its capability to distinguish background from signal.   

• Let’s use it to get rid of background and enhance signal sensitivity.  



Let’s make a selection
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• We will use simulated data: we generated a much larger 
sample than the data sample, simulating all physics 
processes and reconstructing all candidates as for the data. 

• In simulation we know what is signal and what is 
background.  

• So, let’s take the file simulation.root and explore it.  

• Then, we will need to read this ROOT file in a macro.



The background killer
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• This is the output of the classifier in our simulation, separated for signal, 
background, and their sum. 



Reading a tree (readTree.C)
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Use directly the method while  
defining the (pointer to the) object
Get() is general from TObject,  
we need to “cast” the type 

Very similar to the  
definition of the 
branches… 
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Reading a tree (readTree.C)

Take the i-th entry, which means that all  
variables linked to the branch address  
take the values of the i-th candidate in 
the tree
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Reading a tree (readTree.C)



18

Reading a tree (readTree.C)
• The output
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Reading a tree (readTree.C)
• The output

THERE IS A VERY SUBTLE BUG  
IN THE CODE,  

CAN YOU FIND IT???



Setting a default style
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• We can put some default setting in a macro called rootlong.C 

• No need to call the macro, it is loaded by default. 



Optimise the selection
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• Now we can work with the simulated data to optimise the 
cut on bkg_killer 

• We maximise the signal significance, i.e. the function 

 

• We will count  and  in the mass distribution, just where 
the signal peak is ( )

S

S + B

S B
M > 5.27 GeV/c2



Optimise the selection (optimiseSelection.C)
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We will make a graph of the 
FOM as a function of the cut, 

using the class TGraph

https://root.cern.ch/doc/master/classTGraph.html
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Optimise the selection (optimiseSelection.C)
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Optimise the selection (optimiseSelection.C)

x values   y values



The result
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The result
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Optimal cut



Let’s see on simulated data
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Let’s see on simulated data
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?



What’s this shoulder?

29

?



Background from other B decays
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• bkg_killer is built to suppress events that are not 
. 

• Among  events, there are B decays that are 
not signal, but that can be mis-reconstructed as our signal. 

• For instance a pion in  decays can be  
mis-identified as kaon and be reconstructed as  

• Let’s check in simulation. We have a variable that flag real 
 signal candidates only. 

Υ(4S) → BB

Υ(4S) → BB

B0 → π+π−

B0 → K+π−

B0 → K+π−



Inspect B decays (inspectB.C)
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A class to add legends in plot 
(search the reference class)

All quite standard now

To select only signal



Inspect B decays (inspectB.C)
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IMPORTANT!!!



Inspect B decays (inspectB.C)
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We are manipulating the bin contents  
of the histograms here.  

Only with Sumw2() the uncertainty  
on the bin content is properly calculated



The output
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Misidentified background

35

• Indeed, this is given by pion-to-kaon misidentification. If you calculate the shift 
in  due to the different pion-kaon masses, you will find about  

• We can use a variable, built from PID detectors, to suppress this background. 

ΔE +40 MeV

40 MeV



Exercises (1)
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1. Compute the signal efficiency, , for each cut bkg_killer. 
Draw a graph to show the efficiency as a function of the cut value, drawing also the 
error on the efficiency (that you need to calculate): use the class TGraphErrors.  

2. What do you expect for the  distribution of the mis-id background? Draw it, by 
subtracting from the total distribution the signal and that of the non-B background (like 
we did for ). Compare its distribution with that of the signal.  

3. There is a variable K_pid in the tuples that gives the probability of a candidate kaon to 
be a real kaon.  Draw its distribution: compare that of the signal (isSig==1) with that of 
the mis-id background (isSig!=1 && isBkg!=1).   

4. Instead of using DrawNormalized(), scale to 1 the histogram integral using the 
Scale() method of TH1 (check the integral value after), and normal Draw() method. 

ϵ = S(selected)/S(total)

M

ΔE

https://root.cern.ch/doc/master/classTGraphErrors.html
https://root.cern.ch/doc/master/classTH1.html#add929909dcb3745f6a52e9ae0860bfbd


Exercises (2)
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5. Find a cut value for K_pid, by maximising the , where  and  are 
the signal and mis-id background in the  region .  

6. Apply the full selection to the simulation and data samples (data.root), and 
draw the resulting distributions of  and .  

NB: make sure all numbers and text in plots is well visible, by adjusting size of 
fonts, labels…

S/ S + B S B
ΔE [−60,60] MeV

M ΔE


