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Let’s make the fit of the data

• We have seen the possible function to fit each component  

• In data, we have 10% of the statistic of the simulation:  
we can afford also simpler model.  
We will use just one Gaussian function to model the signal 
and the mis-id component 

• We will build a model that is the sum of the 3 components 

• We will do it in a macro (although we could do it online too!)
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Take fitDeltaE.C

First part pretty standard now…
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Take fitDeltaE.C

First part pretty standard now…
TF1 function

All settings on parameters.  
We fix parameters that  
we know already 
(from physics or simulation)  
to ease the work of the fit. 
The simplest the model,  
the better.

https://root.cern.ch/doc/master/classTF1.html


• It’s all happening here with a very simple line! 

• But plenty of options to do whatever we need… 

• See the method Fit() in the reference guide.  

• Note: Fit() works also for TGraph(Errors).
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Take fitDeltaE.C

https://root.cern.ch/doc/master/classTH1.html#a7e7d34c91d5ebab4fc9bba3ca47dabdd
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Take fitDeltaE.C

Value of the fit function (χ2 here)

Important to check this!
Algorithm used to obtain the results

The fit results



• Can play with parameters, to obtain more information from data 

• Can try also different fit methods, so in the last iteration we ask 
to fit with a binned-likelihood function, instead of the default χ2
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Take fitDeltaE.C
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Take fitDeltaE.C

2nd fit results,  
releasing the  

sigma for  
the signal 

3rd fit results,  
releasing also  
mis-id mean.  

Use the binned 
likelihood here. 
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Take fitDeltaE.C

Just nice drawing 
of the results…
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Take fitDeltaE.C

Can also save the canvas to a pdf!

Retrieve the information we want: the yield of the components
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We made it!

First part pretty standard now…
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Calculate S and its uncertainty

First part pretty standard now…
• We didn’t compute the uncertainty on the signal yield yet! 

• We used a gauss pdf for the signal, its integral (divided by the 
bin width ) gives the signal yield: 

                  

• To get the uncertainty on , need to propagate the uncertainty 
from the fit on  and , considering their correlation.

w

pdf = N e− (x − μ)2

2σ2 → S = N 2πσ/w

S
N σ



• Little addition in fitDeltaE.C 

• Now you have all information
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Calculate S and its uncertainty
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Calculate S and its uncertainty
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FCN (χ2 or likelihood) scan 
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NB: this is not a  
likelihood profile
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Confidence regions
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Confidence regions
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We made it!

First part pretty standard now…
• Congratulations for completing your (1st?) analysis with ROOT 

• Hope this tour with a real-life example was useful (and also 
more interesting than a standard tutorial).  

• Take your time to revisit all material and try it yourself. 
For questions, doubts, curiosity don’t hesitate to contact me. 
We can organise a Q&A session too. 

• If you are into data analysis at a new particle physics 
experiment, come to talk about opportunities in Belle II. 
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Exercises 

First part pretty standard now…
• Write a macro that fit each single component of the sample 

(signal, mis-id, background).  

• Try to fit also the  distribution of each component 
separately using simulation. Note: the background model is 
not easy, can discard it at the moment.  

• If you were to fit the  distribution in data, do you think you 
can determine both signal and mis-id separately?

M

M
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More exercises

First part pretty standard now…
• Make the likelihood scan for   

• Check “a posteriori” that the cut bkg_killer>0.92 is the 
optimal cut. What happen if you apply a tighter cut (>0.98) or 
a looser cut (>0.8)? 

• Couldn’t we make the optimisation of the cut by fitting the 
data directly? 

σsig



Exercises (3rd lesson)
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1. Compute the signal efficiency, , for each cut bkg_killer. 
Draw a graph to show the efficiency as a function of the cut value, drawing also the 
error on the efficiency (that you need to calculate): use the class TGraphErrors.  

2. What do you expect for the  distribution of the mis-id background? Draw it, by 
subtracting from the total distribution the signal and that of the non-B background (like 
we did for ). Compare its distribution with that of the signal.  

3. There is a variable K_pid in the tuples that gives the probability of a candidate kaon to 
be a real kaon.  Draw its distribution: compare that of the signal (isSig==1) with that of 
the mis-id background (isSig!=1 && isBkg!=1).   

4. Instead of using DrawNormalized(), scale to 1 the histogram integral using the 
Scale() method of TH1 (check the integral value) and normal Draw() method. 

ϵ = S(selected)/S(total)

M

ΔE

https://root.cern.ch/doc/master/classTGraphErrors.html
https://root.cern.ch/doc/master/classTH1.html#add929909dcb3745f6a52e9ae0860bfbd


Exercises (3rd lesson)
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5. Find a cut value for K_pid, by maximising the , where  and  are 
the signal and mis-id background in the  region .  

6. Apply the full selection to the simulation and data samples (data.root), and 
draw the resulting distributions of  and .  

NB: make sure all numbers and text in plots are well visible, by adjusting size of 
fonts, labels…

S/ S + B S B
ΔE [−60,60] MeV

M ΔE



Exercise 1.
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1. Compute the signal efficiency, , for each cut bkg_killer. 
Draw a graph to show the efficiency as a function of the cut value, drawing also the 
error on the efficiency (that you need to calculate): use the class TGraphErrors. 

ϵ = S(selected)/S(total)

We will take optimiseSelection.C from the lesson and modify it.

https://root.cern.ch/doc/master/classTGraphErrors.html


Breaking down Exercise 1
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TGraphErrors class

https://root.cern.ch/doc/master/classTGraphErrors.html


Breaking down Exercise 1
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Signal only,  
denominator of the efficiency

efficiency calculation

Set the point and the error in the graph



Breaking down Exercise 1
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Draw the result



Breaking down Exercise 1
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The output



The output

Breaking down Exercise 1
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Very small errors, but they are there

Efficiency of the optimal cut



Exercise 2
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2. What do you expect for the  distribution of the mis-id background? Draw it, 
by subtracting from the total distribution the signal and that of the non-B 
background (like we did for ). Compare its distribution with that of the signal. 

M

ΔE

We will take inspectB.C from the lesson and modify it. 

We will take this occasion to revisit Sumw2()



Breaking down Exercise 2
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Breaking down Exercise 2
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IMPORTANT!!!

Not an issue…



Breaking down Exercise 2
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Fill the histograms,  
just for the events 
that pass the cut



Breaking down Exercise 2

33

Fill the histograms,  
just for the events 
that pass the cut

•Let’s inspect just a bin (here 24): print out its content error for all histograms. 
•Make then the operations to obtain the mass histogram for mis-id backgrd.

•Check the result. We expect:  
                         

                          

Nunkn. = Ntot − Nbkg − Nsig

σunkn. = σ2
tot + σ2

bkg + σ2
sig = Ntot + Nbkg + Nsig



Breaking down Exercise 2
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Fill the histograms,  
just for the events 
that pass the cut

•Check the result. We expect:  
 
                         

                          

Nunkn. = Ntot − Nbkg − Nsig

σunkn. = σ2
tot + σ2

bkg + σ2
sig = Ntot + Nbkg + Nsig



Breaking down Exercise 2
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•Let’s take out the command Sumw2()  
 
                         

                          

Nunkn. = Ntot − Nbkg − Nsig

σunkn. = σ2
tot + σ2

bkg + σ2
sig = Ntot + Nbkg + Nsig

WRONG!!!



Breaking down Exercise 2
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Just drawings…



Breaking down Exercise 2
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Just drawings…Total Background

Signal Mis-id (result) 



Breaking down Exercise 2 and 4
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4. Instead of using DrawNormalized(), scale to 1 the histogram integral 
using the Scale() method of TH1 (check the integral value) and normal 
Draw() method. 

Use of scale to 
normalise to unit area

Another common 
operation on histograms

https://root.cern.ch/doc/master/classTH1.html#add929909dcb3745f6a52e9ae0860bfbd


Breaking down Exercise 2 and 4
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Draw the result



Breaking down Exercise 2 and 4
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Draw the result

Let’s inspect this online



Breaking down Exercise 2 and 4
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Zoom in the core of the 
distributions, to check the 
flatness of the ratio.  

To quantify it, we can 
make a fit of the point 
with a constant and see 
the probability of the χ2. 
Here it is (ridiculously) 
high…


