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Previous lesson
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• Accessing the data from a TTree in a ROOT file 

• Inspect the data looking at distributions, make a selection, in 
macros and live (also in 2 dimensions) 

• Making a graph to display data pairs.  

• Manipulating histograms (use of Sum2w(), and treatment of 
bin-content errors). 



What’s this shoulder?

3

?



Background from other B decays
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• bkg_killer is built to suppress events that are not 
. 

• Among  events, there are B decays that are 
not signal, but that can be mis-reconstructed as our signal. 

• For instance a pion in  decays can be  
mis-identified as kaon and be reconstructed as  

• Let’s check in simulation. We have a variable that flag real 
 signal candidates only. 

Υ(4S) → BB

Υ(4S) → BB

B0 → π+π−

B0 → K+π−

B0 → K+π−



Inspect B decays (inspectB.C)
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A class to add legends in plot 
(search the reference class)

All quite standard now

To select only signal



Inspect B decays (inspectB.C)
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IMPORTANT!!!



Inspect B decays (inspectB.C)
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Total Background

Signal



Inspect B decays (inspectB.C)
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We are manipulating the bin contents  
of the histograms here.  

Only with Sumw2() the uncertainty  
on the bin content is properly calculated



The output
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Misidentified background
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• Indeed, this is given by pion-to-kaon misidentification. If you calculate the shift 
in  due to the different pion-kaon mass, you will find about . 

• We can use a variable, built from PID detectors, to suppress this background. 

ΔE +40 MeV

40 MeV



Exercises (3rd lesson)
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1. Compute the signal efficiency, , for each cut bkg_killer. 
Draw a graph to show the efficiency as a function of the cut value, drawing also the 
error on the efficiency (that you need to calculate): use the class TGraphErrors.  

2. What do you expect for the  distribution of the mis-id background? Draw it, by 
subtracting from the total distribution the signal and that of the non-B background (like 
we did for ). Compare its distribution with that of the signal.  

3. There is a variable K_pid in the tuples that gives the probability of a candidate kaon to 
be a real kaon.  Draw its distribution: compare that of the signal (isSig==1) with that of 
the mis-id background (isSig!=1 && isBkg!=1).   

4. Instead of using DrawNormalized(), scale to 1 the histogram integral using the 
Scale() method of TH1 (check the integral value) and normal Draw() method. 

ϵ = S(selected)/S(total)

M

ΔE

https://root.cern.ch/doc/master/classTGraphErrors.html
https://root.cern.ch/doc/master/classTH1.html#add929909dcb3745f6a52e9ae0860bfbd


Exercises (3rd lesson)
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5. Find a cut value for K_pid, by maximising the , where  and  are 
the signal and mis-id background in the  region .  

6. Apply the full selection to the simulation and data samples (data.root), and 
draw the resulting distributions of  and .  

NB: make sure all numbers and text in plots is well visible, by adjusting size of 
fonts, labels…

S/ S + B S B
ΔE [−60,60] MeV

M ΔE



Optimised selection 
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Optimal 
cut



Look at data
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• Our original goal was to measure the signal yield in data. 

• Let’s take a look at data: check out  and  distributions in data.root, after 
the cut bkg_killer>0.92.  

• Put them in a ROOT file. 

M ΔE



Let’s make a fit of our data sample
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• We will fit the  distribution (why?).  

• Of course, we cannot just select only signal as in simulation. 
We can “statistically disentangle” the components that make 
up the observed distribution. We will do a fit to get the 
sample composition.  

• We can model the fit function (probability density function, 
pdf) from simulation, studying each component.  

• Then we will apply our model to fit the data. 

ΔE



A note…
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• Fitting methods are  a very large topic that would require several 
lessons.  

• I’m sure you have some background from the statistic lessons, 
and that you have seen already topics like parameter estimation,  
χ2, likelihood, pdf, and so on… 

• Here we will see very simple fits to histograms (i.e. binned data), 
but that enables us to achieve already some good results.  

• Bear in mind that’s not the full story, at all!  
It’s just the tip of the iceberg…



Model the components using the FitPanel
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Background
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Model the components using the FitPanel

Signal
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Model the components using the FitPanel

Mis-id
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Let’s make the fit of the data

• We have seen the possible function to fit each component  

• In data, we have 10% of the statistic of the simulation:  
we can afford also simpler model.  
We will use just one Gaussian function to model the signal 
and the mis-id component 

• We will build a model that is the sum of the 3 components 

• We will do it in a macro (although we could do it online too!)
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Take fitDeltaE.C

First part pretty standard now…
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Take fitDeltaE.C

First part pretty standard now…
TF1 function

All settings on parameters.  
We fix parameters that  
we know already 
(from physics or simulation)  
to ease the work of the fit. 
The simplest the model,  
the better.

https://root.cern.ch/doc/master/classTF1.html


• It’s all happening here with a very simple line! 

• But plenty of options to do whatever we need… 

• See the method Fit() in the reference guide.  

• Note: Fit() works also for TGraph(Errors).
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Take fitDeltaE.C

https://root.cern.ch/doc/master/classTH1.html#a7e7d34c91d5ebab4fc9bba3ca47dabdd
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Take fitDeltaE.C

Value of the fit function (χ2 here)

Important to check this!
Algorithm used to obtain the results

The fit results



• Can play with parameters, to obtain more information from data 

• Can try also different fit methods, so in the last iteration we ask 
to fit with a binned-likelihood function, instead of the default χ2
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Take fitDeltaE.C



26

Take fitDeltaE.C

2nd fit results,  
releasing the  

sigma for  
the signal 

3rd fit results,  
releasing also  
mis-id mean.  

Use the binned 
likelihood here. 
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Take fitDeltaE.C

Just nice drawing 
of the results…
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Take fitDeltaE.C

Can also save the canvas to a pdf!

Retrieve the information we want: the yield of the components
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We made it!

First part pretty standard now…
 / ndf 2χ  27.49 / 34

Prob   0.7774
  sigN  8.7± 166.5 
 sigσ  0.0009± 0.0156 

 misidN  5.60± 42.66 
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Exercises 

First part pretty standard now…
• Write a macro that fit each single component of the sample 

(signal, mis-id, background).  

• Try to fit also the  distribution of each component 
separately using simulation. Note: the background model is 
not easy, can discard it at the moment.  

• If you were to fit the  distribution in data, do you think you 
can determine both signal and mis-id separately?

M

M


