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Hansol Lee a, Huy Q. Chungb, Yu Zhangc, Jamal Abedid, and Mark Warschauer b

aDepartment of English, Korea Military Academy; bSchool of Education, University of California, Irvine; cResearch &
Evaluation Department, Seattle Public Schools; dSchool of Education, University of California, Davis

ABSTRACT
In the present article, we present a systematical review of previous empiri-
cal studies that conducted formative assessment interventions to improve
student learning. Previous meta-analysis research on the overall effects of
formative assessment on student learning has been conclusive, but little
has been studied on important features of formative assessment interven-
tions and their differential impacts on student learning in the United States’
K-12 education system. Analysis of the identified 126 effect sizes from the
selected 33 studies representing 25 research projects that met the inclusion
criteria (e.g., included a control condition) revealed an overall small-sized
positive effect of formative assessment on student learning (d = .29) with
benefits for mathematics (d = .34), literacy (d = .33), and arts (d = .29).
Further investigation with meta-regression analyses indicated that support-
ing student-initiated self-assessment (d = .61) and providing formal forma-
tive assessment evidence (e.g., written feedback on quizzes; d = .40) via
a medium-cycle length (within or between instructional units; d = .52) were
found to enhance the effectiveness of formative assessments.

In the present study, we systematically reviewed previous formative assessment interventions in the
United States’ K-12 education system to investigate the overall effect of formative assessment on student
learning and to identify features of formative assessment interventions and how they influenced learning
outcomes. Although the definitions of formative assessment are varied (seeWiliam, 2018 for a review), in
her review Brookhart (2018) stated that the different approaches and ideas share the basic concept that
assessment information comes to a student as instructional feedback to facilitate student learning. In this
way, both the teachers and students can benefit from formative assessment such that teachers can make
decisions in their instructions based on students’ achievement (Black & Wiliam, 2009; Ruiz-Primo &
Brookhart, 2018) and students can understand the current status of their learning tomake improvements
(Hattie & Timperley, 2007; Sadler, 1989). For this reason, formative assessment is thus believed to have
overall positive effects on student achievement and there have been several meta-analytic efforts to
quantify its effectiveness (Black & Wiliam, 1998; Graham, Hebert, & Harris, 2015; Kingston & Nash,
2011; Klute, Apthorp, Harlacher, & Reale, 2017). As an extension of such an effort, we conducted a meta-
analysis using multilevel regression modeling to yield more accurate descriptive and inferential estimates
than previous traditional meta-analytic studies. In this way, we could offer evidence-based suggestions
for implementing successful formative assessment strategies in classrooms.

1. Background

According to recent reviews of formative assessment (Brookhart, 2018; Wiliam, 2018), feedback is
believed to be at the heart of how formative assessment can be effective in improving student
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learning as the ultimate outcome. Since the term “feedback” was first used in the field of psychology
and education in the mid-20th century (e.g., Gagné, 1954; Jenkins, 1948; Roseborough, 1953; Wilson,
High, & Beem, 1954), its effectiveness has been assessed from a few different perspectives. For
example, Kluger and DeNisi's (1996) historical review identified that most of the studies about
instructional feedback conducted in the twentieth century (i.e., from 1905 to 1995) were based on
behaviorist and associationist views of learning and had overall small effects on student learning
(d = .41). In other words, according to Wiliam (2018) the early studies were limited to perceiving
feedback as mere rewards and punishments to increase or decrease learning (see Thorndike, 1927 for
the law of effect from a behaviorist view).

By the late-20th century, the conception of feedback changed along with the cognitive and
constructivist view of learning (Brookhart, 2018), where learners are posited as subjects of their
learning, and meaning construction (Adie, Willis, & Van der Kleij, 2018). At around this turning
point, as Black and Wiliam (2006) suggested, feedback began to be conceived as an integral part of
learning processes because feedback on student work reflects information about students’ perfor-
mance or understanding (see also Hattie & Timperley, 2007). Along the same lines, the use of
assessment to elicit evidence of learning and to provide feedback that moves students’ learning
forward (i.e., assessment for learning, or formative assessment; see Bennett, 2011) began to appear
(Wiliam, 2018).

According to the formative assessment framework presented by Wiliam (2010) based on pre-
viously suggested principles of assessment (Broadfoot et al., 2002) and definitions of feedback
(Ramaprasad, 1983), the key aspects of formative assessment include the following three processes
in learning: (1) making goals, (2) making progress toward the goals, and (3) making better progress.
To facilitate these processes, he further suggested several formative assessment strategies not only for
teachers but also for both learners and their peers (e.g., student-initiated self-assessment; Andrade &
Valtcheva, 2009), to increase the important roles they play in feedback (Brookhart, 2018), thus
reflecting the cognitive and constructivist view of learning. Moreover, Clark’s (2012) extensive
review of 199 sources on assessment, learning, and motivation revealed that teacher feedback
based on evidence of learning coming from formative assessment helps to unveil learning processes,
thus promoting not only students’ self-assessment skills but also their self-regulated learning (SRL),
both of which lead to improving their understanding and performance (Andrade, 2010; Andrade &
Brookhart, 2016). Overall, over the past decade, there has been a shift in the focus of formative
assessment work from the teacher to the learner.

We think that previous meta-analysis research could not fully resolve Wiliam’s (2010) concerns
about a meta-analysis on formative assessment in general, namely that (1) statistical measures are
needed to control for differences across studies when aggregating outcomes from different studies
and (2) researchers’ attention needs to be shifted toward designs of effective formative assessment in
learning environments. Moreover, in the conclusion of her review, Brookhart (2018) raised
a concern that formative assessment practices in the field may not follow the changing view about
the role of learners in formative assessment, based on empirical evidence (e.g., Boud & Molloy, 2013;
Ruiz-Primo & Brookhart, 2018). We found that these concerns were not thoroughly addressed in
previous meta-analysis research and thus conducted the present study to address this limitation. In
the following section, we analyzed the most recent three meta-analysis studies (i.e., Graham et al.,
2015; Kingston & Nash, 2011; Klute et al., 2017) to verify our interpretation.

In brief, it was clear that the previous meta-analysis research found consistent positive effects of
formative assessment on student learning. First, Kingston and Nash (2011) analyzed 13 studies and
reported a small-sized average impact (d = .20). Moreover, they found that the average impact varied
by subject, such as mathematics (d = .17), English language arts (d = .32), and science (d = .09).
Second, focusing on formative writing assessments, Graham et al. (2015) collected 27 studies that
involved feedback (not necessarily part of formative assessment) and computed a medium-sized
overall impact (d = .61). Moreover, they identified that feedback from adults (d = .87), peers
(d = .58), the self (d = .62), and computers (d = .38) provided different magnitudes of impact on
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the learners’ writing quality. Lastly, Klute et al. (2017) identified 30 effect sizes from 19 eligible
studies for their meta-analysis and revealed an overall positive effect of formative assessment
(d = .26). Further, they found that the effectiveness varied by subject area, such as mathematics
(d = .36), reading (d = .22), and writing (d = .21).

To address the concerns raised by Wiliam (2010) about aggregating existing differences across
studies, Kingston and Nash (2011) computed effect sizes by different subject areas (i.e., mathe-
matics, English language arts, and science), Graham et al. (2015) only focused on one subject (i.e.,
English writing), and Klute et al. (2017) calculated mean effect sizes by subject areas (i.e., math,
reading, writing, spelling, and composition). Except for Graham et al.’s (2015) study where
a meta-regression was additionally conducted to determine how the quality of studies, grade
level, and feedback structure influenced the overall average effect size estimates, the other studies
did not go further to control for differences across studies as Wiliam (2010) had suggested.
Regarding the concern about the changed role of learners in formative assessment, although
Kingston and Nash (2011) and Klute et al. (2017) included additional analyses of moderators
(e.g., grade levels and five treatment types in Kingston & Nash, 2011; two intervention types in
Klute et al., 2017), they were not able to statistically compare differences across the values of
moderators (i.e., features of formative assessment interventions), limiting their interpretations of
their findings. Overall, we found that delving into design features of formative assessment
interventions that may influence their effectiveness and assessing indications of the paradigm
shift from the teacher to the learner in formative assessment practices, in terms of the source of
the feedback, would be an important addition to the previous literature.

2. Present Study

We conducted a meta-analysis with a multilevel modeling approach to ensure higher accuracy in
synthesizing the overall and differential effects of formative assessment on student learning. The
rationale behind our use of such an approach is to statistically accommodate differences and
similarities across the included studies. For example, we found that there were studies that stemmed
from the same research projects (e.g., Chen & Andrade, 2018, Chen, Lui, Andrade, Valle, & Mir,
2017; Valle, 2015 came from the Arts Achieve project supported by the New York City Department
of Education), and there were studies that had sub-samples and multiple measurements that require
separate effect size calculations. Thus, our calculated effect sizes were nested in studies coming from
different research projects, making the data set multilevel (i.e., level 1: effect sizes; level 2: studies;
and level 3: projects). In this way, we could code various features of formative assessment interven-
tions along with computing the effectiveness without losing statistical power to take their nested data
structures into consideration. Further, by using a multilevel regression analysis for effect sizes via
hierarchical linear modeling for moderator estimation (i.e., meta-regression), we could not only
systematically synthesize the overall impact of formative assessment on student learning, but also
investigate features of formative assessment interventions and their differential roles to enhance the
effectiveness of formative assessment. In doing so, we believe that the present study will provide the
cumulative evidence of positive effects of formative assessment on student learning and contribute to
further understanding of features of formative assessment practices that improve student learning.
The following are the two research questions that guide these research goals. In what follows we
describe the methods we adopted and utilized in order to answer the research questions. The
findings and implications are further discussed.

(1) What is the impact of formative assessment on student learning?
(2) What are the features of formative assessment and how do they differentially influence the

effectiveness of the formative assessment processes?
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3. Methods

To perform a meta-analysis, we went through multiple steps to locate, include/exclude, evaluate,
and analyze previous formative assessment interventions. This section describes the methods
used in the current study, including the literature search, inclusion/exclusion criteria, effect size
(ES, henceforth) calculation, and coding schemes for the meta-analysis, and the data analysis
plan.

3.1. Literature Search

To locate previous literature (up to June 2018) in the literature review process more objectively than
just selecting prominent or frequently cited studies, we conducted keyword searches (i.e., either
formative, formative assessment, formative evaluation, or formative test) in the main databases, such
as Google Scholar, ProQuest Databases (i.e., ERIC, Dissertations & Theses A&I: Social Sciences, and
PsycINFO), and Web of Science. In order to narrow down the search results more precisely, we
specified filters when possible for each database, such as language (English), publication date,
location (US), subject (excluded non-related topics; e.g., higher education, community college
education, religion, etc.), and index terms (excluded non-related keywords; e.g., climate change,
parenting, bullying, etc.). Moreover, we checked the related major journals in the field of education
and assessment. In addition, the reference lists of the identified studies as well as the previously
introduced three meta-analysis studies (i.e., Graham et al., 2015; Kingston & Nash, 2011; Klute et al.,
2017) were further reviewed as part of this effort.

3.2. Inclusion Criteria

Studies had to meet the following six inclusion criteria: The study (1) was designed to implement
a formative assessment intervention, (2) was a true experiment (with a random assignment
procedure) or a quasi-experimental study (with a statistical adjustment to check baseline
differences) including a control condition, (3) focused on improving student learning, (4) was
presented in English, (5) involved students who were in grades kindergarten through 12 in the
United States, and (6) included necessary statistics to compute ESs. Figure 1 illustrates the
PRISMA flow chart describing how we identified, screened, analyzed, and included studies in
our meta-analysis. First, we identified 3,730 records through database searching and 57 studies
included in previous meta-analysis research or identified via manual searches. After removing
duplicates, we found a total of 3,541 records. Second, during the screening phase we reviewed
titles and abstracts and were able to exclude 3,432 records that were not relevant to the main
topic. Third, we found that 109 studies were eligible for a full-scale review, of which 76 articles
were excluded for the following reasons: (1) 32 studies were not designed to implement
formative assessment interventions (studies that provided feedback without formative assess-
ments were excluded); (2) 6 studies did not focus on student achievement; (3) 13 studies were
conducted in countries other than the United States; (4) 13 studies were neither experiments nor
quasi-experiments; (5) 9 studies did not have comparable control groups; and (6) 3 studies did
not have necessary statistics to compute ESs for intervention impacts. In conclusion, only 33
studies remained and were included in our meta-analysis.

We then analyzed the selected 33 studies to compute ESs to investigate the effectiveness of
formative assessment and code variables to understand the features of formative assessment
interventions. During this phase, we found that some studies came from the same research
projects, such as Criteria-Reference formative assessment in Arts Achieve (Chen & Andrade,
2018; Chen et al., 2017; Valle, 2015), Classroom Assessment for Student Learning (CASL)
program (Randel, Apthorp, Beesley, Clark, & Wang, 2016; Randel et al., 2011),
POWERSOURCE© formative assessment (Phelan et al., 2012; Phelan, Choi, Vendlinski,
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Baker, & Herman, 2011), Dynamic Indicators of Basic Early Literacy Skills (DIBELS) assess-
ment (Brookhart, Moss, & Long, 2008; Iannuccilli, 2003), Foundational Approaches in Science
Teaching (FAST) curriculum I (Tomita, 2008; Yin, 2005), and the 6 + 1 Trait Writing Model
(Adler, 1998; Coe, Hanita, Nishioka, & Smiley, 2011; Kozlow & Bellamy, 2004). Table 1
represents the list of studies included in the current meta-analysis.

Furthermore, we found that some studies had multiple independent groups of participants
(e.g., Brookhart et al., 2008; Koedinger, McLaughlin, & Heffernan, 2010; Kozlow & Bellamy,
2004; LaVenia, 2016; Tomita, 2008; Valle, 2015; Ysseldyke & Tardrew, 2007), and the majority of
the collected studies had multiple assessments (e.g., different subjects, different measurements).
For these reasons, a study could have more than one ES, and we were able to compute a total of
126 ESs from the 33 studies. Thus, our data set consists of 126 ESs from 33 studies representing
25 research projects, as shown in Table 1, making its structure multilevel (i.e., three levels).

3.3. Effect Size Calculation

We used unbiased d (also known as Hedges’ g) for the ES calculation to measure the standar-
dized mean differences between formative assessment treated and non-treated groups. Based on
the most frequently used Cohen’s d ES calculation, unbiased d is computed by multiplying
a correction factor (J) to eliminate the upward bias in Cohen’s d estimates particularly for small

Figure 1. PRISMA flow chart (adapted from Moher, Liberati, Tetzlaff, Altman, & PRISMA Group, 2009).
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sample sizes (e.g., n < 50; see Hedges & Olkin, 1985). The equations for the ES calculation are
shown below.

ESn ¼ JCorrection Factor � Meantreated �Meancontrolffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nT�1ð ÞSD2

treatedþ nC�1ð ÞSD2
control

ntreatedþncontrol�2

h ir

SEn ¼ JCorrection Factor �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
ntreated

þ 1
ncontrol

þ Cohen0sd2

2� ðntreated þ ncontrolÞ

s

JCorrection Factor ¼ 1� 3
4� ntreated þ ncontrol � 2ð Þ � 1f g

Table 1. List of studies included in the meta-analysis.

Included study Search source
Number of

ESs Subject Project

Adler (1998) Graham et al. (2015) 4 Literacy The 6 + 1 Trait Writing
Model

Coe et al. (2011) Graham et al. (2015) 7 Literacy The 6 + 1 Trait Writing
Model

Kozlow and Bellamy (2004) Graham et al. (2015) 4 Literacy The 6 + 1 Trait Writing
Model

Andrade et al. (2010) Manual search 1 Literacy
Benson (1979) Graham et al. (2015) 1 Literacy
Bond and Ellis (2013) Klute et al. (2017) 2 Mathematics
Brookhart et al. (2008) Kingston and Nash

(2011)
2 Literacy DIBELS

Iannuccilli (2003) Klute et al. (2017) 1 Literacy DIBELS
Butler (2014) ProQuest 4 Mathematics
Chen and Andrade (2018) Manual search 3 Arts Criteria-Reference FA in Arts

Achieve
Chen et al. (2017) ProQuest 1 Arts Criteria-Reference FA in Arts

Achieve
Valle (2015) ProQuest 8 Arts Criteria-Reference FA in Arts

Achieve
DeWeese (2012) ERIC 1 Mathematics
Fox (2013) ERIC 3 Literacy
Franzke, Kintsch, Caccamise, Johnson, and
Dooley (2005)

Graham et al. (2015) 12 Literacy

Irving et al. (2016) ERIC 5 Mathematics
Koedinger et al. (2010) Kingston and Nash

(2011)
2 Mathematics

LaVenia (2016) ProQuest 2 Mathematics
Manuel (2015) PsycINFO 1 Mathematics
McCurdy and Shapiro (1992) Klute et al. (2017) 6 Literacy
Meyen and Greer (2010) Manual search 6 Mathematics
Null (1990) Klute et al. (2017) 2 Literacy
Phelan et al. (2011) ERIC 1 Mathematics POWERSOURCE© FA
Phelan et al. (2012) ERIC 7 Mathematics POWERSOURCE© FA
Randel et al. (2011) ERIC 1 Mathematics CASL Program
Randel et al. (2016) ERIC 1 Mathematics CASL Program
Tomita (2008) Kingston and Nash

(2011)
10 Science FAST curriculum I

Yin (2005) Kingston and Nash
(2011)

4 Science FAST curriculum I

Tuominen (2008) Kingston and Nash
(2011)

5 Mathematics

VanEvera (2003) Kingston and Nash
(2011)

2 Science

Witmer et al. (2014) ERIC 3 Literacy
Yin, Tomita, and Shavelson (2014) ERIC 2 Science
Ysseldyke and Tardrew (2007) Klute et al. (2017) 12 Mathematics
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3.4. Coding Scheme

To build a data set for our meta-analysis, we developed the following coding scheme. First, based on
Bennett’s (2011) idea of formative assessment components and McMillan, Venable, and Varier's
(2013) suggested formative assessment characteristics, we identified 15 variables regarding features
of formative assessment interventions. In addition, we followed a study review protocol suggested by
What Works Clearinghouse Procedures and Standards Handbook, Version 4.0 (What Works
Clearinghouse, 2017) about the standards and procedures of experiments. With students’ learning
outcome as the dependent variable, a total of six variables regarding features of formative assessment
interventions as well as two variables regarding contextual factors emerged from our collected data
for the coding scheme, as shown in Table 2.

With respect to the features of formative assessment interventions, first, we coded the main
sources of the formative assessment feedback (either by helping the teacher to implement formative
assessment practices or aiding students to formally assess themselves, or mixed; see Andrade, 2010).
In particular, 43 ESs (34%) came from interventions that focused on teachers’ formative assessment
practices, 29 ESs (23%) came from interventions that focused on student-initiated formative assess-
ments, and the remaining 54 ESs (43%) came from interventions that had both teachers and students
as their main source for formative assessment feedback.

Second, we coded the level of formality of formative assessment evidence as formal (e.g., written
feedback on quizzes), informal (e.g., oral comments on student’s class work), or mixed (see
Brookhart, 2018). We found that a majority of ESs (93; 74%) came from interventions that used
both formal and informal formative assessment evidence, while only 14 ESs (11%) and 19 ESs (15%)
came from interventions that used either formal or informal formative assessment evidence,
respectively.

Third, we coded cycle lengths of formative assessment feedback (either within and between
instructional units – medium-cycle – or within and between lessons – short-cycle; see Wiliam,
2010). A majority (108 ESs; 86%) came from interventions that provided formative assessment
feedback within and between lessons (short-cycle length) while only nine ESs (7%) came from
studies that provided formative assessment feedback within and between instructional units (med-
ium-cycle length).

Table 2. Coding scheme and descriptive statistics of variables.

Features of formative assessment

Descriptive statistics

# of ESs # of Studies # of Projects

Source of FA feedback (1) Teacher FA practice 43 13 9
(2) Student-initiated self-assessment 29 7 7
(3) Mixed 54 13 11

Formality of FA evidence (1) Formal FA evidence (e.g., written feedback) 14 6 5
(2) Informal FA evidence (e.g., oral feedback) 19 3 2
(3) Mixed 93 24 18

Cycle length of FA feedback (1) Medium-cycle length 9 3 3
(2) Short-cycle length 108 26 19
(3) Not defined 9 4 3

Professional development (1) No PD 26 9 9
(2) One-time PD 50 12 10
(3) On-going supports 50 13 10

Computer (1) Paper-based 85 26 18
(2) Computer-based 41 7 7

Instructional adjustment (1) No adjustment 23 7 7
(2) Planned adjustment 26 3 2
(3) Unplanned adjustment 16 3 2
(4) Mixed 61 21 16

School (1) K-6 60 19 14
(2) 7–12 66 16 13

Classroom (1) Regular classroom 111 30 23
(2) Special education classroom 15 4 4
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Fourth, we coded the inclusion of professional development (PD), and three values were identi-
fied: no PD, one-time training, and ongoing support. We found that 26 ESs (21%) came from
interventions with no PD, 50 ESs (40%) had one-time training, and another 50 ESs (40%) were from
programs that provided ongoing professional development.

Fifth, we coded whether the treatment was paper-based or computer-based. We found that 85 ESs
(67%) came from paper-based formative assessment interventions and 41 ESs (33%) came from
computer-based formative assessment interventions.

Sixth, we coded if teachers made instructional adjustments after formative assessment results were
reviewed. Four values emerged: no instructional adjustment, planned instructional adjustment,
unplanned instructional adjustment, and mixed, based on 23 ESs (18%), 26 ESs (21%), 16 ESs
(13%), and 61 ESs (48%), respectively.

Last, in regard to contextual factors, we identified and coded the school and classroom variables.
A total of 60 ESs (48%) were based on formative assessment interventions conducted in K-6
(elementary school) classrooms, while 66 ESs (52%) were in grades 7–12 (middle and high school)
classrooms. In terms of types of classrooms for formative assessment interventions, we found that
111 ESs (88%) came from interventions conducted in regular classrooms and 15 ESs (12%) in special
education classrooms.

3.5. Publication Bias

After the ES calculations, we examined if there was publication bias among the ESs we computed.
Given that studies with non-significant findings and small ESs are unlikely to be published in peer-
reviewed journals, collecting, and analyzing published studies may yield a biased estimate of an
overall treatment effect (see Egger, Smith, Schneider, & Minder, 1997). In general, Egger’s test is
widely used to statistically check publication bias by testing whether an intercept in a regression line
of standardized ES estimate (ES/its standard error) on precision (1/standard error of ES) is different
from zero. The results of the test revealed that the bias intercept was 1.57 (SE = .32, p > .05), and it
was different from zero according to its 95% confidence interval [.94 ~ 2.20], indicating a possible
publication bias in our ES calculation. For this reason, we then used a trim-and-fill approach to
handle possible publication bias (Duval & Tweedie, 2000). This method removes studies that cause
asymmetry and fills in hypothetical studies to re-estimate ESs. However, the results of this approach
showed that no trimming was performed, and the data were unchanged, meaning that the afore-
mentioned possible publication bias could be negligible.

3.6. Data Analysis

We used multilevel modeling to compute overall average ES and to conduct moderator analyses to
answer the research questions. Because the data set we built for the meta-analysis has a hierarchical
structure, such that each ES (level 1) is nested in a unique sample (level 2), which is nested in
a research project (level 3), we used a multilevel regression modeling approach. First, we computed
multiple ESs for a study, and these ESs were not independent from each other. A multilevel
regression analysis retains the cluster membership of each ES by distinguishing different levels of
variance components (see Lee, Warschauer, & Lee, 2019 for rationales for a multi-level meta-analysis
model), while an ordinary least squares (OLS) regression analysis treats each ES as an independent
observation without taking into consideration our nested design. Moreover, by recognizing the
membership of ESs this approach allows us to compute more accurate estimates with our data set
where multiple studies came from the same research project. In other words, reporting more ESs (or
samples) will not contribute more to the estimation of the average ES (see Van den Noortgate,
López-López, Marín-Martínez, & Sánchez-Meca, 2013 for rationales for a three-level meta-analysis
model).
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What makes a multilevel meta-analysis different from regular multilevel modeling is that we
already computed sampling errors of the dependent variable (i.e., standard errors of the ESs). For
this reason, we included them into the multilevel regression analysis instead of estimating level 1
variance, and this is called a variance-known model (see Lee et al., 2019). We used STATA 14 and its
command meglm to accommodate this unique version of multilevel regression analysis, according to
the theoretical suggestion of Hox, Moerbeek, and van de Schoot (2010) and practical guidance of Lee
et al. (2019), and the results were replicated in HLM 7.

For the first research question, the following equation was used

Effect sizeijk¼ γ000þ r0jk þ u00k (1)

where Effect sizeijk is a computed ES i among multiple ESs in sample j coming from research
project k, γ000 is the weighted mean, r0jk is the level 2 variance, and u00 k is the level 3 variance. In the
equation, the level 1 variance is omitted because it is replaced by the variance of ESs. Similarly, to
answer the second research question, we first identified moderator variables during the coding
process and used the following Equation (2) to compute average ESs for each moderator:

Effect sizeijk ¼ γ000 þ γ100 �Moderator variableijk þ r0jk þ u00k (2)

where γ000 + γ100 is the weighted mean of the moderator variable included in the equation. As
a result, the adjusted means of each variable as well as the contrasts between these values are
reported; therefore, the values should be interpreted after keeping other variables at their averages
(or holding others constant).

4. Results

4.1. RQ #1. Impact of Formative Assessment on Student Learning

After collecting, analyzing, and coding formative assessment interventions, we generated a total
of 126 ESs from 33 studies, which came from 25 research projects. Table 3 represents the mean
ES estimation, including the mean ES estimates and there standard errors. As a result, for the
first research question, we found an overall small-sized ES across all the studies (d = .29,
p < .001).

For each subject area, we calculated 46 ESs (37%) from interventions focused on literacy (12
studies, 9 projects), 50 ESs (40%) from mathematics (14 studies, 12 projects), 18 ESs (14%) from
science (4 studies, 3 projects), and 12 ESs (9%) from arts (3 studies, 1 project). Their mean ES
indicated that the average impact of formative assessment interventions varied by subject: literacy
(d = .33, p < .001), mathematics (d = .34, p < .001), science (d = .13, p < .001), and arts (d = .29,
p < .001). In particular, we found that science had a relatively lower average ES (i.e., marginal size;
d < .20), and a similar issue has been previously identified by Kingston and Nash (2011), who
conjectured that science (and math in their case) tasks could be cognitively more complex than other
tasks.

Table 3. Mean effect size estimation.

Estimation # of ESs # of Studies # of Projects Mean ES SE

Overall 126 33 25 .29*** (.05)
Literacy 46 12 9 .33*** (.08)
Mathematics 50 14 12 .34*** (.09)
Science 18 4 3 .13*** (.00)
Arts 12 3 1 .29*** (.08)

*** p < .001
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4.2. RQ #2. Features of Formative Assessment and Their Differential Impacts

To answer the second research question, Table 4 describes the predicted means of moderator
variables, representing their differential impacts on student learning after controlling for other
features of formative assessment interventions. Also, the contrast results from multiple regression
analyses are reported, which statistically compared the predicted means between different categorical
values of each moderator variable.

First, we examined the source of formative assessment feedback variable. The results from meta-
regression showed that when other features of formative assessment interventions are equal, inter-
ventions focusing on supporting students’ self-assessment as part of formative assessment had an
average ES of .61 (p < .001), while improving teachers’ formative assessment practices as the focus
had an average ES of .18 (p < .05). For the interventions that focused on both the teacher and student
as the main source of the feedback had an average ES of .13 (p > .05). Moreover, the positive impact
of providing student-initiated formative assessments was significantly higher (p < .05) than the two
other categories, whose effectiveness were similar with each other (p > .05). Perhaps formative
assessment interventions that particularly focused on supporting student-initiated self-assessment
were more directly related to promoting learners’ active role in feedback than other formative
assessment intervention types.

Second, with respect to the formality of formative assessment evidence, we found predicted mean
ESs of .40 (p < .01) and .18 (p > .05), for providing formal formative assessment evidence and
informal formative assessment evidence, respectively. Interventions that provided both formal and
informal formative assessment evidence and those that did not report related information had an
average ES of .26 (p < .001).

Third, we identified different cycle lengths of formative assessment feedback, such as medium- and
short-cycle length. The predicted mean ESs of .52 (p < .001) and .24 (p < .001) were calculated for
medium- and short-cycle length, respectively. The interventions that did not report related informa-
tion had an average ES of .24 (p > .05).

Table 4. Analyses of moderator variables (Meta-regression).

Moderator variables Predicted mean SE Difference

Source of FA feedback (1) Teacher FA practice 0.18* (0.09) (2) > (1) ≈ (3)
(2) Student-initiated self-assessment 0.61*** (0.16)
(3) Mixed 0.13 (0.08)

Formality of FA evidence (1) Formal FA evidence 0.40** (0.13) No difference
(2) Informal FA evidence 0.18 (0.20)
(3) Mixed 0.26*** (0.05)

Cycle length of FA feedback (1) Medium-cycle length 0.52*** (0.15) No difference
(2) Short-cycle length 0.24*** (0.04)
(3) Not defined 0.24 (0.19)

Professional development (1) No PD 0.18 (0.11) No difference
(2) One-time PD 0.27*** (0.07)
(3) On-going supports 0.30*** (0.07)

Computer (1) Paper-based 0.29*** (0.06) No difference
(2) Computer-based 0.21* (0.10)

Instructional adjustment (1) No adjustment 0.16 (0.18) No difference
(2) Planned adjustment 0.35* (0.16)
(3) Unplanned adjustment 0.15 (0.13)
(4) Mixed 0.29*** (0.06)

School (1) K-6 0.29*** (0.05) No difference
(2) 7–12 0.23*** (0.06)

Classroom (1) Regular classroom 0.25*** (0.04) No difference
(2) Special education classroom 0.35** (0.12)

Values in light gray and dark gay are small and medium effect sizes, respectively; this only applies to statistically
significant values.

* p < .05, ** p < .01, *** p < .001.
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Fourth, in regard to professional development for formative assessment, three values were coded.
The predicted mean ESs indicated that after controlling for other features of formative assessment,
providing ongoing teacher training support (d = .30, p < .001) could be the most effective way to
enhance the effectiveness of formative assessment, and providing one-time PD (d = .27, p < .001)
could be more effective than not providing PD (d = .18, p > .05), though the ES differences were not
statistically significant.

Fifth, whether formative assessment interventions were paper-based or computer-based was exam-
ined. The predicted mean ESs indicated similar sizes of intervention impact across the categories:
mean ESs of .29 (p < .001) and .21 (p < .05) for paper-based and computer-based formative
assessment interventions, respectively.

Sixth, the instructional adjustment for formative assessment was coded with four categories: no
instructional adjustment, planned instructional adjustment, unplanned instructional adjustment, and
mixed. The results indicated that only formative assessment interventions with the planned instruc-
tional adjustment component (i.e., the planned instructional adjustment and mixed categories) were
effective in promoting student learning outcomes after keeping other features of formative assess-
ment constant. That is, the planned instructional adjustment and mixed categories had ESs of .35
(p < .05) and .29 (p < .001), respectively, while the no instructional adjustment and unplanned
instructional adjustment categories had marginal ESs (d = .16 & .15, respectively; p > .05).

Last, in regard to contextual factors, we identified and coded the school and classroom variables.
The predicted mean ESs showed that there were small-sized intervention impacts (.23 ≤ d ≤ .35)
across elementary and middle/high schools and across regular and special classrooms. In regards to
classroom types, we could not find any supporting evidence of one of the widespread beliefs that
formative assessment interventions might be more successful for students with lower achievement or
special needs (e.g., Fuchs & Fuchs, 1986).

5. Discussion

In the present meta-analysis, we calculated a total of 126 ESs from 33 studies (coming from 25
projects) and found an overall mean ES of .29 (SE = .05, p < .001) with slightly different means for
each subject category, such as mathematics, arts, literacy, and science, extending previous findings
from meta-analyses (Graham et al., 2015; Kingston & Nash, 2011; Klute et al., 2017) and the critiques
about how to define formative assessment components articulated in Bennett (2011). Furthermore,
the key findings from our meta-analysis provide a more nuanced picture of the impact of formative
assessments on student learning by considering important features of these interventions, such as the
main sources of formative assessment feedback, the formality of formative assessment evidence, the
cycle lengths of formative assessment feedback, the professional development provided to teachers,
and the instructional adjustments made after data were reviewed. Based on the findings, we believe
the present study significantly contributes to extending our understanding of how to effectively
operationalize formative assessment practices to improve student learning in US K-12 education. In
this section, we discuss our two key findings, such as (1) student-initiated self-assessment as part of
formative assessment and (2) implementation of effective formative assessment practices. Our
discussions of the limitations of the present study and future suggestions follow.

5.1. Student-Initiated Self-Assessment in Formative Assessment

We believe that the most important finding of the present meta-analysis is related to the main
sources of formative assessment feedback. Above all, results indicated that formative assessment
interventions were most effective when focused on providing student-initiated formative assessments
(i.e., medium-sized impact; d = .61). As the only significant contrast from the meta-regression
analysis for moderator variables, the impact of such an approach was statistically larger than the
interventions designed to promote teachers’ formative assessment practices.
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What makes this finding so important is that it is empirical evidence supporting the cognitive and
constructivist view of learning for formative assessment, where the learners’ active role is considered
essential to successful formative assessment (Andrade & Brookhart, 2019; Brookhart, 2018; Clark,
2012; Wiliam, 2018). For example, “understanding learning intentions and criteria for success” and
“activating students as the owners of their own learning” (p. 63) are two of the five key strategies for
effective formative assessment proposed by Wiliam and Thompson (2008), which are the roles of the
learners in the three processes of formative assessment: (1) what are the goals (where the learner is
going); (2) what progress is being made toward the goal (where the learner is right now); and (3)
how to make better progress (how to get there; adapted from Wiliam, 2010; Wiliam & Thompson,
2008). In other words, as Andrade and Brookhart (2016), Clark (2012), and Butler and Winne (1995)
suggested, feedback based on formative assessment evidence offered to the learner may lead to their
self-regulated learning, which would be a complementary process to self-assessment in improving
their learning outcomes.

For example, in Bond and Ellis (2013) study, where students in the treatment condition (n = 46)
were taught a formative self-assessment strategy to help themselves to delve deeper into their
thinking about their current learning (see Shepard, 2008), they found that the four-week-long
intervention had a significant positive effect on students’ mathematics achievement. Their idea
was that focusing on students themselves may help them to gauge “a sense of their progress”
(Bond & Ellis, 2013, p. 227), which corresponds to the aforementioned two key strategies for
formative assessment presented by Wiliam and Thompson (2008). Similarly, in the context of
middle-school English writing, Andrade, Du, and Mycek (2010) confirmed the positive effect of
providing students with rubrics as self-assessment tools along with reading a model essay and
generating criteria on effective writing. Based on the cognitive and constructivist view of learning
for formative assessment (Black & Wiliam, 1998; Brookhart, 2018; Stiggins, 2001), Andrade et al.
concluded that student-centered approach to formative assessment may help students to be active in
understanding the quality of their writing and developing their writing skills.

Likewise, our findings indicated that when the learner is active in their own learning the
effectiveness of formative assessment interventions was further enhanced (Andrade & Valtcheva,
2009). Further, we believe this finding indicates the need for more processes that encourage students
to take a more proactive role in their own learning progressions, which is in line with the recent
paradigm shift in education from teacher-centered to student-centered instruction (Kaufman, 2004).
On a side note, we found evidence that Brookhart’s (2018) concern about a possible persistence of
behaviorist and associationist views of learning in instructional practices in the field was not without
basis, provided that only seven studies (21%) out of 33 studies included in the meta-analysis focused
on student-initiated formative assessments.

5.2. Implementation of Effective Formative Assessment Practices

Another important finding of the present study is that we provided evidence-based implications for
implementing effective formative assessment practices. The formative assessment process has been
considered as an effective way to help learners develop targeted skills, standards, and outcomes
when harnessed appropriately and with the right contextual conditions (e.g., Heritage, 2010; Moss
& Brookhart, 2009; Popham, 2008; Wiliam, 2011). As learning from teaching (Hiebert, Morris,
Berk, & Jansen, 2007) is an iterative process of constantly monitoring learning goals (e.g., Daro,
Mosher, & Corcoran, 2011; McManus, 2008; Popham, 2007, 2008; Stylianides & Stylianides, 2007),
collecting evidence of learning, analyzing teaching and learning from said evidence (e.g., Hattie &
Timperley, 2007; Heritage, 2010; Sadler, 1989, 1998; Shute, 2007), and making decisions based on
this analysis (e.g., Popham, 2008), so to is the process of effective formative assessment in the
classroom.

Along these lines, the findings from our meta-regression represented a dynamic interaction of the
identified features of formative assessment interventions to promote student learning, in addition to
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supporting student-initiated self-assessment as part of formative assessment, which was addressed in
the previous section. For example, we found that providing formal formative assessment feedback,
such as written feedback on quizzes (e.g., DeWeese, 2012; Phelan et al., 2011, 2012), within and
between instructional units (medium-cycle length; e.g., Butler, 2014; Witmer, Duke, Billman, &
Betts, 2014), would be more effective than just providing informal feedback, such as oral feedback on
classroom work (e.g., Tomita, 2008; Tuominen, 2008; Yin, 2005), within and between lessons (short-
cycle length; e.g., Coe et al., 2011; Fox, 2013; Kozlow & Bellamy, 2004). In particular, for instruc-
tional adjustment, educators are encouraged to adjust their instruction in light of the assessment
evidence, and this should be carefully planned ahead of their teaching (e.g., Tomita, 2008; Yin, 2005;
Ysseldyke & Tardrew, 2007). Further, the findings suggest that researchers and policymakers should
be aware that providing the necessary professional development and ongoing support for formative
assessment is crucial to its success, provided that considerable knowledge of implementing formative
assessment practices effectively in their classrooms is needed for teachers (Bennett, 2011).

5.3. Limitations and Future Directions

The present study is not without limitations that should be addressed in future studies. In order to
resolve the previous concerns about aggregating different outcome measures from different disci-
plines, we computed multiple ESs for a study and used multilevel modeling to accommodate the
complex structure of our data set. By using a meta-regression, we could control for various
intervention and contextual features of formative assessment to compute average ESs for each
moderator variable. However, we could not explain why the formative assessment interventions in
science had a lower average ES than other disciplines. Kingston and Nash (2011) presumed that it
may lie in the nature of content areas, similar to Wiliam’s (2018) concern that outcomes in different
subjects may vary in their sensitivity to the effects of formative assessment interventions. Another
potential explanation is found in Yin (2005), where a formative assessment intervention examined if
the formative assessment can improve students’ achievement and lead to conceptual change in
science. Results indicated non-significant effects of the intervention, and Yin hinted that the quality
of implementation (also known as fidelity) could be a possible reason. In other words, for disciplines
where a cognitive approach (e.g., restructuring or reorganizing existing knowledge) is a research
goal, formative assessment interventions may not be as impactful as we assumed, if the fidelity of
implementation is not ensured. Still, we could not find any supporting evidence, so future studies are
encouraged to resolve this issue. In line with the same concern, Wiliam (2018) suggested that
learning outcomes can be distinguished between performance and learning to mitigate the sensitivity
issue. We agree that this is a very important factor which will offer meaningful research and
pedagogical implications. Nevertheless, we could not follow this suggestion when reviewing and
coding the included studies due to practical reasons; therefore, future studies are encouraged to do
so. If possible, one can differentiate the effects of formative assessment interventions in accordance
with their different foci either on students’ improvement on an assignment or on students’ learning
new materials or skills. We conjecture that this issue may be closely related to the unanswered
questions regarding why interventions in science had lower ESs than other disciplines.

In summary, we conducted a meta-analysis in the present study to systematically review previous
formative assessment interventions conducted in US K-12 education. Our aims were to assess the
overall effectiveness of this type of assessment in improving students’ academic achievement and to
identify essential features of formative assessment and their differential contributions to its effec-
tiveness. We found an overall small-sized positive effect of formative assessment on student learning,
and the results of meta-regression indicated a complex interaction of the features of formative
assessment for successful teaching and learning. Although the included empirical studies demon-
strated important potential features of formative assessment, overall incomplete presentations of
interventions in the identified studies placed a limit on our coding scheme. As Bennett (2011) states,
we agree that formative assessment “is both conceptually and practically still a work-in-progress” (p.
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21). For this reason, if future empirical studies would report detailed descriptions of their formative
assessment interventions, we can expect more accurate and comprehensive meta-analysis research to
better understand the effectiveness and features of formative assessment. Finally, meta-analysis
efforts should be continued to obtain more cumulative evidence of the positive effects of formative
assessment on students’ learning outcomes.
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