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Generation of clock signals on the I2C-bus is always the
responsibility of master devices; each master generates its
own clock signals when transferring data on the bus. Bus
clock signals from a master can only be altered when they
are stretched by a slow-slave device holding-down the
clock line, or by another master when arbitration occurs.

5 GENERAL CHARACTERISTICS

Both SDA and SCL are bi-directional lines, connected to a
positive supply voltage via a current-source or pull-up
resistor (see Fig.3). When the bus is free, both lines are
HIGH. The output stages of devices connected to the bus
must have an open-drain or open-collector to perform the
wired-AND function. Data on the I2C-bus can be
transferred at rates of up to 100 kbit/s in the
Standard-mode, up to 400 kbit/s in the Fast-mode, or up to
3.4 Mbit/s in the High-speed mode. The number of
interfaces connected to the bus is solely dependent on the
bus capacitance limit of 400 pF. For information on
High-speed mode master devices, see Section 13.

6 BIT TRANSFER

Due to the variety of different technology devices (CMOS,
NMOS, bipolar) which can be connected to the I2C-bus,
the levels of the logical ‘0’ (LOW) and ‘1’ (HIGH) are not
fixed and depend on the associated level of VDD (see
Section 15 for electrical specifications). One clock pulse is
generated for each data bit transferred.

6.1 Data validity

The data on the SDA line must be stable during the HIGH
period of the clock. The HIGH or LOW state of the data line
can only change when the clock signal on the SCL line is
LOW (see Fig.4).

Fig.3  Connection of Standard- and Fast-mode devices to the I2C-bus.
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Fig.4  Bit transfer on the I2C-bus.
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6.2 START and STOP conditions

Within the procedure of the I2C-bus, unique situations
arise which are defined as START (S) and STOP (P)
conditions (see Fig.5).

A HIGH to LOW transition on the SDA line while SCL is
HIGH is one such unique case. This situation indicates a
START condition.

A LOW to HIGH transition on the SDA line while SCL is
HIGH defines a STOP condition.

START and STOP conditions are always generated by the
master. The bus is considered to be busy after the START
condition. The bus is considered to be free again a certain
time after the STOP condition. This bus free situation is
specified in Section 15.

The bus stays busy if a repeated START (Sr) is generated
instead of a STOP condition. In this respect, the START
(S) and repeated START (Sr) conditions are functionally
identical (see Fig.6). For the remainder of this document,
therefore, the S symbol will be used as a generic term to
represent both the START and repeated START
conditions, unless Sr is particularly relevant.

Detection of START and STOP conditions by devices
connected to the bus is easy if they incorporate the
necessary interfacing hardware. However,
microcontrollers with no such interface have to sample the
SDA line at least twice per clock period to sense the
transition.

Fig.5  START and STOP conditions.
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7 TRANSFERRING DATA

7.1 Byte format

Every byte put on the SDA line must be 8-bits long. The
number of bytes that can be transmitted per transfer is
unrestricted. Each byte has to be followed by an
acknowledge bit. Data is transferred with the most
significant bit (MSB) first (see Fig.6). If a slave can’t
receive or transmit another complete byte of data until it
has performed some other function, for example servicing
an internal interrupt, it can hold the clock line SCL LOW to
force the master into a wait state. Data transfer then
continues when the slave is ready for another byte of data
and releases clock line SCL.

In some cases, it’s permitted to use a different format from
the I2C-bus format (for CBUS compatible devices for
example). A message which starts with such an address
can be terminated by generation of a STOP condition,
even during the transmission of a byte. In this case, no
acknowledge is generated (see Section 10.1.3).

7.2 Acknowledge

Data transfer with acknowledge is obligatory. The
acknowledge-related clock pulse is generated by the
master. The transmitter releases the SDA line (HIGH)
during the acknowledge clock pulse.

The receiver must pull down the SDA line during the
acknowledge clock pulse so that it remains stable LOW

during the HIGH period of this clock pulse (see Fig.7). Of
course, set-up and hold times (specified in Section 15)
must also be taken into account.

Usually, a receiver which has been addressed is obliged to
generate an acknowledge after each byte has been
received, except when the message starts with a CBUS
address (see Section 10.1.3).

When a slave doesn’t acknowledge the slave address (for
example, it’s unable to receive or transmit because it’s
performing some real-time function), the data line must be
left HIGH by the slave. The master can then generate
either a STOP condition to abort the transfer, or a repeated
START condition to start a new transfer.

If a slave-receiver does acknowledge the slave address
but, some time later in the transfer cannot receive any
more data bytes, the master must again abort the transfer.
This is indicated by the slave generating the
not-acknowledge on the first byte to follow. The slave
leaves the data line HIGH and the master generates a
STOP or a repeated START condition.

If a master-receiver is involved in a transfer, it must signal
the end of data to the slave- transmitter by not generating
an acknowledge on the last byte that was clocked out of
the slave. The slave-transmitter must release the data line
to allow the master to generate a STOP or repeated
START condition.

Fig.6  Data transfer on the I2C-bus.
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Fig.7  Acknowledge on the I2C-bus.
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8 ARBITRATION AND CLOCK GENERATION

8.1 Synchronization

All masters generate their own clock on the SCL line to
transfer messages on the I2C-bus. Data is only valid during
the HIGH period of the clock. A defined clock is therefore
needed for the bit-by-bit arbitration procedure to take
place.

Clock synchronization is performed using the wired-AND
connection of I2C interfaces to the SCL line. This means

that a HIGH to LOW transition on the SCL line will cause
the devices concerned to start counting off their LOW
period and, once a device clock has gone LOW, it will hold
the SCL line in that state until the clock HIGH state is
reached (see Fig.8). However, the LOW to HIGH transition
of this clock may not change the state of the SCL line if
another clock is still within its LOW period. The SCL line
will therefore be held LOW by the device with the longest
LOW period. Devices with shorter LOW periods enter a
HIGH wait-state during this time.

Fig.8  Clock synchronization during the arbitration procedure.
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When all devices concerned have counted off their LOW
period, the clock line will be released and go HIGH. There
will then be no difference between the device clocks and
the state of the SCL line, and all the devices will start
counting their HIGH periods. The first device to complete
its HIGH period will again pull the SCL line LOW.

In this way, a synchronized SCL clock is generated with its
LOW period determined by the device with the longest
clock LOW period, and its HIGH period determined by the
one with the shortest clock HIGH period.

8.2 Arbitration

A master may start a transfer only if the bus is free. Two or
more masters may generate a START condition within the
minimum hold time (tHD;STA) of the START condition which
results in a defined START condition to the bus.

Arbitration takes place on the SDA line, while the SCL line
is at the HIGH level, in such a way that the master which
transmits a HIGH level, while another master is
transmitting a LOW level will switch off its DATA output
stage because the level on the bus doesn’t correspond to
its own level.

Arbitration can continue for many bits. Its first stage is
comparison of the address bits (addressing information is
given in Sections 10 and 14). If the masters are each trying

to address the same device, arbitration continues with
comparison of the data-bits if they are master-transmitter,
or acknowledge-bits if they are master-receiver. Because
address and data information on the I2C-bus is determined
by the winning master, no information is lost during the
arbitration process.

A master that loses the arbitration can generate clock
pulses until the end of the byte in which it loses the
arbitration.

As an Hs-mode master has a unique 8-bit master code, it
will always finish the arbitration during the first byte (see
Section 13).

If a master also incorporates a slave function and it loses
arbitration during the addressing stage, it’s possible that
the winning master is trying to address it. The losing
master must therefore switch over immediately to its slave
mode.

Figure 9 shows the arbitration procedure for two masters.
Of course, more may be involved (depending on how
many masters are connected to the bus). The moment
there is a difference between the internal data level of the
master generating DATA 1 and the actual level on the SDA
line, its data output is switched off, which means that a
HIGH output level is then connected to the bus. This will
not affect the data transfer initiated by the winning master.

Fig.9  Arbitration procedure of two masters.
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Since control of the I2C-bus is decided solely on the
address or master code and data sent by competing
masters, there is no central master, nor any order of
priority on the bus.

Special attention must be paid if, during a serial transfer,
the arbitration procedure is still in progress at the moment
when a repeated START condition or a STOP condition is
transmitted to the I2C-bus. If it’s possible for such a
situation to occur, the masters involved must send this
repeated START condition or STOP condition at the same
position in the format frame. In other words, arbitration isn’t
allowed between:

• A repeated START condition and a data bit

• A STOP condition and a data bit

• A repeated START condition and a STOP condition.

Slaves are not involved in the arbitration procedure.

8.3 Use of the clock synchronizing mechanism as
a handshake

In addition to being used during the arbitration procedure,
the clock synchronization mechanism can be used to
enable receivers to cope with fast data transfers, on either
a byte level or a bit level.

On the byte level, a device may be able to receive bytes of
data at a fast rate, but needs more time to store a received
byte or prepare another byte to be transmitted. Slaves can

then hold the SCL line LOW after reception and
acknowledgment of a byte to force the master into a wait
state until the slave is ready for the next byte transfer in a
type of handshake procedure (see Fig.6).

On the bit level, a device such as a microcontroller with or
without limited hardware for the I2C-bus, can slow down
the bus clock by extending each clock LOW period. The
speed of any master is thereby adapted to the internal
operating rate of this device.

In Hs-mode, this handshake feature can only be used on
byte level (see Section 13).

9 FORMATS WITH 7-BIT ADDRESSES

Data transfers follow the format shown in Fig.10. After the
START condition (S), a slave address is sent. This
address is 7 bits long followed by an eighth bit which is a
data direction bit (R/W) - a ‘zero’ indicates a transmission
(WRITE), a ‘one’ indicates a request for data (READ). A
data transfer is always terminated by a STOP condition (P)
generated by the master. However, if a master still wishes
to communicate on the bus, it can generate a repeated
START condition (Sr) and address another slave without
first generating a STOP condition. Various combinations of
read/write formats are then possible within such a transfer.

Fig.10  A complete data transfer.
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Possible data transfer formats are:

• Master-transmitter transmits to slave-receiver. The
transfer direction is not changed (see Fig.11).

• Master reads slave immediately after first byte (see
Fig.12). At the moment of the first acknowledge, the
master- transmitter becomes a master- receiver and the
slave-receiver becomes a slave-transmitter. This first
acknowledge is still generated by the slave. The STOP
condition is generated by the master, which has
previously sent a not-acknowledge (A).

• Combined format (see Fig.13). During a change of
direction within a transfer, the START condition and the
slave address are both repeated, but with the R/W bit
reversed. If a master receiver sends a repeated START
condition, it has previously sent a not-acknowledge (A).

NOTES:

1. Combined formats can be used, for example, to
control a serial memory. During the first data byte, the
internal memory location has to be written. After the
START condition and slave address is repeated, data
can be transferred.

2. All decisions on auto-increment or decrement of
previously accessed memory locations etc. are taken
by the designer of the device.

3. Each byte is followed by an acknowledgment bit as
indicated by the A or A blocks in the sequence.

4. I2C-bus compatible devices must reset their bus logic
on receipt of a START or repeated START condition
such that they all anticipate the sending of a slave
address, even if these START conditions are not
positioned according to the proper format.

5. A START condition immediately followed by a STOP
condition (void message) is an illegal format.

Fig.11  A master-transmitter addressing a slave receiver with a 7-bit address.
The transfer direction is not changed.
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Beginners' Overview Of Asynchronous Transfer Mode (ATM) 

What is ATM Technology? 

Asynchronous Transfer Mode (ATM) is the world's most widely deployed backbone technology. This 
standards-based transport medium is widely used within the core--at the access and in the edge of 
telecommunications systems to send data, video and voice at ultra high speeds.  
 
ATM is best known for its easy integration with other technologies and for its sophisticated 
management features that allow carriers to guarantee quality of service. These features are built into 
the different layers of ATM, giving the protocol an inherently robust set of controls.  
 
Sometimes referred to as cell relay, ATM uses short, fixed-length packets called cells for transport. 
Information is divided among these cells, transmitted and then re-assembled at their final destination. 

How does ATM fit in the telecommunications infrastructure? 

A telecommunications network is designed in a series of layers. A typical configuration may have 
utilized a mix of time division multiplexing, Frame Relay, ATM and/or IP. Within a network, carriers 
often extend the characteristic strengths of ATM by blending it other technologies, such as ATM over 
SONET/SDH or DSL over ATM. By doing so, they extend the management features of ATM to other 
platforms in a very cost-effective manner.  
 
ATM itself consists of a series of layers. The first layer - known as the adaptation layer - holds the bulk 
of the transmission. This 48-byte payload divides the data into different types. The ATM layer contains 
five bytes of additional information, referred to as overhead. This section directs the transmission. 
Lastly, the physical layer attaches the electrical elements and network interfaces.  
 

How is ATM used as the backbone for other networks? 

The vast majority (roughly 80 percent) of the world's carriers use ATM in the core of their networks. 
ATM has been widely adopted because of its unmatched flexibility in supporting the broadest array of 
technologies, including DSL, IP Ethernet, Frame Relay, SONET/SDH and wireless platforms. It also 
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acts a unique bridge between legacy equipment and the new generation of operating systems and 
platforms. ATM freely and easily communicates with both, allowing carriers to maximize their 
infrastructure investment. 

ATM in the LAN (Local Area Network) 

The LAN environment of a campus or building appears sheltered from the headaches associated with 
high-volumes of traffic that deluge larger networks. But the changes of LAN interconnection and 
performance are no less critical. 
 
The ATM/LAN relationship recently took a giant step forward when a prominent U.S. vendor 
announced a patent for its approach to extending ATM's quality of service to the LAN. The filing 
signals another birth in a long lineage of applications that prove the staying power and adaptability of 
ATM.  
 
ATM is a proven technology that is now in its fourth generation of switches. Its maturity alone is not its 
greatest asset. Its strength is in its ability to anticipate the market and quickly respond, doing so with 
the full confidence of the industry behind it.  
 

ATM in the WAN (Wide Area Network) 

A blend of ATM, IP and Ethernet options abound in the wide area network. But no other technology 
can replicate ATM's mix of universal support and enviable management features. Carriers inevitably 
turn to ATM when they need high-speed transport in the core coupled with the security of a 
guaranteed level of quality of service. When those same carriers expand to the WAN, the vast majority 
does so with an ATM layer.  
 
Distance can be a problem for some high-speed platforms. Not so with ATM. The integrity of the 
transport signal is maintained even when different kinds of traffic are traversing the same network. And 
because of its ability to scale up to OC-48, different services can be offered at varying speeds and at a 
range of performance levels.  
 

ATM in the MAN (Metropolitan Area Network) 

The MAN is one of the hottest growing areas in data and telecommunications. Traffic may not travel 
more than a few miles within a MAN, but it's generally doing so over leading edge technologies and at 
faster-than-lightening speeds.  
 
The typical MAN configuration is a point of convergence for many different types of traffic that are 
generated by many different sources. The beauty of ATM in the MAN is that it easily accommodates 
these divergent transmissions, often times bridging legacy equipment with ultra high-speed networks. 
Today, ATM scales form T-1 to OC-48 at speeds that average 2.5 Gb/s in operation, 10 Gb/s in limited 
use and spanning up to 40 Gb/s in trials. 
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1. Introduction

1.1 Document Purpose

This document specifies the Universal Test & Operations PHY Interface for ATM  (UTOPIA) data path interface.
UTOPIA defines the interface between the Physical Layer (PHY) and upper layer modules such as the ATM Layer,
and various management entities. The definition allows a common PHY interface in ATM subsystems across a wide
range of speeds and media types. This definition covers connection to devices supporting ATM PHY specifications
from sub-100 Mbps to 155 Mbps, and provides guidelines for 622 Mbps.

1.2 Document Scope

The UTOPIA data path specification defines two interface signal groups and general ATM and PHY layer device
capabilities. The two interface signal groups are: Transmit and Receive. The device capability specification defines
minimum capabilities primarily of the PHY layer device, but secondarily the ATM (SAR) device also. The
definition of minimum device capabilities is required to allow different PHY layer devices to interface to a common
ATM layer device. Figure 1 shows the relationship of this interface to ATM and PHY components of an ATM
subsystem. The shaded interface groups are defined by this specification.

TxData

Management Interface

JTAG Test Interface
Management
Entity (µP)

ATM
Layer

PHY
Layer

TxControl

RxData
RxControl

Figure 1. UTOPIA Interface Diagram

1.3 Current Level

This level of the specification covers the following two scenarios.

1. an 8-bit wide data path, using an octet-level handshake, operating up to 25 MHz, with a single PHY device

2. an 8-bit wide data path, using a cell-level handshake, operating up to 25 MHz, with a single PHY device
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2. Motivation and Goals

The fundamental goal of this specification is to define a common, standard interface between ATM and PHY layers
of ATM subsystems. The motivations for such a proposal are given below. All ATM developers wish to leverage
their investment cost and development effort. There are multiple PHY layers defined for ATM (defined by ANSI, the
ITU and the ATM Forum). Each of the PHY layers is potentially supportable by a common ATM layer.
Consequently, one motivation of this proposal is to  leverage ATM development across multiple PHY types.

The ATM-PHY interface is not a UNI (User Network Interface) nor NNI (Network Network Interface) specification,
so is not directly relevant to interoperability. Therefore, no one is directly required to adhere to any specific interface
definition. However, the economic advantages of multiple PHY layer parts that are interface compatible cannot be
ignored. Correspondingly, another motivation for this is to encourage the adoption of this data path interface,
implementable as a chip-internal, chip-to-chip, or even board-to-board interface.

A second goal is to allow expansion of the interface FIFO's using industry standard devices. Due to the differing data
rates of the various ATM PHY layers, it is necessary to provide rate matching buffers (i.e. FIFO's) between ATM
and PHY layers.

A third goal is to define an interface that supports a streaming mode of operation, where both the ATM and PHY
layers have the capability to throttle the actual transfer rate.

A fourth goal is to support rates from sub-100 Mbps, up to 155 Mbps with a common interface, requiring only an
8-bit wide data path. There is also an intention to provide support for higher rates (e.g. 622 Mbps) by extending the
data path width and increasing the transfer rate. A proposed method for such an extension is described in section 61.

                                                
1It is recognized that this document (Level 1) does not fully address this issue; the text is for guidance only.






















































