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Abstract

Confidence assessment (CA) involves students stating alongside each of their
answers a confidence rating (e.g. 0 low to 10 high) to express how certain they
are that their answer is correct. Each student’s score is calculated as the sum of
the confidence ratings on the items that they answered correctly, minus the sum
of the confidence ratings on the items that they answered incorrectly; this
scoring system is designed to incentivize students to give truthful confidence
ratings. Previous research found that secondary-school mathematics students
readily understood the negative-marking feature of a CA instrument used during
one lesson, and that they were generally positive about the CA approach. This
paper reports on a quasi-experimental trial of CA in four secondary-school
mathematics lessons (N = 475 students) across time periods ranging from 3
weeks up to one academic year, compared to business-as-usual controls. A
meta-analysis of the effect sizes across the four schools gave an aggregated
Cohen’s d of —0.02 [95% CI —0.22, 0.19] and an overall Bayes Factor B,; of
8.48. This indicated substantial evidence for the null hypothesis that there was
no difference between the attainment gains of the intervention group and the
control group, relative to the alternative hypothesis that the gains were differ-
ent. I conclude that incorporating confidence assessment into low-stakes class-
room mathematics formative assessments does not appear to be detrimental to
students’ attainment, and I suggest reasons why a clear positive outcome was
not obtained.
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Introduction

Confidence assessment (CA) is a pedagogical practice involving a modification to the
usual ways of conducting low-stakes (i.e. not-for-credit) formative assessments during
school mathematics lessons. Students are asked to state a confidence rating (e.g. 0 low
to 10 high) alongside each of their answers to express how certain they are that each
answer is correct (Foster, 2016). Each student’s score is then calculated as the sum of
the confidence ratings for the items that they answered correctly, minus the sum of the
confidence ratings for the items that they answered incorrectly.' The purpose of this
scoring system is to incentivize students to give confidence ratings that are as truthful as
possible. In the long term, students cannot systematically ‘game’ CA scores by
consistently over- or under-stating their true confidence levels, so CA provides the
possibility of accessing students’ genuine beliefs about their degree of confidence at the
level of individual items on an assessment. Students’ calibration refers to the correla-
tion between their confidence rating and their mean facility (the mean number of
questions that they answered correctly) (Fischhoff et al., 1977), and it might be
expected that students using CA over an extended period of time would gradually
become better calibrated.

Previous research testing a simple CA instrument over the course of one mathemat-
ics lesson on the topic of directed (positive and negative) numbers (Foster, 2016) found
that secondary-school students were generally well calibrated in this topic, giving
higher confidence scores on average for items that they answered correctly. Most
students also readily understood the negative-marking aspect of CA, and were positive
about the CA approach, alleviating concerns that students would find such an unfa-
miliar approach alien and unacceptable. Since then, CA has gained prominence
amongst teachers (e.g. Foster et al., 2021), and, anecdotally, at teacher conferences
and on social media, mathematics teachers tend to express considerable enthusiasm for
the idea of CA, and it has been described enthusiastically on teacher-oriented podcasts
(e.g. Barton, 2019; see also Baker, 2019).

However, the extent to which CA ‘works’, in the sense of improving students’
mathematics attainment in summative assessments when it is used over an extended
period of time in formative assessments, is not known. Here, by ‘summative’ I mean an
assessment which is used primarily as a retrospective evaluation of what has been
learned up to that point, whereas a ‘formative’ assessment is integral to the teaching
process and is “used to make changes to what would have happened in the absence of
such information” (Wiliam, 2006, p. 284; Wiliam, 2017).

Clearly, students’ mathematics attainment, as measured by general summative
assessments, will depend on myriad factors, but literature from the use of CA in higher
education (e.g. Gardner-Medwin, 1995, 1998, 2006, 2019; Gardner-Medwin & Gahan,
2003; Gardner-Medwin & Curtin, 2007) suggests that it could have potential in school
mathematics. Helping school students to consider how sure they are of the answers that
they give might encourage them to self-check and to develop higher levels of
self-awareness, which could enable them to target areas of weakness more effectively,
which could increase their overall mathematics attainment. It could also be that being
better calibrated is a desirable educational goal in its own right, since “knowing what

! Other scoring rules and tariff matrices are possible; for simplicity, this was the one used in this research.
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you know and what you do not know”, and therefore what you do or do not need to
look up or seek support with, is an essential part of becoming a more educated person.

One of the advantages of CA is that it is easy to implement, as it does not require
redesigning assessment instruments (Barton, 2019; Foster, 2016, Foster et al., 2021).
Any classroom formative assessment method in which students write their answers (on
paper, or even on mini-whiteboards [see McCrea, 2019]) can easily be modified by
asking the students to write a confidence rating from 0 (low) to 10 (high) alongside
each answer to indicate how sure they are that they are correct. This suggests that it
could be possible to conduct a ‘naturalistic’ trial of CA in schools that minimally
interferes with schools’ existing assessment processes. If successful, such an interven-
tion would be a low/no-cost ‘easy win’ for schools to implement (see Wiliam, 2018).
Such an approach to trialling increases ecological validity (Robson & McCartan, 2015)
and respects schools’ autonomy and teachers’ professionalism (Newmark, 2019), since
the researcher does not attempt to take over and impose new systems and materials
from the outside, without reference to the context of the students and teacher, and this
may also increase compliance. Additionally, since it is easy for schools to agree to
participate in such a trial, a closer-to-random sample of schools could likely be
obtained, with fewer refusals than with standard educational trials. CA would seem
to provide an ideal opportunity to test out such a ‘naturalistic’ trial.

Confidence Assessment in Mathematics
Confidence of Response

There are many similar and overlapping constructs in the literature relating to confi-
dence at the fine grain size of individual items on an assessment (see e.g. Clarkson
et al., 2017; Dirkzwager, 2003; Marsh et al., 2019; Stankov et al., 2012). For the
purposes of CA, a pupil’s “confidence of response” may be defined as “how certain
they are that the answer that they have just given is correct” (Foster, 2016, p. 274), and
this may be represented on a scale from 0 (completely uncertain; i.e., just guessing) to
10 (absolutely certain). Since students’ scores are calculated by summing these ratings
(positively for correct answers and negatively for incorrect answers), it may be
reasonable to treat this as a linear scale. This is plausible if we suppose that students
are seeking to maximise their total score, leading to, for a 10-item formative assess-
ment, a range of possible scores from —100 to 100. It may seem over-optimistic to
expect students to discriminate their confidence on a 10-point scale (Preston & Colman,
2000); however, a 0-10 scale is likely to be considerably easier for students to use to
calculate and interpret their scores in the classroom, since it is easy to calculate that for
n questions the highest possible obtainable score will be 10n, and this may be
considered to be what their score is ‘out of’.

Uses of Confidence Assessment
CA has been used in higher education, particularly in medicine and related disciplines

where it is critically important to discourage guessing in life-and-death matters
(Gardner-Medwin, 1995, 1998, 2006, 2019; Schoendorfer & Emmett, 2012).
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University students are often found to be poorly calibrated and to tend towards
overconfidence (Ehrlinger et al., 2008). However, with repeated use of CA over time,
calibration tends to improve (Gardner-Medwin & Curtin, 2007). It has been found that
CA, often implemented in a multiple-choice context, can encourage self-checking,
self-explanation and higher-level reasoning (Gardner-Medwin & Curtin, 2007; Sparck
et al., 2016), and improve test validity by reducing gender bias (Hassmén & Hunt,
1994). Consequently, it has been suggested (Foster, 2016, 2017; Foster et al., 2021)
that CA might have considerable potential benefits for formative assessment in the
school mathematics classroom. Although secondary-school students are younger and
more diverse than university students, particularly those studying medicine and related
areas, previous research (Foster, 2016; Foster et al., 2021) showed that they are capable
of making valid judgments about their levels of confidence in a confidence assessment.
So, it seems plausible that repeated use of CA over a period of time could have similar
effects with secondary students to those reported for university students
(Gardner-Medwin & Curtin, 2007).

The potential benefits of incorporating confidence assessment into low-stakes for-
mative assessments in mathematics include:

1. Discouraging guessing, which adds noise to formative assessments and trivialises
the learning of the subject (Foster, 2017).

2. Reducing over-confidence, which may inhibit students, through complacency,
from learning and improving, and may lead them to embed errors and misconcep-
tions without correcting them, thus hampering their future development in the
subject.

3. Reducing under-confidence, which may prevent students from gaining as much
satisfaction from the subject as they otherwise would, perhaps leading to lower
motivation and a disinclination to pursue mathematics beyond the compulsory
school years. Under-confidence may also trap students within repetitive cycles of
practising content that is already secure, thus keeping them from accessing more
demanding learning material.

It is important to stress that the pedagogical aim of using CA is not simply to raise all
students’ confidence, which would be highly undesirable. The aim is to encourage
appropriate levels of self-confidence and self-awareness to help students engage in
more effective future learning, since, “for secure development of procedural fluency it
is important not only that a pupil can obtain the correct answer in a reasonable amount
of time but that they have an accurate sense of their reliability with the procedure”
(Foster, 2016, p. 272). This means that, in some circumstances, the intention of CA
would be to reduce students’ confidence, at least temporarily, to help them gain a
clearer picture of their weaknesses and difficulties, with a view to more targeted and
effective subsequent learning. Many authors have drawn attention to il/lusory superi-
ority effects, such as the Dunning—Kruger effect (see Ehrlinger et al., 2008), in which
someone with low ability at a task overestimates their ability because they ‘do not
know what they do not know’. Common quotes to this effect within popular culture
include “It ain’t what you don’t know that gets you into trouble. It’s what you know for
sure that just ain’t so” (Mark Twain). CA has a potential role to play in recalibrating
students to a more accurate assessment of what they do and do not currently know.
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In theory, we would expect the same CA intervention to improve the calibration of
both under-confident and over-confident students. In this way, it should address the fact
that students have different personalities: some may be more optimistic and others more
pessimistic in their general outlook. Whilst this may affect their scoring in the short
term, the intention is that over time all students would become better calibrated.

The Hypercorrection Effect

Another potential benefit of CA would be harnessing the hypercorrection effect, which
is the observation that errors made with high confidence are more easily corrected than
are errors made with low confidence (Butterfield & Metcalfe, 2001). This effect is
surprising, since it might be expected that when a student is incorrect but very sure of
their incorrect answer this might indicate a firmly-held belief, which would be difficult
to dislodge. However, the effect has been reliably demonstrated in studies involving
people of varied ages and in a variety of contexts (e.g. Metcalfe & Finn, 2012; van
Loon et al., 2015), including in an authentic mathematics learning situation (Foster
et al., 2021). The hypercorrection effect has been attributed to several possible mech-
anisms, including the memorable nature of a shock or surprise (Butterfield & Metcalfe,
2006). To see benefits from the hypercorrection effect in the mathematics classroom, it
may be necessary that students reflect on the fact that they are confident, which CA
provides an opportunity for them to do.

Research Question

Foster (2016) found that secondary school students were overwhelmingly positive
about the CA process, although, as this study was conducted over a single lesson, this
may be at least partly a result of novelty effects (see Clark, 1983), and it was not
possible to test for any long-term benefits over, say, time periods of up to a school year.
Consequently, the research question for this study was: Does repeated use of CA in
formative assessments in school mathematics lessons over an extended time period
result in improvements in students’ mathematics attainment in summative assessments?
The answer could be ‘no’ if the use of CA is distracting for students or the teacher,
or takes valuable time away from teaching input, if it makes students become unduly
risk averse (Kahneman & Tversky, 1984), or if students find the CA process discour-
aging, because their CA score is lower than the simple total of their correct answers.
Less confident students may be repeatedly reminded of their low confidence by the CA
method, and this could impair their performance on the questions. It may also be that it
is unreasonable to expect CA to have a measurable impact on a distant outcome, such
as overall mathematics attainment in a summative assessment. The CA process could
also be contrary to equity if, as is plausible, high-attaining students are more likely to be
better judges of their level of knowledge, and therefore more able to benefit
(Ben-Simon et al., 1997). It may also be that teacher professional development is
necessary in order to see students’ attainment improve measurably from CA. Alterna-
tively, the hope is that CA could be ‘low-hanging fruit’, which can offer schools an
‘easy win’ to benefit their students at little or no opportunity cost (¢f Wiliam, 2018).
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Method

A ‘naturalistic’ quasi-experimental trial (Christensen et al., 2015) was used, in which
summative assessment data was obtained from schools whilst they incorporated CA
into their regular in-class formative assessments. The intervention was minimally
invasive, and aimed to preserve most features of schools’ typical classroom and
assessment practices. Rather than providing schools with researcher-designed CA tools
and instruments, or requesting that schools develop their own, schools were instead
asked to continue to use whatever assessment systems they had currently in place, both
for formative assessment and for summative assessment. The only requested change
was a simple modification to schools’ formative assessment procedures, which did not
require the re-design of any of the materials, in which students were asked to write a
confidence rating next to each of their answers as they completed them during
low-stakes, in-class tests. This small change to normal practice could be easily accom-
modated within lessons, constituting a minimal intrusion into schools’ existing rou-
tines. This had the advantage of being easy for schools to commit to doing, as well as
preserving as much ecological validity (Robson & McCartan, 2015) as possible. All
teachers contacted agreed that the intervention would be easy to implement in their
schools. For example, one head of department commented, “Students won’t need any
extra time to write in a confidence level and it'll be interesting for the teachers.”

Intervention

Schools were asked to identify groups of “parallel classes” (as determined by them) of
similar age and attainment, and to assign one of these to a business-as-usual control,
where students would continue to experience the usual formative assessment practices
currently operating in the school, without any modification. Schools were asked to
modify the experience of the other, parallel, groups in only one way: for their regular
formative, low-stakes in-class tests, schools were asked to continue to use their existing
assessments but to ask students to also write a confidence rating (0 low to 10 high)
beside each of their answers to indicate how sure they were that their given answer was
correct (Foster, 2016). On completing their formative assessments, students were asked
to calculate their scores by adding up the confidence ratings for the questions that they
answered correctly and subtracting from this the total of the confidence ratings for the
questions that they answered incorrectly. The scoring process, and the students’
involvement in this, was an important aspect of the intervention, in order to incentivize
truthful confidence ratings, by rewarding accurate confidence and penalising students
for being over- or under-confident in their answers (see Foster, 2016). It also main-
tained the ‘low-stakes’ aspect of existing classroom culture in relation to in-class
assessments, in which the teacher does not formally collect in the tests, mark them
and record the results.

The outcome measure was to compare students’ marks in their normal termly or
half-termly summative assessments, before and after a period of time in which CA was
used in the students’ low-stakes in-class formative assessments. (None of the schools’
summative assessments contained any CA, and these were not modified in any way for
either condition in this study.) Because schools used different summative assessments
(often produced in-house) and administered these at different frequencies and times
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during the school year, data points were not synchronised between schools, or directly
comparable between schools. Schools provided data on each student from the
most-recent summative assessment point before embarking on CA, and this (converted
to a percentage) was used as the pre-test score. They also provided data from the most
recent summative assessment point before conclusion of the trial period, and this (also
converted to a percentage) was used as the post-test score. (All schools were intending
to continue using CA beyond the timescale of the trial, so CA was still in use at the
conclusion of the study.)

The intention was to test whether using CA in formative assessments over an
extended period of time (half a term or so) might raise students’ general mathematics
attainment, as measured by their normal (non-CA) summative assessments, by com-
paring students’ pre-test to post-test gain scores between students in the two conditions
(confidence assessment and business-as-usual control). The CA formative assessments
were the intervention, but not the data sources; the pre- and post- test summative scores
were the data sources, and these were ordinary, non-CA summative assessments.

Participants

Emails were sent to schools across several mathematics teacher networks in the UK,
and an invitation was posted on Twitter and widely retweeted by several contacts with
large teacher followings:

Now recruiting schools to trial ‘confidence assessment’, where students put a
rating next to their answers to say how sure they are that their answer is right.
Lots of potential benefits — see https:/tinyurl.com/ydb2lhjx Please email me if
you could help.

Following this, 55 schools contacted me, and I replied to each, enclosing a 1-page
explanation of what I was requesting (available in full in Appendix A). All of these
teachers replied positively, saying that they wanted to try out the technique, but not all
were able to take part fully in the trial. The most commonly-stated reasons for this
were:

(1) no suitable parallel classes: often classes of similarly-attaining students were
available, but they were not taught by teachers deemed to be comparable (e.g.
one was a mathematics specialist and the other was not) or the school was too
small to have parallel classes;

(2) anticipated or actual lack of continuity in some classes during the period of the
trial (e.g. extended periods of teacher absence or teachers leaving the school);

(3) the teacher who was taking a lead on CA leaving the school or obtaining an
unforeseen promotion to a more senior role;

(4) a desire to implement CA with entire year groups, and not a subset of a year

group.

The last-mentioned reason (4) was the most common. Although schools appreciated
that simple controlled experiments (i.e. A/B tests) would be the only way to directly
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measure the effectiveness of CA, some had ethical concerns about denying students an
intervention that they felt sure would be beneficial, and a small number felt that
“experimenting on children” was morally wrong and did not wish to “use children as
guinea pigs”. In some cases, these schools rolled out CA to all of their mathematics
students in a particular year group. In other schools, the reason for wanting to
implement with full year groups was more practical, relating to efficiency, equity and
simplicity of provision, and communication of assessment systems and outcomes to
parents.

In the end, complete data was obtained from four co-educational secondary schools
in England, who participated fully in the trial, and this involved a total of 475 students
over time periods ranging from 3 weeks to an entire school year (see Table 1 for details
of the participating schools). A total of 11 students were not present at both the
immediately-preceding summative assessment (the pre-test) and the summative assess-
ment following the trial (the posttest), and data from these students were excluded from
the analysis (see Table 1). All test marks were converted to percentages for analysis.

Analysis

Some schools provided data on considerably more participants in the business-as-usual
control classes than in the intervention classes. This was because schools C and D were
trialling CA with only one class each, but each school had two other classes in the same
year group who were not trialling the CA, and it was convenient for the schools to
provide data for all of the cohort together. In School A, two classes trialled CA, and
control data was provided for a large number of students from all of the other parallel
classes. Consequently, the opportunity presented itself to create a dataset matched by
pre-test scores, in order to compare more accurately the gain scores for students
beginning at a similar attainment level at pre-test.

Consequently, a matched sample (Table 2) for each of schools A, C, and D was
produced, using the Matchlt package in R (Ho et al., 2011) and using the “nearest-
neighbour” method. (R code for all of the analyses described in this paper is available in

Table 1 Schools participating in the study

School  School description Year group! Duration of trial? N N

control intervention
A comprehensive secondary school 7 3 weeks 111 55

(+ 5 excluded)
B independent day school 7 1 term 57 77

(+ 1 excluded) (+ 3 excluded)
C comprehensive secondary school 8 2 terms 59 28

(+ 1 excluded)

D comprehensive secondary school 7 3 terms 56 32

(+ 1 excluded)

(Students were excluded because they did not complete either the pre-test or the post-test.)
1Year 7 is aged 11-12; Year 8 is aged 12-13

2 There are 3 terms in a school year and each term lasts about 13 weeks in total
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Appendix B.) Matching was not used for school B, because there were fewer control
students than intervention students. Distribution plots for raw and matched samples
(Appendix C) show that the matching process worked well for schools A and C and
satisfactorily for D.

Ethical approval was obtained from the University of Leicester Ethics and Integrity
Committee, and the full and matched datasets are freely available at https://doi.org/10.
6084/m9.figshare.15027966.v1.

Results

Pre-test and post-test scores were all converted to percentages, and gain scores were
calculated for each student as (post-test score — pre-test score) (Table 3). Analysis was
conducted for each school using Welch’s independent samples # tests on matched
datasets for schools A, C, and D, and the original dataset for school B, where matching
was not carried out. In schools A and B, students improved more in the intervention
condition than in the control condition, but in schools C and D the reverse was the case,
as shown by the sign of the ¢ values and Cohen’s d effect sizes in Table 4. Separate ¢
tests for each school revealed that none of the effect sizes was significantly different
from zero, providing no evidence for any effect of the CA intervention.

Bayesian ¢ tests were also conducted on the gain scores, comparing the fit of the data
under the null hypothesis (that the gain scores are equal under the CA and control
conditions) and the alternative hypothesis (that the gain scores are not equal under the
two conditions). A Bayes factor B indicates the relative strength of evidence for two
hypotheses (Dienes, 2014; Lambert, 2018; Rouder et al., 2009), and the interpretation
is that the data are B times as likely under the null hypothesis as they are under the
alternative hypothesis. (For a recent example of a similar use of Bayes factors,
including a brief explanation of their meaning and interpretation, please see Foster,
2018.)

Table 2 Original and matched datasets. Empty lines under ‘matched dataset’ indicate where matching was not
used. Intervention datasets were not altered

Original dataset Matched dataset
School Condition N pre-test pre-test N pre-test pre-test
Mean SD Mean SD

A control 111 61.17 18.60 55 59.91 17.97
intervention 55 59.49 18.04

B control 57 76.35 14.45
intervention 77 74.35 14.33

C control 59 50.94 16.01 28 55.78 14.88
intervention 28 56.69 15.25

D control 56 62.61 9.81 32 68.75 6.41
intervention 32 75.78 11.22
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Table 3 Pre-, post- and gain scores for each school

School Condition N pre-test pre-test post-test post-test Gain Gain
Mean SD Mean SD Mean SD

A control 55 59.91 17.97 45.06 19.07 -17.15 11.33
intervention 55 59.48 18.04 43.15 19.72 -16.33 10.99

B control 57 76.35 14.45 76.18 13.55 —0.18 14.08
intervention 77 74.35 14.33 74.60 15.83 0.25 12.04

C control 28 55.78 14.88 50.15 12.70 —1.44 10.13
intervention 28 56.69 15.25 53.98 12.89 -2.71 9.36

D control 32 68.75 6.41 81.60 8.99 14.97 8.35
intervention 32 75.78 11.22 89.06 6.22 13.28 10.75

Bayes factors By; in favour of the null hypothesis of equal gains under the two
conditions, relative to the alternative hypothesis of unequal gains, were calculated using
the default settings in JASP (JASP Team, 2020), with a Cauchy prior width of .707 (see
Table 4). All of the estimated Bayes factors fell in the 3—10 range described by Jeffreys
(1961) as providing “substantial” evidence for the null hypothesis of no difference
between the classes doing CA and the control classes. Note that this is not the same as
the inconclusive result obtained from p values greater than .05 in the frequentist ¢ tests,
where we cannot conclude that either group outperformed the other. The Bayesian
result provides positive evidence of no difference, not merely lack of evidence of a
difference (see Dienes, 2014; Lambert, 2018).

Standardised effect sizes from each school (Table 4) were combined, using both
frequentist and Bayesian meta-analysis. The reason for treating each school as a
separate study was that each was using different summative assessment measures,
and pooling the raw data would not have been meaningful. Frequentist meta-analysis
of the four effect sizes, using the metafor package in R (Viechtbauer, 2010) and the
random-effects model (k = 4; T2 estimator: restricted maximum likelihood), gave an
overall effect size not significantly different from zero (d =—0.02 [95% CI1-0.22, 0.19],
p = .870 with O(3) = 0.878, p = .831) (see Fig. 1). Note that, in the conventional
interpretation of frequentist hypothesis testing, it is not possible to conclude from this
that the intervention had no effect, only that it was not possible to detect any effect.

Table 4 Analysis of gain scores for each school. Note: A matched sample was not used for school B. Welch
independent-sample # tests were used

School N N t df P d 95% CI for d Bayes Factor
control  intervention By,

A 55 55 0.384 107.90 .701  0.073 -0.301 0.447 4.63

B 57 77 0.182 10941 .856 0.032 -0.310 0375 526

C 28 28 -0.485 53.665 .630 -0.130 -0.653 0.395 3.36

D 32 32 -0.702 58426 486 —0.175 -0.666 0.316 3.18
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School A — . 0.07 [-0.30, 0.45]
School B — 0.03 [-0.31, 0.37]
School C : ., —0.13[-0.65, 0.39]
School D : : -0.17 [-0.67, 0.32]
RE Model —~ ~0.02[-0.22, 0.19]

T T T T T T
08 -04 0 04

Effect size (d)

Fig. 1. Forest plot of Cohen’s d effect sizes for each school. Bars indicate 95% confidence intervals

Consequently, Bayesian meta-analysis was conducted using the BayesFactor pack-
age in R (Morey et al., 2015). This gave an overall Bayes Factor By, in favour of the
null hypothesis of 8.48, meaning that there was “substantial” (Jeffreys, 1961) evidence
for the null hypothesis that the intervention group improved the same amount as the
control group, relative to the alternative hypothesis that it did not. Note again that this is
not the same as an inconclusive result, where we cannot say whether one group did
significantly better than the other, such as was obtained from the frequentist
meta-analysis. The Bayesian meta-analysis indicates positive evidence that the two
groups did equally well.

Schools were not explicitly asked to comment on their experiences of using CA with
some of their classes. However, a few schools did comment when providing the data,
and this was invariably positive. For example, one school noted, “The classes enjoyed
doing the confidence scores on the Low Stake Quizzes and we found it useful to
identify categories of student in the group and so how to help them: Confident and
correct, Confident but incorrect, Not confident but correct & Not confident and
incorrect.” Another stated that “[the students] seemed intrigued by the scoring system
so I’'m hopeful it may have an impact on their self-reflection and thus on the follow up
consolidation work they do ... They are very keen to not get any negatives so may be
having the desired effect.” No schools reported any problems implementing CA with
their classes.
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Discussion

The research question for this study was: Does repeated use of CA in formative
assessments in school mathematics lessons over an extended time period result in
improvements in students’ mathematics attainment in summative assessments? To
answer this, a ‘naturalistic’ quasi-experimental trial of CA involving four secondary
schools (N = 475 students) was conducted over time periods ranging from 3 weeks up
to one academic year, with students experiencing CA compared to students in
business-as-usual control groups. A frequentist meta-analysis of the effect sizes across
the four schools (Cohen’s d =—0.02 [95% CI1-0.22, 0.19]) is consistent with positive or
negative effect sizes of small or moderately important size, and so, by itself, is
inconclusive (see Lortie-Forgues & Inglis, 2019, for discussion of this phenomenon).
However, a Bayesian meta-analysis (Bayes Factor B); of 8.48) revealed “substantial”
(Jeffreys, 1961) evidence for the null hypothesis that there was no difference between
the attainment gain of the intervention group and that of the control group, relative to
the alternative hypothesis that the gains were different. This means that we can
conclude that CA was not detrimental to students’ attainment, but neither was it
beneficial.

There were reasons to think that CA might have turned out to have been detrimental
to students’ mathematics learning, through distracting them or their teachers from more
effective aspects of the lesson and taking time away from teaching, but we did not find
any evidence for this opportunity cost (see Wiliam, 2018). Similarly, CA could have
had an adverse effect if it had led to students becoming damagingly risk averse
(Kahneman & Tversky, 1984) and thereby leaving questions unanswered and supply-
ing a zero confidence rating for them. Additionally, the requirement to think about
confidence scores could have disturbed students’ flow when answering the questions
and distracted them from their learning. It might also have been anticipated that the
students could have found their confidence scores discouraging, as these are likely to be
lower than a simple total of questions answered correctly, and this could have led to
disengagement from learning, but again this does not appear to have happened to any
measurable degree.

There were also good reasons for supposing that CA might have had a beneficial
effect on students’ mathematics attainment — indeed, this was the intention motivating
this programme of research, and is frequently expressed enthusiastically by teachers
(e.g. Baker, 2019; Barton, 2019). However, again, this does not appear to have
happened. It may be that the attainment measure was too distant from the intervention,
and that it was too optimistic to expect that CA used, from time to time, in formative
assessments in mathematics lessons would lead to a detectable effect in termly/
half-termly summative assessments, when myriad other factors are likely to be impor-
tant to students’ overall attainment. It may also be that without a strong imperative from
the senior leadership in the school backing CA there was a lack of focus and the
teachers’ agendas were dominated by other promoted strategies and approaches that
were given a higher status within the school. This is potentially one of the disadvan-
tages of the ‘naturalistic’ nature of this trial, in which minimal disturbance is made to
the school system. In this scenario, we are unlikely to benefit from Hawthorne-like
effects (Robson & McCartan, 2015) and the general enthusiasm deriving from a
concentrated focus on a high-profile intervention trial.
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Another factor may be that some of the schools may have been implementing CA
infrequently and without sufficiently careful attention. The constraints within the
naturalistic nature of this study meant that there was no opportunity for monitoring
the fidelity of the implementation in a process evaluation, and it may be that heads of
department were overestimating the compliance with CA within their schools when
reporting back to me. It is also conceivable that there was ‘leakage’ from the interven-
tion condition to the control condition, with teachers talking about CA in the staffroom,
leading to teachers of control classes also trying it. This seems unlikely, however, given
that heads of department were clear about the purpose of the trial, had ownership of it,
and believed that their colleagues were keen to support this.

The research question for this study refers to “repeated use of CA in formative
assessments” and “over an extended time period”, and neither of these terms can be
defined precisely, due to the naturalist nature of this trial. This means that it is possible
that more intensive use of CA, such as every lesson, rather than once a week, might be
needed in order to see a measurable improvement in attainment in summative assess-
ments. Alternatively, or additionally, it may be that the “extended time period”
necessary is greater than the 3 weeks up to one academic year used in this study,
although an intervention which shows no effect even after a year is probably of little
practical value to schools.

A clear overriding factor may be that teacher professional development is likely to
be necessary in order for students to benefit significantly from CA. We know that, in
general, for teaching strategies to be implemented effectively teachers need time to
think through the pedagogical rationale and discuss approaches that they will use in the
classroom (Joubert & Sutherland, 2009; Timperley et al., 2008; Yoon et al., 2007). In
the present study, professional development was completely absent, and the only
guidance to schools was a single sheet of paper outlining the approach (the entirety
of this is presented in Appendix B). It is highly plausible that important features of CA
might consequently have been ‘lost in translation’ or that teachers might not have
sufficiently ‘bought in’ to the strategy.

Conclusion

A ‘naturalistic’ quasi-experimental trial of CA use within regular, low-stakes mathe-
matics formative assessments across four secondary schools (N = 475 students) over
time periods ranging from 3 weeks up to one academic year was conducted. A
Bayesian meta-analysis of the effect sizes revealed substantial evidence of no effect
on students’ overall mathematics attainment, meaning that CA was not detrimental to
students’ attainment, but neither was it beneficial. Like a number of other high-profile
interventions (see Lortie-Forgues & Inglis, 2019), CA, at least in this simple format,
does not appear to be a quick, easy win for schools. To see benefits of CA, a closer-to-
intervention measure may be needed and/or a more comprehensive implementation
package, involving at least some professional development for teachers to set out the
rationale for the process and generate some commitment. The sample of schools for this
study was self-selecting, and consequently at least the lead teacher at each school was
likely to be enthusiastic about the idea of CA. This might have been expected to have
led to a stronger effect than if CA were implemented across ‘typical” schools, but it may
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be that, without some professional development, enthusiasm by itself is insufficient to
lead to effective implementation. Alternatively, it may simply be the case that use of
CA does not in fact raise student attainment, and further studies would be needed to
investigate these different possibilities.

A novel, ‘naturalistic’ minimal-intervention approach to trialling was employed in
this study, with mixed success. Some schools found it easy to find ‘parallel’ classes and
to set up alternative conditions for the students, and using schools’ existing data from
summative assessments was unproblematic and very low-cost. All schools found
conducting such a trial minimally invasive and fully compatible with their normal
working processes. However, some schools were unwilling or unable to offer the
intervention to a subset of the students, and in some cases this was because of
uneasiness over the quasi-experimental methodology, as has been reported previously
(Meyer et al., 2019).

It is important that the educational research literature reports null findings, to combat
the file-drawer problem of bias in the literature (Chambers, 2017), and this would seem
to be particularly relevant for pedagogical approaches such as CA that currently
command increasing attention in teacher-oriented literature. In future research, I plan
to collect further data from schools who are persisting with CA and examine whether
students’ calibration (in addition to attainment) improves over extended periods of CA
use. | also plan to interview students and teachers in schools who are persisting with
CA to try to understand their perspectives on the approach. I also intend to develop
associated professional development materials to support use of CA and to test the
effectiveness of these. The ease with which CA can be adopted in practice, with
minimal disturbance to existing classroom routines, makes it seem an attractive option
to teachers, and it addresses the important issue of students’ confidence. However, how
to make it effective in practice remains an unsolved problem.

Note

The full dataset is available at https://doi.org/10.6084/m9.figshare.15027966.v1.

A. Appendices

A: Instructions Sent to Schools

Confidence Assessment in Mathematics: School-Based Trial

Confidence Assessment

The idea is for students to give a confidence rating on a scale of 0 to 10 (0 is just
guessing; 10 is absolutely certain) alongside their answers in their school mathematics
assessments. Then, when they mark it, instead of simply counting the number of correct
answers, they calculate their mark as the sum of the confidence ratings for the questions
they got right minus the sum of the confidence ratings for the questions they got wrong.
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It shouldn’t be possible to ‘game’ this system, as it rewards accurate assessment of
confidence and penalises both over-confidence and under-confidence.
There are potentially four benefits of building this into formative assessments:

» It improves students’ calibration—being more confident about the ones they get
right and less confident about the ones they get wrong—so that they ‘know what
they know and what they don’t know’ better, enabling better metacognition, more
targeted revision, and more secure future learning;

» It promotes self-checking—students often correct their answer when asked how
sure they are;

» It discourages guessing, which adds ‘noise’ to formative assessments;

+ It capitalises on the ‘hypercorrection effect’—if a student states that they are very
sure about something, and then they discover that they are wrong, they remember
the correct answer better.

These benefits are plausible, and there is small-scale and anecdotal evidence for them,
but we don’t know if/how these things will work out in practice over time in real
schools.

What I would like you to do

I would like you to trial confidence assessment with some classes across a year
group. The only way to get convincing evidence whether confidence assessment
‘works’ is to do it with some classes and not with others and compare their progress
in their school assessments. For example, if your Year 8 cohort were set in two bands,
could you have the classes in one band continue as normal and those in the other band
try confidence assessment for a term, or longer? Then see how their scores on
half-termly assessments, say, compare between the two?

The great thing about confidence assessment is that it should be very easy to
implement. You wouldn’t need to alter your school-based assessments at all, and
students in the ‘intervention’ half of the year would just be asked to write down a
confidence rating beside each answer and then work out their confidence score
themselves. There would be no additional tests or marking, and I would be happy to
crunch the numbers for the comparison of the students’ half-termly/termly marks in the
‘intervention’ and ‘control’ groups if you sent me an anonymised spreadsheet. (I
wouldn’t need data on the confidence assessments themselves.)

Obviously, you would need to decide what is feasible in terms of the number of
classes and which year group, and the number of assessment points would be controlled
by what you do in your school. I don’t want to try to impose constraints on these things,
because I don’t want to increase anybody’s workload and I want to see how confidence
assessment might work in the ‘natural’ setting of real schools.

I am extremely grateful for any help with this that you can give. If the results from
this are promising, I intend to apply for funding to do a larger-scale, more robust trial.

I have written a couple of articles about confidence assessment, if you want to read
more—available free at https://tinyurl.com/ydb2lhjx and https://tinyurl.com/trrnu2v4 —
and I spoke about it on the Mr Barton Maths podcast: https://tinyurl.com/ybpbb68v.

Please let me know if you can help, and get back to me with any questions.
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B: R Code Used in the Analysis
Creating the Matched Data Sets

install.packages("Matchlt")
library(Matchlt)
Data <- read.csv("Fulldata.csv", header = TRUE, sep=",")
Data <- subset(Data, School=="A")
m.out <- matchit(treat ~ pre, data = Data, method = "nearest")
summary(m.out)
head(m.out)
plot(m.out, type = "hist")
m.data <- match.data(m.out)
write.csv(m.data, file = "matched.csv")

Frequentist Meta-Analysis

install.packages("metafor")
library(metafor)
Data <- read.csv("Metadata.csv", header = TRUE, sep=",")
Data$effectsize <- as.numeric(as.character( Data$Cohend))
Data$var <- as.numeric(as.character( Data$Var))
res <- rma(yi=effectsize, vi=var, data=Data, slab=paste(School, Ntotal, sep=", "),
method="REML")
res
forest(res, xlab="Effect size (d)")
mtext(bquote(paste("Summary: (Q =",
.(formatC(res$QE, digits=2, format="f")), ", df =", .(res$k - res$p),
" p =", .(formatC(res$QEp, digits=2, format="{")), "; ", "2, " =",
.(formatC(res$12, digits=1, format="f")), "%)")))

Bayesian Meta-Analysis
install.packages("BayesFactor")

library(BayesFactor)
bf <- meta.ttestBF(Data$t, Data$Ncontrol, Data$Ntreat, rscale=.7071)

bff1]
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C: Raw and Matched Distributions
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