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Context and Problem 

Data are trajectories



Temporal Logic requirement mining

Source: https://jdeshmukh.github.io/research.html

Logic-Cluster (unsupervised)

Logic-Classifier (semi-supervised)

Logic-Classifier (supervised)



STL Classifier: Problem Statement

Semi-supervised one-class classification prob Supervised two-class classification problem

Training data set: two sets 
• regular 𝑋!"#$%&

• anomalous 𝑋!"#$%'

Training data set: one set 
• regular 𝑋!"#$%&

We want a way to search in the space of STL formulae considering training data 𝑋!"#$%

Find the best φ that better separates the two 
sets. 

Find the “tight” φ that is satisfied by the set 



Parametric Signal Temporal Logic
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u Specification Mining: Try to find values of parameters of a PSTL formula from 
a given model

u Why?
�Good to know “as-is” properties of the model
�Finds worst-case behaviors of the model
�Discriminates between regular and anomalous behaviours

Specification Mining
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Specification Mining
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• What is the maximum speed that the vehicle can reach ? 
• What is the minimum d well time in a given gear ? 



Specification Templates using PSTL
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time

Overshoot:
alw !,𝑻 step 𝑥$%& ⇒ alw !,𝝉 𝑥(𝑡) − 𝑥$%&(𝑡) < 𝒄

Step:
step 𝑦 ≔ 𝑦 𝑡 + 𝛿 − 𝑦 𝑡 > 𝑎

𝜹 𝒂

𝒙𝐫𝐞𝐟
𝒙

𝝉

𝒄

𝑻

In previous lecture, 𝑎, 𝑐, 𝑇, 𝜏, 𝛿 were some 
fixed values, here they represent parameters



Parameter inference for PSTL
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u Given: 
� PSTL formula 𝜑 𝐩 ,  [𝐩 = 𝑝(, 𝑝), … , 𝑝* ] 
� Traces 𝑥(, … , 𝑥+

u Find:
� Valuation 𝜈(𝐩) such that: ∀𝑖 ∶ 𝑥, ⊨ 𝜑 𝜈 𝐩

c= 1000

c = 1.5

time

𝑥

Problem: Could find very 
conservative valuations!!

𝛿-tight valuation
• and ∃𝑖: 𝑥,⊭𝜑 𝜈 𝐩 ± 𝛿 : 

i.e. small perturbation in 𝜈(𝐩) makes 
some trace not satisfy formula

Finding 𝛿-tight valuations hard in general, 
but efficient for Monotonic PSTL

formula sat for given valuation ⇒
∀ greater (or lesser) valuations sat 

Binary search on parameter space

Alw(x < c)
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Parameter Inference:
Find “Tightest” 

Answers

Settling Time is ??
Overshoot is ??
Bounds on x are ??

Falsification:
∃ trace ⊭ Property?

Settling Time is 5 ms
Overshoot is 5 KPa
Upper Bound on x is 3.6

YES

1.

1.

m.
Counterexamples

Settling Time is 6 ms
Overshoot is 5.5 KPa
Upper Bound on x is 5

1.

n.
YES

NO
Settling Time is 6 ms
Overshoot is 5.5 KPa
Upper Bound on x is 5

Secret Sauce:
• Infer parameters for a given PSTL formula from traces 
• Falsify given STL formula

Specificatio
n Mining
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Learning STL classifiers
Goal: Given sets of good and bad trajectories (or generative models), learn STL 
properties that can separate the two behaviours (a STL classifier)

Light entrainment of biological oscillator

Idea: for a fixed template formula, learn 
optimally separating parameters by 
Bayesian Optimisation. 

Idea: explore formula structure by genetic 
programming on syntactic trees

Maritime surveillance 



Problem Formulation
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A supervised two-class classification problem 
Given a training set of Dp(good) and Dn(bad) find the best φ that 

better separates the two sets. 

Observation: only statistical and noisy evaluations of G(φ) 
Goal: maximize G(φ)



ROGE – RObustness GEnetic Algorithm 

It is a bi-level optimization algorithm. A GEnetic algorithm to learn the structure and a 
Bayesian optimization algorithm to learn the parameters. 
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Learning the Parameters 
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Problem
Given a PSTL formula φ, a parameter space K, find Θ∗ that 

maximises the discrimination function G(φΘ). 

Methodology

1. Sample {(θ(i),y(i)), i = 1,...,n}

2. Emulate (GP Regression): G[Rφ] ∼ GP(μ,k)

3. Optimize the emulation via GP-UCB algorithm, new θ(n+1) 



Learning the Structure 
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Problem
Given a set of PSTL formulas gen, find the best φ such that 

φΘ maximises the discrimination function G(φΘ). 

Methodology

1.GenerateInitialFormulae∶ gen={φ1,⋯,φNe}

2.Sample(genΘ,F)=subgΘ, Ne/2 formulae, F(φ)=G(φ)−S(φ)

3.Evolve(subgΘ, α) = newgΘ, based on two genetic operators, a 

recombination and a mutation operator. 

Regularization
Formula size penalty S(φ) and complexity of initial population.  
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Mutation operator 
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A Decision Tree Approach to Data Classification 
DTL4STL [2], that uses a decision tree algorithm for the structure of the formula and an 
heuristic impurity measure for parameter synthesis 

19
[2] Bombara, G et all, A Decision Tree Approach to Data Classification Using Signal Temporal Logic. In: Proc. of HSCC, 2016. 



DTL4STL [2], that uses a decision tree algorithm for the structure of the formula and an 
heuristic impurity measure for parameter synthesis 

[2] Bombara, G et all, A Decision Tree Approach to Data Classification Using Signal Temporal Logic. In: Proc. of HSCC, 2016. 

A Decision Tree Approach to Data Classification 



Maritime Surveillance 
Synthetic dataset of naval surveillance of 2-dimensional coordinates traces of vessels behaviours. 



Maritime Surveillance 



Ineffective Inspiratory Effort (IIE) 

▸ Regular breaths

▸ Irregular breaths (IIE) 



Ineffective Inspiratory Effort (IIE) 
The dataset consists of 2-dim traces of flow and its derivative, flow’ 
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