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Algorithms with oracle

All values of the function computed at once. Very easy!!
But… measurements will make the wave function collapse giving 
only one output. No advantage.

Suppose we are supplied with a quantum oracle – a black box whose 
internal workings are not important at this stage – with the ability to 
recognize solutions to a given problem by computing a suitable function f. 
More precisely, the oracle is a unitary operator, Uf, defined by its action on 
the computational basis: 
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Simple Quantum Algorithms

Before we start presenting “useful” but rather complicated quantum algo-
rithms, we introduce a few simple quantum algorithms which will be of help
for readers to understand how quantum algorithms are different from and
superior to classical algorithms. We follow closely Meglicki [1].

5.1 Deutsch Algorithm

The Deutsch algorithm is one of the first quantum algorithms which showed
quantum algorithms may be more efficient than their classical counterparts.
In spite of its simplicty, full use of the superposition principle has been made
here.

Let f : {0, 1}→ {0, 1} be a binary function. Note that there are only four
possible f , namely

f1 : 0 "→ 0, 1 "→ 0, f2 : 0 "→ 1, 1 "→ 1,

f3 : 0 "→ 0, 1 "→ 1, f4 : 0 "→ 1, 1 "→ 0.

The first two cases, f1 and f2, are called constant, while the rest, f3 and f4,
are balanced. If we only have classical resources, we need to evaluate f twice
to tell if f is constant or balanced. There is a quantum algorithm, however,
with which it is possible to tell if f is constant or balanced with a single
evaluation of f , as was shown by Deutsch [2].

Let |0〉 and |1〉 correspond to classical bits 0 and 1, respectively, and consider
the state |ψ0〉 = 1

2 (|00〉− |01〉+ |10〉− |11〉). We apply f on this state in terms
of the unitary operator Uf : |x, y〉 "→ |x, y ⊕ f(x)〉, where ⊕ is an addition
mod 2. To be explicit, we obtain

|ψ1〉 = Uf |ψ0〉

=
1
2
(|0, f(0)〉 − |0, 1⊕ f(0)〉+ |1, f(1)〉 − |1, 1⊕ f(1)〉)

=
1
2
(|0, f(0)〉 − |0,¬f(0)〉+ |1, f(1)〉 − |1,¬f(1)〉),

where ¬ stands for negation. Therefore this operation is nothing but the
CNOT gate with the control bit f(x); the target bit y is flipped if and only if

99

where ⊕ is addition mod 2.

Suppose Uf acts on the input which is a superposition of many states. 
Since Uf is a linear operator, it acts simultaneously on all the vectors that 
constitute the superposition. Thus the output is also a superposition 
of all the results 
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4.7 Quantum Parallelism and Entanglement

Given an input x, a typical quantum computer computes f(x) in such a way
as

Uf : |x〉|0〉 "→ |x〉|f(x)〉, (4.61)

where Uf is a unitary matrix that implements the function f .
Suppose Uf acts on the input which is a superposition of many states. Since

Uf is a linear operator, it acts simultaneously on all the vectors that constitute
the superposition. Thus the output is also a superposition of all the results;

Uf :
∑

x

|x〉|0〉 "→
∑

x

|x〉|f(x)〉. (4.62)

Namely, when the input is a superposition of n states, Uf computes n values
f(xk) (1 ≤ k ≤ n) simultaneously. This feature, called the quantum paral-
lelism, gives a quantum computer an enormous power. A quantum computer
is advantageous compared to a classical counterpart in that it makes use of
this quantum parallelism and also entanglement.

A unitary transformation acts on a superposition of all possible states in
most quantum algorithms. This superposition is prepared by the action
of the Walsh-Hadamard transformation on an n-qubit register in the state
|00 . . . 0〉 = |0〉 ⊗ |0〉 ⊗ . . .⊗ |0〉 resulting in

1√
2n

(|00 . . . 0〉+ |00 . . .1〉+ . . . |11 . . . 1〉) =
1√
2n

2n−1∑

x=0

|x〉. (4.63)

This state is a superposition of vectors encoding all the integers between 0
and 2n − 1. Then the linearity of Uf leads to

Uf

(
1√
2n

2n−1∑

x=0

|x〉|0〉
)

=
1√
2n

2n−1∑

x=0

Uf |x〉|0〉 =
1√
2n

2n−1∑

x=0

|x〉|f(x)〉. (4.64)

Note that the superposition is made of 2n = en ln 2 states, which makes quan-
tum computation exponentially faster than the classical counterpart in a cer-
tain kind of computation.

What about the limitation of a quantum computer? Let us consider the
CCNOT gate, for example. This gate flips the third qubit if and only if the
first and the second qubits are both in the state |1〉, while it leaves the third
qubit unchanged otherwise. Let us fix the third input qubit to |0〉. It was
shown in §4.3.3 that the third output is |x∧ y〉, where |x〉 and |y〉 are the first
and the second input qubit states, respectively. Suppose the input state is a
superposition of all possible states while the third qubit is fixed to |0〉. This

The goal of a quantum algorithm is to operate in such a way that the 
particular outcome we want to observe has a larger probability to be 
measured than the other outcomes.



Deutsch Algorithm

5

Simple Quantum Algorithms

Before we start presenting “useful” but rather complicated quantum algo-
rithms, we introduce a few simple quantum algorithms which will be of help
for readers to understand how quantum algorithms are different from and
superior to classical algorithms. We follow closely Meglicki [1].

5.1 Deutsch Algorithm

The Deutsch algorithm is one of the first quantum algorithms which showed
quantum algorithms may be more efficient than their classical counterparts.
In spite of its simplicty, full use of the superposition principle has been made
here.

Let f : {0, 1}→ {0, 1} be a binary function. Note that there are only four
possible f , namely

f1 : 0 "→ 0, 1 "→ 0, f2 : 0 "→ 1, 1 "→ 1,

f3 : 0 "→ 0, 1 "→ 1, f4 : 0 "→ 1, 1 "→ 0.

The first two cases, f1 and f2, are called constant, while the rest, f3 and f4,
are balanced. If we only have classical resources, we need to evaluate f twice
to tell if f is constant or balanced. There is a quantum algorithm, however,
with which it is possible to tell if f is constant or balanced with a single
evaluation of f , as was shown by Deutsch [2].

Let |0〉 and |1〉 correspond to classical bits 0 and 1, respectively, and consider
the state |ψ0〉 = 1

2 (|00〉− |01〉+ |10〉− |11〉). We apply f on this state in terms
of the unitary operator Uf : |x, y〉 "→ |x, y ⊕ f(x)〉, where ⊕ is an addition
mod 2. To be explicit, we obtain

|ψ1〉 = Uf |ψ0〉

=
1
2
(|0, f(0)〉 − |0, 1⊕ f(0)〉+ |1, f(1)〉 − |1, 1⊕ f(1)〉)

=
1
2
(|0, f(0)〉 − |0,¬f(0)〉+ |1, f(1)〉 − |1,¬f(1)〉),

where ¬ stands for negation. Therefore this operation is nothing but the
CNOT gate with the control bit f(x); the target bit y is flipped if and only if

99

First we need to turn the classical function f(x) into a quantum one. 
To this purpose we define the quantum oracle
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The algorithm is structured as follows.

1. Start with the state         .

2. Apply an Hadamard on both qubits:

3. Apply the operator Uf implementing the function 
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Quantum parallelism: all values computed at once
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4. Apply an Hadamard to the first qubit

100 QUANTUM COMPUTING

f(x) = 1 and left unchanged otherwise. Subsequently we apply a Hadamard
gate on the first qubit to obtain

|ψ2〉 = (UH ⊗ I)|ψ1〉

=
1

2
√

2
[(|0〉+ |1〉)(|f(0)〉 − |¬f(0)〉) + (|0〉 − |1〉)(|f(1)〉 − |¬f(1)〉)] .

The wave function reduces to

|ψ2〉 =
1√
2
|0〉(|f(0)〉 − |¬f(0)〉) (5.1)

in case f is constant, for which |f(0)〉 = |f(1)〉, and

|ψ2〉 =
1√
2
|1〉(|f(0)〉 − |¬f(0)〉) (5.2)

if f is balanced, for which |¬f(0)〉 = |f(1)〉. Therefore the measurement of
the first qubit tells us whether f is constant or balanced.

Let us consider a quantum circuit which implements the Deutsch algorithm.
We first apply Walsh-Hadamard transformation W2 = UH ⊗ UH on |01〉 to
obtain |ψ0〉. We need to introduce a conditional gate Uf , i.e., the controlled-
NOT gate with the control bit f(x), whose action is Uf : |x, y〉 → |x, y⊕f(x)〉.
Then a Hadamard gate is applied on the first qubit before it is measured.
Figure 5.1 depicts this implementation.

FIGURE 5.1
Implementation of the Deutsch algorithm.

In the quauntum circuit, we assume the gate Uf is a black box for which
we do not ask the explicit implementation. We might think it is a kind of
subroutine. Such a black box is often called an oracle. The gate Uf is called
the Deutsch oracle. Its implementation is given only after f is specified.

Then what is the merit of the Deutsch algorithm? Suppose your friend
gives you a unitary matrix Uf and asks you to tell if f is constant or balanced.
Instead of applying |0〉 and |1〉 separately, you may construct the circuit in
Fig. 5.1 with the given matrix Uf and apply the circuit on the input state
|01〉. Then you can tell your friend whether f is constant or balanced with a
single use of Uf .
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If the function is constant, the two blue terms 
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Therefore the measurement of the first qubit tells us whether f is 
constant or balanced. 

5. Measure the first qubit to determine f. The full algorithm is:

|1〉

|0〉 H

H
𝑈!

H 4. Measurement

2. Calculate the function 
on both input values 
simultaneously

3. Interfere the result

1. Create the superposition 
of all states
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5.2 Deutsch-Jozsa Algorithm and Bernstein-Vazirani
Algorithm

The Deutsch algorithm introduced in the previous section may be generalized
to the Deutsch-Jozsa algorithm [3].

Let us first define the Deutsch-Jozsa problem. Suppose there is a binary
function

f : Sn ≡ {0, 1, . . . , 2n − 1}→ {0, 1}. (5.3)

We require that f be either constant or balanced as before. When f is constant,
it takes a constant value 0 or 1 irrespetive of the input value x. When it is
balanaced the value f(x) for the half of x ∈ Sn is 0, while it is 1 for the rest of
x. In other words, |f−1(0)| = |f−1(1)| = 2n−1, where |A| denotes the number
of elements in a set A, known as the cardinality of A. Although there are
functions which are neither constant nor balanced, we will not consider such
cases here. Our task is to find an algorithm which tells if f is constant or
balanced with the least possible number of evaluations of f .

It is clear that we need at least 2n−1 + 1 steps, in the worst case with
classical manipulations, to make sure if f(x) is constant or balanced with
100% confidence. It will be shown below that the number of steps reduces to
a single step if we are allowed to use a quantum algorithm.

The algorithm is divided into the following steps:

1. Prepare an (n + 1)-qubit register in the state |ψ0〉 = |0〉⊗n ⊗ |1〉. First
n qubits work as input qubits, while the (n + 1)st qubit serves as a
“scratch pad.” Such qubits, which are neither input qubits nor output
qubits, but work as a scratch pad to store temporary information are
called ancillas or ancillary qubits.

2. Apply the Walsh-Hadamard transforamtion to the register. Then we
have the state

|ψ1〉 = U⊗n+1
H |ψ0〉 =

1√
2n

(|0〉+ |1〉)⊗n ⊗ 1√
2
(|0〉 − |1〉)

=
1√
2n

2n−1∑

x=0

|x〉 ⊗ 1√
2
(|0〉 − |1〉). (5.4)

3. Apply the f(x)-controlled-NOT gate on the register, which flips the
(n + 1)st qubit if and only if f(x) = 1 for the input x. Therefore
we need a Uf gate which evaluates f(x) and acts on the register as
Uf |x〉|c〉 = |x〉|c⊕ f(x)〉, where |c〉 is the one-qubit state of the (n+1)st
qubit. Observe that |c〉 is flipped if and only if f(x) = 1 and left
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x. In other words, |f−1(0)| = |f−1(1)| = 2n−1, where |A| denotes the number
of elements in a set A, known as the cardinality of A. Although there are
functions which are neither constant nor balanced, we will not consider such
cases here. Our task is to find an algorithm which tells if f is constant or
balanced with the least possible number of evaluations of f .

It is clear that we need at least 2n−1 + 1 steps, in the worst case with
classical manipulations, to make sure if f(x) is constant or balanced with
100% confidence. It will be shown below that the number of steps reduces to
a single step if we are allowed to use a quantum algorithm.

The algorithm is divided into the following steps:

1. Prepare an (n + 1)-qubit register in the state |ψ0〉 = |0〉⊗n ⊗ |1〉. First
n qubits work as input qubits, while the (n + 1)st qubit serves as a
“scratch pad.” Such qubits, which are neither input qubits nor output
qubits, but work as a scratch pad to store temporary information are
called ancillas or ancillary qubits.

2. Apply the Walsh-Hadamard transforamtion to the register. Then we
have the state

|ψ1〉 = U⊗n+1
H |ψ0〉 =

1√
2n

(|0〉+ |1〉)⊗n ⊗ 1√
2
(|0〉 − |1〉)

=
1√
2n

2n−1∑

x=0

|x〉 ⊗ 1√
2
(|0〉 − |1〉). (5.4)

3. Apply the f(x)-controlled-NOT gate on the register, which flips the
(n + 1)st qubit if and only if f(x) = 1 for the input x. Therefore
we need a Uf gate which evaluates f(x) and acts on the register as
Uf |x〉|c〉 = |x〉|c⊕ f(x)〉, where |c〉 is the one-qubit state of the (n+1)st
qubit. Observe that |c〉 is flipped if and only if f(x) = 1 and left
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unchanged otherwise. We then obtain a state

|ψ2〉 = Uf |ψ1〉

=
1√
2n

2n−1∑

x=0

|x〉 1√
2
(|f(x)〉 − |¬f(x)〉)

=
1√
2n

∑

x

(−1)f(x)|x〉 1√
2
(|0〉 − |1〉). (5.5)

Although the gate Uf is applied once for all, it is applied to all the
n-qubit states |x〉 simultaneously.

4. The Walsh-Hadamard transformation (4.11) is applied on the first n
qubits next. We obtain

|ψ3〉 = (Wn ⊗ I)|ψ2〉 =
1√
2n

2n−1∑

x=0

(−1)f(x)U⊗n
H |x〉 1√

2
(|0〉 − |1〉). (5.6)

It is instructive to write the action of the one-qubit Hadamard gate in
the following form,

UH|x〉 =
1√
2
(|0〉+ (−1)x|1〉) =

1√
2

∑

y∈{0,1}

(−1)xy|y〉,

where x ∈ {0, 1}, to find the resulting state. The action of the Walsh-
Hadamard transformation on |x〉 = |xn−1 . . . x1x0〉 yields

Wn|x〉 = (UH|xn−1〉)(UH|xn−2〉) . . . (UH|x0〉)

=
1√
2n

∑

yn−1,yn−2,...,y0∈{0,1}

(−1)xn−1yn−1+xn−2yn−2+...+x0y0

×|yn−1yn−2 . . . y0〉

=
1√
2n

2n−1∑

y=0

(−1)x·y|y〉, (5.7)

where x ·y = xn−1yn−1⊕xn−2yn−2⊕ . . .⊕x0y0. Substituting this result
into Eq. (5.6), we obtain

|ψ3〉 =
1
2n

(
2n−1∑

x,y=0

(−1)f(x)(−1)x·y|y〉
)

1√
2
(|0〉 − |1〉). (5.8)

5. The first n qubits are measured. Suppose f(x) is constant. Then |ψ3〉
is put in the form

|ψ3〉 =
1
2n

∑

x,y

(−1)x·y|y〉 1√
2
(|0〉 − |1〉)

5

Simple Quantum Algorithms

Before we start presenting “useful” but rather complicated quantum algo-
rithms, we introduce a few simple quantum algorithms which will be of help
for readers to understand how quantum algorithms are different from and
superior to classical algorithms. We follow closely Meglicki [1].

5.1 Deutsch Algorithm

The Deutsch algorithm is one of the first quantum algorithms which showed
quantum algorithms may be more efficient than their classical counterparts.
In spite of its simplicty, full use of the superposition principle has been made
here.

Let f : {0, 1}→ {0, 1} be a binary function. Note that there are only four
possible f , namely

f1 : 0 "→ 0, 1 "→ 0, f2 : 0 "→ 1, 1 "→ 1,

f3 : 0 "→ 0, 1 "→ 1, f4 : 0 "→ 1, 1 "→ 0.

The first two cases, f1 and f2, are called constant, while the rest, f3 and f4,
are balanced. If we only have classical resources, we need to evaluate f twice
to tell if f is constant or balanced. There is a quantum algorithm, however,
with which it is possible to tell if f is constant or balanced with a single
evaluation of f , as was shown by Deutsch [2].

Let |0〉 and |1〉 correspond to classical bits 0 and 1, respectively, and consider
the state |ψ0〉 = 1

2 (|00〉− |01〉+ |10〉− |11〉). We apply f on this state in terms
of the unitary operator Uf : |x, y〉 "→ |x, y ⊕ f(x)〉, where ⊕ is an addition
mod 2. To be explicit, we obtain

|ψ1〉 = Uf |ψ0〉

=
1
2
(|0, f(0)〉 − |0, 1⊕ f(0)〉+ |1, f(1)〉 − |1, 1⊕ f(1)〉)

=
1
2
(|0, f(0)〉 − |0,¬f(0)〉+ |1, f(1)〉 − |1,¬f(1)〉),

where ¬ stands for negation. Therefore this operation is nothing but the
CNOT gate with the control bit f(x); the target bit y is flipped if and only if
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On the Hadamard gate
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We then have
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up to an overall phase. Now let us consider the summation

1
2n

2n−1∑

x=0

(−1)x·y

with a fixed y ∈ Sn. Clearly it vanishes since x · y is 0 for half of x and
1 for the other half of x unless y = 0. Therefore the summation yields
δy0. Now the state reduces to

|ψ3〉 = |0〉⊗n 1√
2
(|0〉 − |1〉),

and the measurement outcome of the first n qubits is always 00 . . .0.
Suppose f(x) is balanced next. The probability amplitude of |y = 0〉 in
|ψ3〉 is proportional to

2n−1∑

x=0

(−1)f(x)(−1)x·0 =
2n−1∑

x=0

(−1)f(x) = 0.

Therefore the probability of obtaining measurement outcome 00 . . .0 for
the first n qubits vanishes. In conclusion, the function f is constant if
we obtain 00 . . .0 upon the meaurement of the first n qubits in the state
|ψ3〉, and it is balanced otherwise.

EXERCISE 5.1 Let us take n = 2 for definiteness. Consider the following
cases and find the final wave function |ψ3〉 and evaluate the measurement
outcomes and their probabilities for each case.
(1) f(x) = 1 ∀x ∈ S2.
(2) f(00) = f(01) = 1, f(10) = f(11) = 0.
(3) f(00) = 0, f(01) = f(10) = f(11) = 1. (This function is neither constant
nor balanced.)

The above exercise shows that the measurement gives |00〉 with probability
1 if f is constant and with probability 0 if balanced. If f is neither constant
nor balanced |ψ3〉 is a superposition of several states including |00〉, which is
attributed to “incomplete” interference.

A quantum circuit which implements the Deutsch-Jozsa algorithm is given
in Fig. 5.2. The gate Uf is called the Deutsch-Jozsa oracle.

The Bernstein-Vazirani algorithm is a special case of the Deutsch-Jozsa
algorithm, in which f(x) is given by f(x) = c · x, where c = cn−1cn−2 . . . c0

is an n-bit binary number [4]. Our aim is to find c with the smallest number
of evaluations of f . If we apply the Deutsch-Jozsa algorithm with this f , we
obtain

|ψ3〉 =
1
2n

[
2n−1∑

x,y=0

(−1)c·x(−1)x·y|y〉
]

1√
2
(|0〉 − |1〉).

Example with 3 qubits.

Take y = 110. Then
x·y = x2⊕x1

x x2⊕x1
000 0

001 0

010 1

011 1

100 1

101 1

110 0

111 0
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up to an overall phase. Now let us consider the summation
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FIGURE 5.2
Quantum circuit implementing the Deutsch-Jozsa algorithm. The gate Uf is
the Deutsch-Jozsa oracle.

Let us fix y first. If we take y = c, we obtain

∑

x

(−1)c·x(−1)x·c =
∑

x

(−1)2c·x = 2n.

If y "= c, on the other hand, there will be the same number of x such that
c · x = 0 and x such that c · x = 1 in the summation over x and, as a result,
the probability amplitude of |y "= c〉 vanishes. By using these results, we end
up with

|ψ3〉 = |c〉 1√
2
(|0〉 − |1〉). (5.9)

We are able to tell what c is by measuring the first n qubits. Note that this
is done by a single application of the circuit in Fig. 5.2.

EXERCISE 5.2 Consider the Bernstein-Vazirani algorithm with n = 3 and
c = 101. Work out the quantum circuit depicted in Fig. 5.2 to show that the
measurement outcome of the first three qubits is c = 101.
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7

Grover’s Search Algorithm

Suppose there is a stack of N unstructured files and we want to find a par-
ticular file (or files) out of the N files. To find someone’s phone number in a
telephone directory is an easy structured datebase search problem, while to
find a person’s name who has a particular phone number is a more difficult
unstructured database seach problem, with which we are concerned in this
chapter. It is required to take O(N) steps on average if a classical algorithm
is employed. If we check the files one by one, we will hit the right file with
probability 1/2 after N/2 files are examined. It turns out that this takes only
O(
√

N) steps with a quantum algorithm, first discovered by Grover [1, 2, 3].
Our presentation in this chapter closely follows [4] and [5].

7.1 Searching for a Single File

Suppose there is a stack of N = 2n files, randomly placed, that are numbered
by x ∈ Sn ≡ {0, 1, . . . , N − 1}. Our task is to find an algorithm which picks
out a particular file which satisfies a certain condition.

In mathematical language, this is expressed as follows. Let f : Sn → {0, 1}
be a function defined by

f(x) =
{

1 (x = z)
0 (x &= z), (7.1)

where z is the address of the file we are looking for. It is assumed that
f(x) is instantaneously calculable, such that this process does not require any
computational steps. A function of this sort is often called an oracle as noted
in Chapter 5. Thus, the problem is to find z such that f(z) = 1, given a
function f : Sn → {0, 1} which assumes the value 1 only at a single point.

Clearly we have to check one file after another in a classical algorithm,
and it will take O(N) steps on average. It is shown below that it takes only
O(
√

N) steps with Grover’s algorithm. This is accomplished by amplifying
the amplitude of the vector |z〉 while cancelling that of the vectors |x〉 (x &= z).

We describe the algorithm in several steps.

STEP 1 (Selective phase rotation transform; see §6.6.)
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We first needs to implement the function f(x) quantum mechanically. The 
oracle Uf is defined in the usual way

Uf |x, yi = |x, y � f(x)i with f(x) = either 0 or 1
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In particular we have

Uf |xi
1p
2
[|0i � |1i] = (�1)f(x)|xi 1p

2
[|0i � |1i]
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Therefore, without loss of generality, we can neglect the last qubit and 
assume

Uf |xi = (�1)f(x)|xi
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Uf = I � 2|zihz|
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on the computational basis. We see that if 𝑥 is an unmarked item, the 
oracle does nothing to the state. It flips the phase for the marked item. It 
is easy to see that 

Step 1: Create an initially equal weighted superposition of all states (this 
is done with N Hadamard gates):

126 QUANTUM COMPUTING

Define the kernel of the selective phase rotation transform Rf by

Kf(x, y) = eiπf(x)δxy = (−1)f(x)δxy, (7.2)

where x, y ∈ Sn. Since Rf maps |z〉 $→ −|z〉, while leaving all the other vectors
unchanged, it can be expressed as

Rf = I − 2|z〉〈z|. (7.3)

Let us consider a state

|ϕ〉 =
N−1∑

x=0

wx|x〉,
∑

x

|wx|2 = 1. (7.4)

Then it is easy to verify

Rf |ϕ〉 = w0|0〉+ . . . + (−1)wz|z〉+ . . . + wN−1|N − 1〉. (7.5)

(In other words, Rf changes the sign of wz while leaving all other coefficients
unchanged.)

STEP 2 Define a unitary matrix

D = WnR0Wn, (7.6)

where Wn is the Walsh-Hadamard transform,

Wn(x, y) =
1√
N

(−1)x·y, (x, y ∈ Sn) (7.7)

and R0 is the selective phase rotation transform defined by

R0(x, y) = eiπ(1−δx0)δxy = (−1)1−δx0δxy. (7.8)

PROPOSITION 7.1 Let

|ϕ0〉 =
1√
N

N−1∑

x=0

|x〉. (7.9)

Then
D = −I + 2|ϕ0〉〈ϕ0|. (7.10)

Moreover

D|ϕ〉 =
N−1∑

x=0

(w̄ − (wx − w̄)) |x〉, (7.11)

where |ϕ〉 is given in Eq. (7.4) and

w̄ =
1
N

N−1∑

x=0

wx (7.12)
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Step 2: Apply the oracle Uf . Geometrically this corresponds to a 
reflection of the state |z⟩ about |𝑠⟩. This transformation means that the 
amplitude in front of the |z⟩ state becomes negative, which in turn means 
that the average amplitude has been lowered.
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Grover’s search algorithm

Step 3: Apply the gate

The action of the gate is the following
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Reflection 
around the 
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In our case we get

126 QUANTUM COMPUTING

Define the kernel of the selective phase rotation transform Rf by

Kf(x, y) = eiπf(x)δxy = (−1)f(x)δxy, (7.2)

where x, y ∈ Sn. Since Rf maps |z〉 $→ −|z〉, while leaving all the other vectors
unchanged, it can be expressed as

Rf = I − 2|z〉〈z|. (7.3)

Let us consider a state

|ϕ〉 =
N−1∑

x=0

wx|x〉,
∑

x

|wx|2 = 1. (7.4)

Then it is easy to verify

Rf |ϕ〉 = w0|0〉+ . . . + (−1)wz|z〉+ . . . + wN−1|N − 1〉. (7.5)

(In other words, Rf changes the sign of wz while leaving all other coefficients
unchanged.)
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D = WnR0Wn, (7.6)

where Wn is the Walsh-Hadamard transform,

Wn(x, y) =
1√
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(−1)x·y, (x, y ∈ Sn) (7.7)

and R0 is the selective phase rotation transform defined by

R0(x, y) = eiπ(1−δx0)δxy = (−1)1−δx0δxy. (7.8)
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Moreover
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Since the average 
amplitude has been 
lowered by the first 
reflection, this 
transformation boosts 
the negative amplitude 
of |z⟩ to roughly three 
times its original value, 
while it decreases the 
other amplitudes.
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Step 3: go to step 2 an repeat the application of Uf and D a sufficient 
number of times. Let us call Gf = D Uf . 
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where
∑N−1

x=0 |wx|2 = 1 and

w̄ =
1
N




N−1∑

x=0,x "=z

wx − wz



 (7.16)

is the average value of the coefficients of the state Rf |ϕ〉.
This result shows that the amplitude of |z〉 has increased upon the operation

of Uf while that of |x〉 (x #= z) has decreased, assuming that all the weights
wx are positive. Thus repeated applications of Uf increase the amplitude of
|z〉 so that this particular state is observed with probability close to 1 when
the system is measured. Let us find the state obtained after Uf is applied k
times on the initial state |ϕ0〉.

PROPOSITION 7.2 Let us write

Uk
f |ϕ0〉 = ak|z〉+ bk

∑

x "=z

|x〉 (7.17)

with the initial condition
a0 = b0 =

1√
N

.

Then the coefficients {ak, bk} for k ≥ 1 satisfy the recursion relations

ak =
N − 2

N
ak−1 +

2(N − 1)
N

bk−1, (7.18)

bk = − 2
N

ak−1 +
N − 2

N
bk−1 (7.19)

for k = 1, 2, . . ..

Proof. It is easy to see the recursion relations are satified for k = 1 by making
use of Eqs. (7.15) and (7.16). Let Uk−1

f |ϕ0〉 = ak−1|z〉+ bk−1
∑

x "=z |x〉. Then

Uk
f |ϕ0〉 = Uf



ak−1|z〉+ bk−1

∑

x "=z

|x〉





= (−I + 2|ϕ0〉〈ϕ0|)



−ak−1|z〉+ bk−1

∑

x "=z

|x〉





= −bk−1

∑

x "=z

|x〉+ ak−1|z〉+
2√
N

(N − 1)bk−1|ϕ0〉 −
2ak−1√

N
|ϕ0〉

= −bk−1

∑

x "=z

|x〉+ ak−1|z〉+
2
N

(N − 1)bk−1

∑

x

|x〉 − 2ak−1

N

∑

x

|x〉

=
[
N − 2

N
ak−1 +

2(N − 1)
N

bk−1

]
|z〉
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for k = 1, 2, . . ..

Proof. It is easy to see the recursion relations are satified for k = 1 by making
use of Eqs. (7.15) and (7.16). Let Uk−1

f |ϕ0〉 = ak−1|z〉+ bk−1
∑

x "=z |x〉. Then

Uk
f |ϕ0〉 = Uf



ak−1|z〉+ bk−1
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= (−I + 2|ϕ0〉〈ϕ0|)



−ak−1|z〉+ bk−1

∑
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|x〉





= −bk−1

∑

x "=z

|x〉+ ak−1|z〉+
2√
N

(N − 1)bk−1|ϕ0〉 −
2ak−1√

N
|ϕ0〉

= −bk−1

∑

x "=z

|x〉+ ak−1|z〉+
2
N

(N − 1)bk−1

∑

x

|x〉 − 2ak−1

N

∑

x

|x〉

=
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N
ak−1 +

2(N − 1)
N

bk−1

]
|z〉
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+
[
− 2

N
ak−1 +

N − 2
N

bk−1

]∑

x "=z

|x〉,

and proposition is proved.

PROPOSITION 7.3 The solutions of the recursion relations in Proposition
7.2 are explicitly given by

ak = sin[(2k + 1)θ], bk =
1√

N − 1
cos[(2k + 1)θ], (7.20)

for k = 0, 1, 2, . . ., where

sin θ =
√

1
N

, cos θ =
√

1− 1
N

. (7.21)

Proof. Let ck =
√

N − 1bk. The recursion relations (7.18) and (7.19) are
written in a matrix form,
(

ak

ck

)
= M

(
ak−1

ck−1

)
, M =

(
(N − 2)/N 2

√
N − 1/N

−2
√

N − 1/N (N − 2)/N

)
=
(

cos 2θ sin 2θ
− sin 2θ cos 2θ

)
.

Note that M is a rotation matrix in R2, and its kth power is another rota-
tion matrix corresponding to a rotation angle 2kθ. Thus the above recursion
relation is easily solved to yield
(

ak

ck

)
= Mk

(
a0

c0

)
=
(

cos 2kθ sin 2kθ
− sin 2kθ cos 2kθ

)(
sin θ
cos θ

)
=
(

sin[(2k + 1)θ]
cos[(2k + 1)θ]

)
.

Replacing ck by bk proves the proposition.

We have proved that the application of Uf k times on |ϕ0〉 results in the
state

Uk
f |ϕ0〉 = sin[(2k + 1)θ]|z〉+ 1√

N − 1
cos[(2k + 1)θ]

∑

x "=z

|x〉. (7.22)

Measurement of the state Uk
f |ϕ0〉 yields |z〉 with the probability

Pz,k = sin2[(2k + 1)θ]. (7.23)

It is instructive to visualize what is going on with a simple example. Let
us take n = 4, for which N = 2n = 16. The probabilities (ak, bk) are given by

a2
0 = b2

0 = 1/16, a2
k = sin2[(2k + 1)θ], b2

k =
cos2[(2k + 1)θ]

16− 1
,

where θ = sin−1(1/4). Figure 7.1 shows the probability distributions for
k = 1, 2, 3 and 4 where we have chosen z = 10.
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We have proved that the application of Uf k times on |ϕ0〉 results in the
state

Uk
f |ϕ0〉 = sin[(2k + 1)θ]|z〉+ 1√

N − 1
cos[(2k + 1)θ]

∑

x "=z

|x〉. (7.22)

Measurement of the state Uk
f |ϕ0〉 yields |z〉 with the probability

Pz,k = sin2[(2k + 1)θ]. (7.23)

It is instructive to visualize what is going on with a simple example. Let
us take n = 4, for which N = 2n = 16. The probabilities (ak, bk) are given by

a2
0 = b2

0 = 1/16, a2
k = sin2[(2k + 1)θ], b2

k =
cos2[(2k + 1)θ]

16− 1
,

where θ = sin−1(1/4). Figure 7.1 shows the probability distributions for
k = 1, 2, 3 and 4 where we have chosen z = 10.
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where
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x=0 |wx|2 = 1 and

w̄ =
1
N
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x=0,x "=z

wx − wz



 (7.16)

is the average value of the coefficients of the state Rf |ϕ〉.
This result shows that the amplitude of |z〉 has increased upon the operation

of Uf while that of |x〉 (x #= z) has decreased, assuming that all the weights
wx are positive. Thus repeated applications of Uf increase the amplitude of
|z〉 so that this particular state is observed with probability close to 1 when
the system is measured. Let us find the state obtained after Uf is applied k
times on the initial state |ϕ0〉.

PROPOSITION 7.2 Let us write

Uk
f |ϕ0〉 = ak|z〉+ bk

∑

x "=z

|x〉 (7.17)

with the initial condition
a0 = b0 =

1√
N

.

Then the coefficients {ak, bk} for k ≥ 1 satisfy the recursion relations

ak =
N − 2

N
ak−1 +

2(N − 1)
N

bk−1, (7.18)

bk = − 2
N

ak−1 +
N − 2

N
bk−1 (7.19)

for k = 1, 2, . . ..

Proof. It is easy to see the recursion relations are satified for k = 1 by making
use of Eqs. (7.15) and (7.16). Let Uk−1

f |ϕ0〉 = ak−1|z〉+ bk−1
∑

x "=z |x〉. Then

Uk
f |ϕ0〉 = Uf
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∑
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= −bk−1

∑
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|x〉+ ak−1|z〉+
2
N

(N − 1)bk−1

∑
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N

∑

x
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=
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N
ak−1 +
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N

bk−1

]
|z〉
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+
[
− 2

N
ak−1 +

N − 2
N

bk−1

]∑

x "=z

|x〉,

and proposition is proved.

PROPOSITION 7.3 The solutions of the recursion relations in Proposition
7.2 are explicitly given by

ak = sin[(2k + 1)θ], bk =
1√

N − 1
cos[(2k + 1)θ], (7.20)

for k = 0, 1, 2, . . ., where

sin θ =
√

1
N

, cos θ =
√

1− 1
N

. (7.21)

Proof. Let ck =
√

N − 1bk. The recursion relations (7.18) and (7.19) are
written in a matrix form,
(

ak

ck

)
= M

(
ak−1

ck−1

)
, M =

(
(N − 2)/N 2

√
N − 1/N

−2
√

N − 1/N (N − 2)/N

)
=
(

cos 2θ sin 2θ
− sin 2θ cos 2θ

)
.

Note that M is a rotation matrix in R2, and its kth power is another rota-
tion matrix corresponding to a rotation angle 2kθ. Thus the above recursion
relation is easily solved to yield
(

ak

ck

)
= Mk

(
a0

c0

)
=
(

cos 2kθ sin 2kθ
− sin 2kθ cos 2kθ

)(
sin θ
cos θ

)
=
(

sin[(2k + 1)θ]
cos[(2k + 1)θ]

)
.

Replacing ck by bk proves the proposition.

We have proved that the application of Uf k times on |ϕ0〉 results in the
state

Uk
f |ϕ0〉 = sin[(2k + 1)θ]|z〉+ 1√

N − 1
cos[(2k + 1)θ]

∑

x "=z

|x〉. (7.22)

Measurement of the state Uk
f |ϕ0〉 yields |z〉 with the probability

Pz,k = sin2[(2k + 1)θ]. (7.23)

It is instructive to visualize what is going on with a simple example. Let
us take n = 4, for which N = 2n = 16. The probabilities (ak, bk) are given by

a2
0 = b2

0 = 1/16, a2
k = sin2[(2k + 1)θ], b2

k =
cos2[(2k + 1)θ]

16− 1
,

where θ = sin−1(1/4). Figure 7.1 shows the probability distributions for
k = 1, 2, 3 and 4 where we have chosen z = 10.
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Note that M is a rotation matrix in R2, and its kth power is another rota-
tion matrix corresponding to a rotation angle 2kθ. Thus the above recursion
relation is easily solved to yield
(

ak

ck

)
= Mk

(
a0

c0

)
=
(

cos 2kθ sin 2kθ
− sin 2kθ cos 2kθ

)(
sin θ
cos θ

)
=
(

sin[(2k + 1)θ]
cos[(2k + 1)θ]

)
.

Replacing ck by bk proves the proposition.

We have proved that the application of Uf k times on |ϕ0〉 results in the
state

Uk
f |ϕ0〉 = sin[(2k + 1)θ]|z〉+ 1√

N − 1
cos[(2k + 1)θ]

∑

x "=z

|x〉. (7.22)

Measurement of the state Uk
f |ϕ0〉 yields |z〉 with the probability

Pz,k = sin2[(2k + 1)θ]. (7.23)

It is instructive to visualize what is going on with a simple example. Let
us take n = 4, for which N = 2n = 16. The probabilities (ak, bk) are given by

a2
0 = b2

0 = 1/16, a2
k = sin2[(2k + 1)θ], b2

k =
cos2[(2k + 1)θ]

16− 1
,

where θ = sin−1(1/4). Figure 7.1 shows the probability distributions for
k = 1, 2, 3 and 4 where we have chosen z = 10.

Gf
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FIGURE 7.1
Probability distribution of Uk

f |ϕ0〉, where z is chosen as 10. The number k of
iteration is (a) 1, (b) 2, (c) 3 and (d) 4. Observe that Pz,k takes its maximum
value " 1 when k = 3.

It should be noted that ak does not increase monotonically with k, but
there is a k (= 3 in the present case) that maximizes Pz,k = a2

k.

STEP 4 Our final task is to find the k that maximizes Pz,k. A rough estimate
for the maximizing k is obtained by putting

(2k + 1)θ =
π

2
→ k =

1
2

( π
2θ
− 1
)

. (7.24)

The previous example gave k = 3, which is consistent with this estimate:

θ = sin−1(1/4) " 0.25268→ k " 2.6.

This can be refined as the following proposition.

PROPOSITION 7.4 Let N % 1 and let

m =
⌊ π
4θ

⌋
, (7.25)
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where !x" stands for the floor of x. The file we are searching for will be
obtained in Um

f |ϕ0〉 with the probability

Pz,m ≥ 1− 1
N

(7.26)

and
m = O(

√
N). (7.27)

Proof. Equation (7.25) leads to the inequality π/4θ − 1 < m ≤ π/4θ. Let us
define m̃ by

(2m̃ + 1)θ =
π

2
→ m̃ =

π

4θ
− 1

2
.

Observe that m and m̃ satisfy

|m− m̃| ≤ 1
2
, (7.28)

from which it follows that

|(2m + 1)θ − (2m̃ + 1)θ| =
∣∣∣(2m + 1)θ − π

2

∣∣∣ ≤ θ. (7.29)

Considering that θ ∼ 1/
√

N is a small number when N * 1 and sinx is
monotonically increasing in the neighborhood of x = 0, we obtain

0 < sin |(2m + 1)θ − π/2| < sin θ

or
cos2[(2m + 1)θ] ≤ sin2 θ =

1
N

. (7.30)

Thus it has been shown that

Pm,z = sin2[(2m + 1)θ] = 1− cos2[(2m + 1)θ] ≥ 1− 1
N

. (7.31)

It also follows from θ > sin θ = 1/
√

N that

m =
⌊ π
4θ

⌋
≤ π

4θ
≤ π

4
√

N. (7.32)

It is important to note that this quantum algorithm takes only O(
√

N)
steps and this is much faster than the classical counterpart which requires
O(N) steps.

Figure 7.2 shows the quantum circuit which implements Grover’s search
algorithm. We gave working space for oracles explicitly.
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Integer numbers

This is the number of times we 
repeat the algorithm, which 
grows with the square root of N 
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N is a small number when N * 1 and sinx is
monotonically increasing in the neighborhood of x = 0, we obtain
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N
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Thus it has been shown that

Pm,z = sin2[(2m + 1)θ] = 1− cos2[(2m + 1)θ] ≥ 1− 1
N

. (7.31)

It also follows from θ > sin θ = 1/
√

N that

m =
⌊ π
4θ
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≤ π

4θ
≤ π
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√
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It is important to note that this quantum algorithm takes only O(
√

N)
steps and this is much faster than the classical counterpart which requires
O(N) steps.

Figure 7.2 shows the quantum circuit which implements Grover’s search
algorithm. We gave working space for oracles explicitly.
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It is important to note that this quantum algorithm takes only O(
√

N)
steps and this is much faster than the classical counterpart which requires
O(N) steps.

Figure 7.2 shows the quantum circuit which implements Grover’s search
algorithm. We gave working space for oracles explicitly.
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It is important to note that this quantum algorithm takes only O(
√

N)
steps and this is much faster than the classical counterpart which requires
O(N) steps.

Figure 7.2 shows the quantum circuit which implements Grover’s search
algorithm. We gave working space for oracles explicitly.
We now show how to implement the gates

Selective Phase Rotation 
Transform
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6.6 Selective Phase Rotation Transform

DEFINITION 6.2 (Selective Phase Rotation Transform) Let us de-
fine a kernel

Kn(x, y) = eiθxδxy, ∀x, y ∈ Sn, (6.43)

where θx ∈ R. The discrete integral transform

f̃(y) =
N−1∑

x=0

K(x, y)f(x) =
N−1∑

x=0

eiθxδxyf(x) = eiθyf(y) (6.44)

with the kernel Kn is called the selective phase rotation transform.

EXERCISE 6.7 Show that Kn defined above is unitary. Write down the
inverse transformation K−1

n .

The matrix representations for K1 and K2 are

K1 =
(

eiθ0 0
0 eiθ1

)
, K2 =





eiθ0 0 0 0
0 eiθ1 0 0
0 0 eiθ2 0
0 0 0 eiθ3



 .

The implementation of Kn is achieved with the universal set of gates as
follows. Take n = 2, for example. The kernel K2 has been given above. This
is decomposed as a product of two two-level unitary matrices as

K2 = A0A1, (6.45)

where

A0 =





eiθ0 0 0 0
0 eiθ1 0 0
0 0 1 0
0 0 0 1



 , A1 =





1 0 0 0
0 1 0 0
0 0 eiθ2 0
0 0 0 eiθ3



 . (6.46)

Note that

A0 = |0〉〈0|⊗ U0 + |1〉〈1|⊗ I, U0 =
(

eiθ0 0
0 eiθ1

)
,

A1 = |0〉〈0|⊗ I + |1〉〈1|⊗ U1, U1 =
(

eiθ2 0
0 eiθ3

)
.

Thus A1 is realized as an ordinary controlled-U1 gate while the control bit
is negated in A0. Then what we have to do for A0 is to negate the control
bit first and then to apply ordinary controlled-U0 gate and finally to negate
the control bit back to its input state. In summary, A0 is implemented as in
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The definition of DIT then reduces to the ordinary multiplication of a matrix
on a vector as

f̃ = Kf.

PROPOSITION 6.1 Suppose the kernel K is unitary: K† = K−1. Then
the inverse transform f̃ → f of a DIT exists and is given by

f(x) =
N−1∑

y=0

K†(x, y)f̃(y). (6.4)

Proof. By substituting Eq. (6.2) into Eq. (6.4), we prove
N−1∑

y=0

K†(x, y)f̃(y) =
N−1∑

y=0

K†(x, y)

[
N−1∑

z=0

K(y, z)f(z)

]

=
N−1∑

z=0

[
N−1∑

y=0

K†(x, y)K(y, z)

]
f(z)

=
N−1∑

z=0

δxzf(z) = f(x).

Let U be an N × N unitary matrix which acts on the n-qubit space H =
(C2)⊗n. Let {|x〉 = |xn−1, xn−2 . . . , x0〉} (xk ∈ {0, 1}) be the standard binary
basis of H, where x = xn−12n−1 + xn−22n−2 + . . . + x020. Then

U |x〉 =
N−1∑

y=0

|y〉〈y|U |x〉 =
N−1∑

y=0

U(y, x)|y〉. (6.5)

The complex number U(x, y) = 〈x|U |y〉 is the (x, y)-component of U in this
basis.

PROPOSITION 6.2 Let U be a unitary transformation, acting on H =
(C2)⊗n. Suppose U acts on a basis vector |x〉 as

U |x〉 =
N−1∑

y=0

K(y, x)|y〉. (6.6)

Then U computes∗ the DIT f̃(y) =
∑N−1

x=0 K(y, x)f(x) for any y ∈ Sn, in the
sense that

U

[
N−1∑

x=0

f(x)|x〉
]

=
N−1∑

y=0

f̃(y)|y〉. (6.7)

∗The proposition claims that U maps a state with the probability amplitude f(x) to another
state with the probability amplitude f̃(y) that is related with f(x) through the kernel K.
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bit first and then to apply ordinary controlled-U0 gate and finally to negate
the control bit back to its input state. In summary, A0 is implemented as in
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6.6 Selective Phase Rotation Transform

DEFINITION 6.2 (Selective Phase Rotation Transform) Let us de-
fine a kernel

Kn(x, y) = eiθxδxy, ∀x, y ∈ Sn, (6.43)

where θx ∈ R. The discrete integral transform

f̃(y) =
N−1∑

x=0

K(x, y)f(x) =
N−1∑

x=0

eiθxδxyf(x) = eiθyf(y) (6.44)

with the kernel Kn is called the selective phase rotation transform.

EXERCISE 6.7 Show that Kn defined above is unitary. Write down the
inverse transformation K−1

n .

The matrix representations for K1 and K2 are

K1 =
(

eiθ0 0
0 eiθ1

)
, K2 =





eiθ0 0 0 0
0 eiθ1 0 0
0 0 eiθ2 0
0 0 0 eiθ3



 .

The implementation of Kn is achieved with the universal set of gates as
follows. Take n = 2, for example. The kernel K2 has been given above. This
is decomposed as a product of two two-level unitary matrices as

K2 = A0A1, (6.45)

where

A0 =





eiθ0 0 0 0
0 eiθ1 0 0
0 0 1 0
0 0 0 1



 , A1 =





1 0 0 0
0 1 0 0
0 0 eiθ2 0
0 0 0 eiθ3



 . (6.46)

Note that

A0 = |0〉〈0|⊗ U0 + |1〉〈1|⊗ I, U0 =
(

eiθ0 0
0 eiθ1

)
,

A1 = |0〉〈0|⊗ I + |1〉〈1|⊗ U1, U1 =
(

eiθ2 0
0 eiθ3

)
.

Thus A1 is realized as an ordinary controlled-U1 gate while the control bit
is negated in A0. Then what we have to do for A0 is to negate the control
bit first and then to apply ordinary controlled-U0 gate and finally to negate
the control bit back to its input state. In summary, A0 is implemented as in124 QUANTUM COMPUTING

Fig. 6.5. In fact, it can be readily verified that the gate in Fig. 6.5 is written
as

(X ⊗ I)(|0〉〈0|⊗ I + |1〉〈1|⊗ U0)(X ⊗ I)
= X |0〉〈0|X ⊗ I + X |1〉〈1|X ⊗ U0 = |1〉〈1|⊗ I + |0〉〈0|⊗ U0 = A0.

Thus these gates are implemented with the set of universal gates. In fact, the
order of Ai does not matter since [A0, A1] = 0.

FIGURE 6.5
Implementation of A0.

EXERCISE 6.8 Repeat the above arguments for n = 3. In this case K3 is
written as a product of four two-level unitary matrices. Write down these ma-
trices and find the quantum circuits similar to that in Fig. 6.5 that implements
these two-level unitary matrices.
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Back on Grover’s search algorithm
We need to prove that the D gate used to perform the quantum search 
can be implemented efficiently. We now show that

126 QUANTUM COMPUTING

Define the kernel of the selective phase rotation transform Rf by

Kf(x, y) = eiπf(x)δxy = (−1)f(x)δxy, (7.2)

where x, y ∈ Sn. Since Rf maps |z〉 $→ −|z〉, while leaving all the other vectors
unchanged, it can be expressed as

Rf = I − 2|z〉〈z|. (7.3)

Let us consider a state

|ϕ〉 =
N−1∑

x=0

wx|x〉,
∑

x

|wx|2 = 1. (7.4)

Then it is easy to verify

Rf |ϕ〉 = w0|0〉+ . . . + (−1)wz|z〉+ . . . + wN−1|N − 1〉. (7.5)

(In other words, Rf changes the sign of wz while leaving all other coefficients
unchanged.)

STEP 2 Define a unitary matrix

D = WnR0Wn, (7.6)

where Wn is the Walsh-Hadamard transform,

Wn(x, y) =
1√
N

(−1)x·y, (x, y ∈ Sn) (7.7)

and R0 is the selective phase rotation transform defined by

R0(x, y) = eiπ(1−δx0)δxy = (−1)1−δx0δxy. (7.8)

PROPOSITION 7.1 Let

|ϕ0〉 =
1√
N

N−1∑

x=0

|x〉. (7.9)

Then
D = −I + 2|ϕ0〉〈ϕ0|. (7.10)

Moreover

D|ϕ〉 =
N−1∑

x=0

(w̄ − (wx − w̄)) |x〉, (7.11)

where |ϕ〉 is given in Eq. (7.4) and

w̄ =
1
N

N−1∑

x=0

wx (7.12)

Proof

hx|D|yi = hx| [�I + 2|'oih'0|] |yi = ��xy +
2

N
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is the avarage of wx over Sn.

Proof. Let us evaluate the matrix elements of the RHS of Eq. (7.10). We
obtain from

−I + 2|ϕ0〉〈ϕ0| = −I +
2
N

∑

x

|x〉
∑

y

〈y| = −I +
2
N

∑

x,y

|x〉〈y|

that the (x, y)-component of the RHS is

〈x|RHS|y〉 = −δxy +
2
N

. (7.13)

Let us turn to the LHS next. The (x, y)-component of D = WnR0Wn is

〈x|WnR0Wn|y〉 =
∑

u,v

〈x|Wn|u〉〈u|R0|v〉〈v|Wn|y〉

=
1
N

∑

u,v

(−1)x·u

×(−1)1−δu0δuv(−1)v·y.

The summation over u is evaluated as

N−1∑

u=0

(−1)x·u(−1)1−δu0δuv

= (−1)0(−1)0δ0v −
N−1∑

u=1

(−1)x·uδuv

= 2δ0v −
N−1∑

u=0

(−1)xn−1un−1+...+x1u1+x0u0δun−1vn−1 . . . δu1v1δu0v0

= 2δ0v −




1∑

un−1=0

(−1)xn−1un−1δun−1vn−1



 . . .

[
1∑

u1=0

(−1)x1u1δu1v1

]

×
[

1∑

u0=0

(−1)x0u0δu0v0

]
.

Then the LHS becomes

〈x|D|y〉 =
1
N

N−1∑

v=0



2δ0v −




1∑

un−1=0

(−1)xn−1un−1δun−1vn−1





. . .

(
1∑

u0=0

(−1)x0u0δu0v0

)]
(−1)v·y
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=
1

N

X

u

(�1)x·u(�1)y·u(�1)1��u0
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Define the kernel of the selective phase rotation transform Rf by

Kf(x, y) = eiπf(x)δxy = (−1)f(x)δxy, (7.2)

where x, y ∈ Sn. Since Rf maps |z〉 $→ −|z〉, while leaving all the other vectors
unchanged, it can be expressed as

Rf = I − 2|z〉〈z|. (7.3)

Let us consider a state

|ϕ〉 =
N−1∑

x=0

wx|x〉,
∑

x

|wx|2 = 1. (7.4)

Then it is easy to verify

Rf |ϕ〉 = w0|0〉+ . . . + (−1)wz|z〉+ . . . + wN−1|N − 1〉. (7.5)

(In other words, Rf changes the sign of wz while leaving all other coefficients
unchanged.)

STEP 2 Define a unitary matrix

D = WnR0Wn, (7.6)

where Wn is the Walsh-Hadamard transform,

Wn(x, y) =
1√
N

(−1)x·y, (x, y ∈ Sn) (7.7)

and R0 is the selective phase rotation transform defined by

R0(x, y) = eiπ(1−δx0)δxy = (−1)1−δx0δxy. (7.8)

PROPOSITION 7.1 Let

|ϕ0〉 =
1√
N

N−1∑

x=0

|x〉. (7.9)

Then
D = −I + 2|ϕ0〉〈ϕ0|. (7.10)

Moreover

D|ϕ〉 =
N−1∑

x=0

(w̄ − (wx − w̄)) |x〉, (7.11)

where |ϕ〉 is given in Eq. (7.4) and

w̄ =
1
N

N−1∑

x=0

wx (7.12)

x = y:

x ≠ y. As discussed in relation to the Deutsch-Jozsa algorithm

Therefore:  

N�1X
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(�1)x·u = 0 !
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u 6=0

(�1)x·u = �1
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Back on Grover’s search 
algorithm

Therefore the D gate can be implemented efficiently. The overall circuit is 
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FIGURE 7.2
Implementation of Grover’s search algorithm. Details of the box denoted by
Uf = DRf are given in the lower diagram. The box Uf is repeated m times to
maximize Pz,k. The gate Rf is the oracle, and working qubits to implement
the oracle are given explicitly.

7.2 Searching for d Files

Suppose there are d (1 < d ≤ N) files that satisfy a given condition and we
are asked to find all of them. This problem is formulated with a help of an
oracle

f(x) =
{

1 (x ∈ A)
0 (x #∈ A). (7.33)

where A is the subset of Sn, whose elements satisfy the given condition. The
subset A is of course unknown to us beforehand.

This problem is solved similarly to the single-file searching problem. Let us
define

Rf = I − 2
∑

z∈A

|z〉〈z|. (7.34)

Then an application of Rf on |ϕ〉 =
∑N−1

x=0 wx|x〉 (
∑

x |wx|2 = 1) yields

Rf |ϕ〉 =
∑

x #∈A

wx|x〉 −
∑

z∈A

wz |z〉. (7.35)

Gf Gf Gf

Gf

Uf

We are not interested on how to 
implement the oracle Uf since this 
is supposed to be given

Optimality of Grover’s algorithm. We have shown that a quantum 
computer can search N items, consulting the search oracle only O(√N) 
times. One can prove that no quantum algorithm can perform this task 
using fewer than 
O(√N) accesses to the search oracle, and thus the algorithm we have 
demonstrated is optimal. 

For a proof, see e.g. Nielsen – Chuang p. 269.


