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ABSTRACT

Data structures with relaxed balance differ from standard
structures in that rebalancing can be delayed and inter-
spersed with updates. This gives extra flexibility in both
sequential and parallel applications.

We study the version of multi-way trees called (a,b)-trees
(which includes B-trees) with the operations insertion, dele-
tion, and group insertion. The latter has applications in
for instance document databases and WWW search engines.
We prove that we obtain the optimal asymptotic rebalanc-
ing complexities of amortized constant time for insertion and
deletion and amortized logarithmic time in the size of the
group for group insertion. These results hold even for the
relaxed version.

Our results also demonstrate that a binary tree scheme with
the same complexities can be designed. This is an improve-
ment over the existing results in the most interesting cases.

1. INTRODUCTION

We focus on the type of multi-way trees usually referred
to as (a,b)-trees [15, 27], and in particular, we adopt the
relazed (a,b)-trees [22, 23]. In the context of search trees,
“relaxed” is the term used when a structure is generalized in
such a way that updating may be carried out independent
of rebalancing which can be carried out later, possibly in
small steps. In the context of B-trees [3], this approach was
discussed first in [31], followed by complexity results in [22,
23], and a study of variations with other properties in [16].

The paper [20] contains a fairly complete reference list to
the work on relaxed structures in general. In brief, a re-
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laxed version of AVL-trees [1] was introduced in [31, 32]
with complexity results matching the standard results [28]
in [19, 21]. A relaxed version of red-black trees [11] (see also
[2]) was introduced in [29, 30] with complexity results grad-
ually matching the standard results [34] in [7, 8, 5, 6, 20].
Another variant is described in [13]. Finally, a general result
for creating relaxed structures can be found in [24], and per-
formance results from experiments with relaxed structures
can be found in [4, 12].

The disadvantage of relaxation is that the strict control on
search path lengths is loosened (temporarily). The advan-
tage of relaxed structures is flexibility. Since rebalancing can
be delayed and carried out in small steps interspersed with
updates, they give extra possibilities for control, both with
regards to trade-off between time spent on updating and
time spent on rebalancing in a single processor scenario, but
also with regards to concurrency control. Note also that a
relaxed structure can always be used as a standard structure
simply by deciding to carry out all rebalancing operations
due to an update immediately. Thus, an asymptotic com-
plexity result carries over from the relaxed to the standard
case.

In this paper, we consider group update operations, where
a number of keys must or may be inserted or deleted at
the same time. These operations, in particular group inser-
tion, have renewed interest because of applications in WWW
search engines or document databases using inverted index
techniques [9, 10], or in other applications where a large
number of keys must or can be brought into the main index
at the same time [18]. Structures with relaxed balance are
well suited for concurrent applications of this nature because
newly inserted elements are available immediately after the
actual update. Rebalancing can be done later, possibly by a
background process, for instance when the search frequency
drops.

For red-black trees [11] and height-valued trees [35, 25] (an
AVL-tree variant), relaxed variants have been studied in [14,
26] where an entire tree of new keys to be inserted can be
brought into the tree as one update. For both structures, the
upper bound derived on the number of rebalancing opera-
tions required to balance the tree again is O(log n+log® m),
where n is the size of the main index and m is the size of
the tree which is inserted.
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Group updates in B-trees have been considered in [33] based
on [31]. The focus in [33] is on searching and the necessary
concurrency control. There is no new bound on the num-
ber of operations, so the best bound one can give on the
basis of [31] is O(mlog, n), where a is the degree of the
nodes. However, if many updates go to the same leaves, the
performance will be correspondingly better. As a remark
regarding notation, since the base for the logarithm can be
quite large for multi-way trees, we leave the constant in when
stating the asymptotic performance, even though formally
this does not signify anything since O(log,n) = O(log,n)
for any constant c.

In this paper, we define a relaxed multi-way structure where
the number of rebalancing operations carried out in response
to the insertion of a tree of size m is the optimal O4(log, m)
(we use the notation O4(f(n)) to mean amortized O(f(n)))
and insertion and deletion become O4(1). These results also
imply a relaxed binary structure with the same complexities
(the logarithm now base 2).

We now remark on the definition of what a group insertion
algorithm is (the discussion for group deletion is similar).
We study the core problem of moving m keys in between two
neighbor keys in the main index. However, if one considers
the problem of moving m arbitrary keys in, they first have
to be divided up into groups (via a search procedure). This
can be done for our structure exactly as it has been done
in [14, 26, 33]. The difference between our approach and
the earlier ones lie in the rebalancing after the insertion of a
whole tree, which is the focus in the main part of our paper.

For group insertion of m arbitrary keys considered in [14,
26], a bound of O(logn + -7, log® m;) is stated, assuming
that there are p locations where trees of sizes my,... ,m, are
inserted. Our corresponding result for the same operation

is 0a(X2, log, m:).

2. RELAXED (A,B)-TREES

Partly for comparison and partly because a standard (a,b)-
tree will be the ideal state for a relaxed (a,b)-tree, we give
the definition here. Terminology which carries over to the
relaxed case will not be repeated.

We consider leaf-oriented (a,b)-trees which means that all
keys are kept in the leaves. Internal nodes contain routers,
which are of the same type as the keys and often copies of
some of these. The purpose of the routers is to guide the
searches to the correct leaves. The term leaf-oriented, which
is usually used when discussing relaxed data structures, cor-
responds to BT -trees [3] versus internal B-trees.

Leaf-oriented trees are often the choice in large database-
oriented applications. Thus, we assume that the leaves con-
tain the keys and references to the actual data associated
with the keys. For uniformity, these references are referred
to as children just like the references from internal nodes.

Standard (a,b)-Trees

If a > 2 and b > 2a — 1, then an (a,b)-tree can be defined
as a multi-way search tree fulfilling the following structural
invariant:
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e The root has at most b children and at least 2 children.

e All other nodes have at most b children and at least a
children.

e All leaves have the same depth.

The number of children of a node is often referred to as the
degree of the node.

Additionally, an (a,b)-tree must fulfill the following search
tree invariant: Each internal node » with m children (point-
ers to subtrees) stores m — 1 distinct routers in increasing
order ki,k2,... ,km—1. Let ko = —oco and k,, = co. Then
all keys in the range [k, ki+1), 0 < ¢ < m —1, in the subtree
of a node w are stored in the ¢th subtree of u.

Relaxed(a,b)-Trees

First we relax the invariants from the standard case such
that updates can legally be performed without immediate
subsequent rebalancing. Removing all requirements would
of course accomplish this. However, as usual we are in-
terested in being able to rebalance efficiently at some later
time. In order to express the new structural invariant, we
introduce the following: Every node has a tag, which is a
non-positive integer. This is also commonly referred to as
the weight of the node. We define the relazed depth, rd(u),
of a node u as follows:

_ f tw),
rd(u) = { rd(p(u)) + 1+ (1),

if u is the root
otherwise

where t(u) denotes the tag of u, and p(u) denotes the parent
of u.

Only the structural invariant is altered:

e All nodes have at most b children.

e All leaves have the same relaxed depth.

Of course, by definition, an internal node must have at least
one child.

Now, if a node in a relaxed (a, b)-tree has a property different
from what it could have in a standard (a, b)-tree, we refer to
this as a conflict: A tag value different from zero is referred
to as a weight conflict. If the tag is zero, but the node as
fewer than a children, this is an underfull conflict, and the
node is called underfull. In the special case of the root, that
node is underfull (and there is an underfull conflict) only if
it has fewer than 2 children, i.e., one child.

To finish the degree terminology regarding nodes, a node
with degree 0 is called empty and a node with degree b is
call full.

The intuition regarding tag values is that they measure the
distance from where a node is located in the tree compared
with where it ought to be. More concretely, if a node u has
tag value ¢t < 0, then all the descendants of u, the leaves in
particular, are |¢| levels too far from the root compared with



nodes which are not in the subtree of w. Thus, u should be
moved |¢| levels closer to the root to fix the problem.

We proceed to the description of the operations on relaxed
(a,b)-trees. All operations are depicted in the appendix. In
the following sections, we define the notation used in the
appendix, and give additional explanation of any conditions
which cannot be (or is not) given in the illustrations. Part
of the purpose of the illustrations is to have these as easy
visual reference in the proofs to follow, so we have made an
attempt not to clutter them with obvious information which
can be given once (in the sections below).

In general, the top-most node before an operation is carried
out is physically the same node as the top-most node after
the operation is carried out, such that the reference in its
parent remains valid.

When we say that a number ¢ of pointers are divided up as
evenly as possible (into two nodes), we mean that one node
receives |4/2] pointers and the other [¢/2]. When ¢ is odd,
it is not important for the results in this paper which node
receives the most.

Update Operations

Any update operation is preceded by a search for the correct
location. The searching is facilitated by the search tree in-
variant and proceeds exactly as in all multi-way search trees.
In the discussion of insertion and deletion below, we assume
that we have already located the correct leaf.

In the appendix, Greek letters are used to denote a (possibly
empty) collection of pointers. If a is such a collection of
pointers, we let |@| denote the number of pointers in the
collection a. We do not explicitly show the keys or routers.
The tags of the nodes are shown as superscripts to the right
of the nodes. Single pointers are denoted by an z in the
leaves and by a dot in the internal nodes.

Insertion: There are two possibilities. Either the correct
leaf for the insertion is full or it is not. If the leaf is not full,
the new key is just added to that leaf. Even though this
is not apparent in the illustration, we assume that keys are
kept in sorted order. If the leaf is full, all the existing keys
together with the one to be inserted are divided as equally
as possible into two groups a; and az. All the keys in oy
are smaller than any key in as.

Deletion: If present, the correct key (which could be in any
location in the leaf) is found and removed.

Group Insertion: The node marked “Root of T'”, is the root
of an entire (a,b)-tree T'. It is a requirement that all the
keys in T lie between the largest key in a and the smallest
key in .

Rebalancing Operations

For Absorption, Penetration, Redundant Root Elimination,
and Root Weight Elimination, there are no additional com-
ments.

Split: The pointers in ayB are divided as evenly as possible
into two groups 41 and Ja.
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Sharing: There are two symmetric variants of this operation:
either the left or the right sibling is underfull. The pointers
in the two nodes are divided up as evenly as possible.

Fusion: There are two symmetric variants of this operation:
either the left or the right sibling is underfull. The pointers
in the underfull node is moved to the sibling. Then the now
empty node is removed, along with the reference to it in the
parent.

3. CORRECTNESS

There are some important points regarding correctness:

e If one of the operations is applied to a relaxed (a,b)-
tree, then the resulting tree is again a relaxed (a,b)-
tree.

e Leaves always have tag values zero.

Though it would be quite space consuming to go through
every operation regarding these properties, they are very
simple to check because they can be verified separately for
each operation. We omit these details.

Of course, the first property must hold if the set-up should
be meaningful at all. The second property, along with the
definition of the update operations, ensures that updates
can always be made.

The next important aspect is as to whether the collection of
operations suffice to rebalance the tree.

THEOREM 1. If there is a conflict in a relazed (a,b)-tree,
then one of the rebalancing operations can be applied.

PROOF. Assume first that the root has a conflict. Since
there are no restrictions on the root operations, either Re-
dundant Root Elimination or Root Weight Elimination can
be applied.

Now assume that the root does not have a conflict. Let u be
a top-most node with a conflict, i.e., a node closest to the
root. We note that it has a parent, and that the parent does
not have a conflict. Thus, we can assume that the parent
has tag value zero.

If there is a top-most conflict which is a weight conflict, we
choose such a conflict to deal with next. Absorption and
Split cover all cases when the tag value is —1, and Penetra-
tion can be applied if the tag value is smaller.

We may now assume that the top-most conflict is an under-
full node and that none of its siblings has a weight conflict.
Thus, the conflict node and its siblings have tag values zero.
Clearly then, Sharing and Fusion cover all cases. [

Of course, this is merely one aspect of the question as to
whether the collection of operations suffice to rebalance the
tree.



Theorem 1 leaves the question unanswered as to whether
the rebalancing process will ever terminate (if the updating
terminates). This question is answered affirmatively in the
next section.

4. COMPLEXITY

As already mentioned, searching and the actual updating
is carried out as in [14, 26], for instance; with regards to
searching, also as in [33]. We focus on the subsequent re-
balancing. We derive the amortized rebalancing complexity
of the update operations using the potential function tech-
nique [36].

First we define the potential ®(u) of a node u. The potential
of a tree is then merely the sum of the potentials of all the
nodes in the tree. We use the notation c(u) to denote the
number of children of u.

3, t(u) =0, c(u) <a

1, t(u) =0, c(u) =a

2, t(u) =0, c(u) =b
®(u) =< 3, t(u) = -1, c(u) <2

5, t(u) = -1, c(u) > 2

12(|t(u)| = 1) + 5, t(u) < -1

0, otherwise

The “otherwise” case covers nodes u where t(u) = 0 and
a < c(u) <b.

If u is the root, ®(u) is defined similarly, except that we
substitute the constant 2 for a.

It is well-known that even though (a, b)-trees can be defined
if just b > 2a — 1, the best complexities are only obtained
if b > 2a [15]. Naturally, since we might just use plain
insertion and deletion, this property carries over.

THEOREM 2. If b > 2a, then starting from an empty
(a,b)-tree, the number of rebalancing operations is Oa(1)
in response to an insertion or deletion and O(log, m) in
response to a group insertion of another (a,b)-tree of size
m > 2.

PROOF. In this proof, we make many references to the
illustrations in the appendix. Some terminology shortens
the proof significantly: We use P for parent to refer to the
top node of an operation. Similarly, for children, we use L,
C, and R for left, right, and center, respectively. A subscript
of “1” refers to a node before the operation is carried out
and a subscript of “2” refers to a node after the operation
is carried out.

Below, we prove that every rebalancing operation decreases
the potential. Thus, the number of rebalancing operations
which can be carried out is bounded by the increase in po-
tential due to the update operations.

Insertion and deletion alter a constant number of nodes and
do not introduce tag values smaller than —1. Thus, by def-

96

inition of the potential function, these operations increase
the potential by at most a constant.

Group insertion adds an unbounded number of nodes to
the tree. However, since the tree T’ which is added is an
(a,b)-tree, all nodes in 7" different from the root will have
potential zero after the update. Thus, only a constant num-
ber of nodes will have their potential changed to a value
different from zero. Nodes with tag values at least —1 have
constant potential, so only the node C5 can contribute with
a non-constant potential increase. Indeed, by inserting the
tree T', a potential increase proportional to the height of 7’
occurs. Since T” is an (a, b)-tree, this increase is O(log, m),
where m is the number of elements in T".

The operations and the potential function were designed to
accomplish what we prove now, namely that any rebalancing
operation decreases the potential:

Absorption: By removing the —1 node, the potential drops
at least 3. Now, assume first that ¢ = 0. If P is underfull,
then P; was also underfull, since a —1 node has degree at
least one. Thus, the maximal increase will occur if |a| +
|B] + |y] = b. This increase is 2, so there is a total drop of
at least 1. If instead ¢ = —1, then the potential for P, can
increase compared with P; if the degree of P; was at most
2. Again, this increase is at most 2. If ¢ < —1, then the
potential of P> equals that of P;. Thus, in all cases, there
is a total decrease in potential of at least 1.

Split: C1 must have degree at least 2; otherwise we cannot
have |a| + |8] + |y| > b. Assume that the degree of C; is 2.
Then the degree of P; is b. Thus, the potential before the
operation is 3+ 2 = 5. Since |a| + |B8] + || > b > 2a, at
most one of Ly and Ry can have degree as small as a. Thus,
the potential after the operation is at most 3 + 1 = 4. Now
assume that the degree of C, is at least 3. Thus, its potential
is 5. The same argument as before applies to the situation
after the operation, so we get a total drop in potential of at
least 1.

Sharing: This operation has two symmetric variants, which
can be treated simultaneously. One of L; and R; is underfull
and has a potential of 3. Afterwards, L, and R» both have
degree at least a and less than b, so the potential of each
node is at most 1. Thus, the potential decreases with at
least 1.

Fusion: This operation has two symmetric variants, which
can be treated simultaneously. The potential of P; can in-
crease with at most 2. This happens in the case where t = 0
and the degree of P; is a. Thus, we must show that the
potential at the level below decreases by at least 3.

Now, an underfull node is removed which decreases the po-
tential by 3. The remaining child of P» has possibly had
its degree increased. However, since its degree is less than
2a < b, the potential of that node cannot increase.

Penetration: The potential of Cs is 12 smaller than Ci; also
if t+1 = —1. The potential of P> is 5 and the potential of
L> and R» is at most 3 for each of them. This is a total of
11. Thus, the potential decreases.



Redundant Root Elimination: Clearly, the potential of C;
cannot increase, and since P; is underfull, removing this
nodes decreases the potential.

Root Weight Elimination: The number of pointers in the
node is at least two which, because this is the root, means
at least a. By inspecting the potential function, it follows
that with at least a pointers, a node with a negative tag
always has a strictly larger potential than a node with tag
zero. Thus, the potential decreases. [

This result is asymptotically optimal. Clearly, no opera-
tion can take time less than a constant, so the asymptotic
complexity of insertion and deletion cannot be improved.

Regarding the complexity of group insertion, choose a path
which from every node follows a pointer located roughly in
the middle of the node. If we insert a tree of height h at the
resulting leaf, at least A — 1 nodes in the original tree must
be split. This imposes a lower bound of Q(log, m) on the
operation.

The proof above is the place to start if one considers alter-
ing the collection of rebalancing operations. After a radical
change, it is of course necessary to verify all properties again.
However, if operations are only generalized, the collection is
of course still sufficient. One example of a possible general-
ization is the following: In the fusion operations, allow Lq,
Ry, and C> to have non-zero, but identical, tag values. With
this generalization, a slightly different potential function can
be used to obtain the same asymptotic results. However, it
is important to note that a generalization is not necessar-
ily an improvement and can lead to worse performance. In
fact, in the worst scenario, a generalization could lead to
infinite loops. For the safe generalizations, where the same
asymptotic results can obtained, experiments can be used
to decide on the exact collection.

5. ADDITION AL OPERATIONS

Note that in Theorem 2, we could have taken insertion to
mean “any modification of a leaf such that the number of
elements increase”. Clearly, as it appears from the proof
of that theorem, this more general operation would also be
O4(1). Similarly, deletion could be taken to mean “any
modification of a leaf such that the number of elements de-
crease”, and this operation would also be Oa(1).

A standard operation in dictionary implementations is the
join operations (also sometimes referred to as merge, meld,
or union) which takes two dictionaries as arguments and
combines them into one. It is always assumed that all keys
in one of the dictionaries are smaller than all keys in the
other. Assume that the dictionaries have sizes n1 and no.
Then by performing a group insertion of the smaller into the
larger, in the left-most or right-most leaf, as appropriate to
preserve the search tree invariant, we obtain a relaxed join
operation with complexity O4(log min{ni,n2}).

Another standard operation is the split operation (on dic-
tionaries; not on (a, b)-tree nodes) which given a key value
produces two dictionaries; one with all the keys smaller than
or equal to the given key and another with the rest. By first
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searching in T for the given key value and using group in-
sertion to insert a “fake” root with a small enough tag value
t ([t| should be larger than the height of T"), then this fake
root will eventually make its way up to become a child of the
root at which point the left-most and right-most pointers in
the root can be used to form the desired trees. A special
mark must be put on the fake root and the operations mod-
ified such that no other operation than split can be applied
to such a marked child of the root.

For group deletion, if all deletions regarding any particular
leaf are carried out at the same time, the time to rebalance
after the deletion of m elements located in p < m leaves
become O4(p) instead of O4(m).

6. CONCLUDING REMARKS

Using colors or techniques as in [2], (2, 4)-trees can be rep-
resented as binary trees, where small parts of the tree of
height zero or one represent nodes of degree up to four.

By interpreting all the rebalancing operations in that repre-
sentation, we immediately obtain that a relaxed binary tree
with all the same properties exists, i.e., rebalancing after
insertion and deletion is O4(1) and rebalancing after group
insertion is O 4 (log m), where m is the size of the tree which
is inserted.

This improves on the results in [14, 26], which claim a rebal-
ancing complexity in this case of O(log n +log? m), where n
is the size of the tree in which the update is carried out.

Of course, the result from [14, 26] is a worst-case result,
whereas ours is amortized time. This means that if one
considers any one operation in isolation, we cannot claim a
good worst-case bound. We can of course claim O(n), since
no more than O(n) potential can be accumulated in the
tree. However, in practice, it is the complexity of carrying
out (long) sequences of operations which is interesting.

Additionally, our amortization proof is given in the tradi-
tional manner, assuming that the starting state is an empty
tree. However, it is of course also interesting to discuss
which results hold when starting with an initially nonempty
structure. One interesting point is that as soon as 2(n) op-
erations have been carried out, then these operations can
“pay” for the potential which should be present in the tree.
Thus, after that point, all the asymptotic amortized results
are valid. In principle, this holds whenever 2(n) operations
have been performed, independent of what the actual con-
stant is, so it could be ﬁn operations, for example. In
practice, this constant should probably be closer to one be-
fore reasonable run-time constants can be guaranteed.

This discussion assumes that the initial nonempty tree has
been built completely independent from the intended use.
By inspection of the potential function used in this paper,
one observes that if all nodes have a number of children
strictly between the extreme values of a and b, then the
potential of the whole tree is zero. Thus, all the amortized
results hold immediately. In fact, it is also unproblematic
to allow for instance a constant number of extreme nodes.
Trees with such properties can be constructed for all except
very small values of @ and b [17].
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APPENDIX

Update Operations

0 0
I — [ a Je]]

Insertion of z: |a| < b.

[ 7 I —

[ ]

Insertion of z: |a| = b, az = a1as.

o [e[]" — [ T 7

Deletion of z.

0 -1
[e[B] ] 3 RN -
0

[e] ° [Rootof” ] [£]

Insertion of T': t = —h(T").

RebalancingOperations

t t
(o[ (B ] o[ [A] ]
—
I

Absorption: |a| + |8+ |v] <b.

0 -1
(][] ] Al

-1
v [ ]

Split: [a] + 8] + 11| > b, a7 = 616>,

[ & ]

Sharing: |y| < a, |y| + |8] + |e| > 2a (symmetric in children).
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RebalancingOperations (continued)

t t
al-[-]8 [a]dB8] |
—
0 0 0
(7] b [ ] (6 ]

Fusion: |y| < a, || + |0] < 2a (symmetric in children).

[alJ8] | . 7y N S
(o] > 7 T 1" 8] °

Penetration.

t1

RooT
[ ]
t2 - Root 0
[ a [ ] [ o [ ]

Redundant Root Elimination.

ROOTTa T — RO

Root Weight Elimination: |a| > 2.
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