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- more on Ising model


- Variational Monte Carlo



Exercise

(a)  Choose L=30, T=2, and initially spin=±1 randomly. Calculating and plotting 
the instantaneous values of the energy E/N and (together!) the 
magnetization M/N per spin (averaged over the lattice) as a function of 
Metropolis-MC steps, how much time (i.e. how many nequil MC steps) is it 
necessary to equilibrate the system? 

Hint: 
- Since initially spin=±1 randomly, E/N and M/N initially will be far from the 
expected equilibrium average value.
First, set nequil=0 and plot instantaneous values of E/N and M/N.  
Estimate nequil from that plot!!!  Visualization is important!!!!

nequil of course depends on T and on the initial situation

Then, set nequil not zero and calculate the time average < E >/N and < M >/N;
increasing the total nmcs, the two quantities should converge...
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Exercise
(a)  Choose L=30, T=2, and initially spin=±1 randomly. ...
Plot a snapshot of the spin pattern: does the system appear ordered or 
disordered? 

it should appear ordered...

p 'ising-up.dat' ps 3 pt 7,'ising-down.dat' ps 3 pt 7
Plotting “ising-up.dat” and “ising-down.dat”  which contain the coordinates of 
spin up and down respectively, one should get something like that:
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Some results that you should obtain…
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M. Dirindin, 2021

L=30
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M. Dirindin, 2021

L=30
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results for a smaller system:

T=2



Raw data: traces, covariance and autocorrelation time

Trace: magnetization for T = 2.27J/kB � TC (105 sweeps)

Computer simulations in statistical physics - HW 4 · WS 2006/07 · Nils Blümer (Univ. Mainz) ⇥ ⇥� ⇤ � 17
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results for system of different size:
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How to do efficiently simulations as 
a function of  T?

• Sometimes EQUILIBRATION time is long...

• IDEA: for T’ close to T, choose as starting 
point the equilibrated output of  T
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Measuring physical quantities: 
which errors?

• necessary to give the ERROR ESTIMATE 
corresponding to the measured physical 
quantity  !!! 

• (see Tab. 1 of D.P. Landau, PRB 13, 2997 (1976), 
“Finite size behavior of the Ising square lattice”)

• do also BLOCKING (called “coarse grained 
technique” in that paper)

69



70

D.P. Landau, PRB 13, 2997 (1976)
4x4

in order randomlychoice of the 
reference spin:

(here KNN=J)



Ising model: size problems

71

We cannot simulate an INFINITE system!

size effects with PBC on E(T):



Exercise
(a)  Choose L=30, T=2, and initially spin=±1 randomly. ...

Calculate also c and χ. 

Phase transitions in magnetics http://www.ibiblio.org/e-notes/Perc/ising.htm

1 of 3 16-11-2005 1:27

Phase transitions in magnetics

Phase transitions are observed in surprisingly simple 
systems, e.g. on a lattice of interacting spins si (magnet

vectors). Interaction energy of nearest neighbours pair is 
    Eij = -J (si sj ) . 

Total energy E and magnetization M for a spins 
configuration {s1, s2, ... sn} is obtained by summation

throughout the lattice. In the Heisenberg model every spin
can take arbitrary direction. In the XY model spins rotate in a
plane.

In the Ising model spins have only two possible states +-1 (up or down). As since every spin takes

two values, therefore there are 2n different configurations for n spins. You see below 24 = 16 spin 
configurations for 2x2 lattice.

 E = -4J            E = 4J

+ +   - -          + -   - +

+ +   - -          - +   + -

 E = 0

- +   + -   + +   + +    + -   - +   - -   - -    - -   + -   + +   - +

+ +   + +   + -   - +    - -   - -   - +   + -    + +   + -   - -   - +

For J > 0 the state of lowest energy is when all spins are aligned. The state has macroscopic
magnetizaion, i.e. it is ferromagnetic. The system is degenerate as since several configurations have
the same energy. Entropy S(E) is minimal when spins are aligned and it grows with increasing of E
(and hence degeneracy).

It is supposed that spins interact too with thermostat at 
temperature T. In thermal equilibrium any system
minimizes the F = E - T S value. Therefore at low
temperature Ising spins minimize energy. Interaction aligns
all spin vectors in the same direction, giving huge total 
magnetic fields. At high temperature the system maximizes
entropy (and disorder). Thermal fluctuations break this
order. The randomness of the spin configuration tends to
wash out the large scale magnetism. 
In the 2D Ising model there is a phase transition at Tc =

2.269 from disordered (non-magnetic) to ordered magnetic 
state (see Fig.1).

2D Ising model

20x20 Ising lattice is shown below. Up and down spins are white and black squares. You see
magnetization M (the red curve) and energy E (the blue one) in the right part of the applet and in the
Status bar. You can watch thermal fluctuations, phase transition and clusters formation (or melting)
by changing temperature (choose 200x200 lattice for a 1GHz PC) 
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Ising model: size problems
CHAPTER 17. MONTE CARLO SIMULATION OF THE CANONICAL ENSEMBLE 600
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Figure 17.2: The temperature dependence of the specific heat C (per spin) of the Ising model on
a L = 8 and L = 16 square lattice with periodic boundary conditions. One thousand Monte Carlo
steps per spin were used for each value of the temperature. The continuous line represents the
temperature dependence of C in the limit of an infinite lattice. (Note that C is infinite at T = Tc

for an infinite lattice.)

Problem 17.10. Finite size scaling and the critical properties of the two-dimensional Ising model

a. Use the relation (17.27) together with the exact result ν = 1 to estimate the value of Tc on
an infinite square lattice. Because it is difficult to obtain a precise value for Tc with small
lattices, we will use the exact result kTc/J = 2/ ln(1 +

√
2) ≈ 2.269 for the infinite lattice in the

remaining parts of this problem.

b. Determine the specific heat C, |m|, and the susceptibility χ at T = Tc for L = 2, 4, 8, and 16.
Use as many Monte Carlo steps per spin as possible. Plot the logarithm of |m| and χ versus
L and use the scaling relations (17.29)–(17.31) to determine the critical exponents β and γ.
Assume the exact result ν = 1. Do your log-log plots of |m| and χ yield reasonably straight
lines? Compare your estimates for β and γ with the exact values given in Table 13.1.

c. Make a log-log plot of C versus L. If your data for C is sufficiently accurate, you will find
that the log-log plot of C versus L is not a straight line but shows curvature. The reason for
this curvature is that α in (17.24) equals zero for the two-dimensional Ising model, and hence
(17.30) needs to be interpreted as

C ∼ C0 lnL. (17.32)

Is your data for C consistent with (17.32)? The constant C0 in (17.32) is approximately 0.4995.
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Figure 17.2: The temperature dependence of the specific heat C (per spin) of the Ising model on
a L = 8 and L = 16 square lattice with periodic boundary conditions. One thousand Monte Carlo
steps per spin were used for each value of the temperature. The continuous line represents the
temperature dependence of C in the limit of an infinite lattice. (Note that C is infinite at T = Tc

for an infinite lattice.)

Problem 17.10. Finite size scaling and the critical properties of the two-dimensional Ising model

a. Use the relation (17.27) together with the exact result ν = 1 to estimate the value of Tc on
an infinite square lattice. Because it is difficult to obtain a precise value for Tc with small
lattices, we will use the exact result kTc/J = 2/ ln(1 +

√
2) ≈ 2.269 for the infinite lattice in the

remaining parts of this problem.

b. Determine the specific heat C, |m|, and the susceptibility χ at T = Tc for L = 2, 4, 8, and 16.
Use as many Monte Carlo steps per spin as possible. Plot the logarithm of |m| and χ versus
L and use the scaling relations (17.29)–(17.31) to determine the critical exponents β and γ.
Assume the exact result ν = 1. Do your log-log plots of |m| and χ yield reasonably straight
lines? Compare your estimates for β and γ with the exact values given in Table 13.1.

c. Make a log-log plot of C versus L. If your data for C is sufficiently accurate, you will find
that the log-log plot of C versus L is not a straight line but shows curvature. The reason for
this curvature is that α in (17.24) equals zero for the two-dimensional Ising model, and hence
(17.30) needs to be interpreted as

C ∼ C0 lnL. (17.32)

Is your data for C consistent with (17.32)? The constant C0 in (17.32) is approximately 0.4995.

We cannot simulate an INFINITE system!
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Ising model: size problems

INTERFACE EFFECTS: example of energy (units of J) for 
HALF UP/HALF DOWN configurations:

L=2       E= 0 
L=4       E=-1
L=8       E=-1.5
L=16     E=-1.75
L=20     E=-1.8
L=32     E=-1.875
.... for an infinite system: E=-2

We have a (“interface”) term proportional to 1/L

“interface”

74

32 pairs, 4 of them with 
“wrong” intractions 
=> 
E = (-32 +8 +8) /16 = -1

2 x L x L.      2 x L

with PBC

We cannot simulate an INFINITE system!
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important monitoring E(t) and M(t) at the same time to identify possible
metastable states



Magnetization (105
sweeps)

Computer simulations in statistical physics - HW 4 · WS 2006/07 · Nils Blümer (Univ. Mainz) C  - 4 B 22
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more on size effects…



Energy (105
sweeps)

Computer simulations in statistical physics - HW 4 · WS 2006/07 · Nils Blümer (Univ. Mainz) C  - 4 B 2477



Magnetic susceptibility (105
sweeps)

Computer simulations in statistical physics - HW 4 · WS 2006/07 · Nils Blümer (Univ. Mainz) C  - 4 B 2778



Magnetic susceptibility near Tc (106
sweeps)

Computer simulations in statistical physics - HW 4 · WS 2006/07 · Nils Blümer (Univ. Mainz) C  - 4 B 2879



Specific heat (105
sweeps)

Computer simulations in statistical physics - HW 4 · WS 2006/07 · Nils Blümer (Univ. Mainz) C  - 4 B 2980



Specific heat near Tc (106
sweeps)

Computer simulations in statistical physics - HW 4 · WS 2006/07 · Nils Blümer (Univ. Mainz) C  - 4 B 3081
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extra:
• References
• More on finite size effects: finite 

size analysis and critical exponents
• Alternative dynamics
• Other interactions
• Other lattices
• Other models



Ising E 1925 Zeitschrift fur Physik 31 253–258

Heisenberg W 1928 Zeitschrift fur Physik 49 205
Bethe H 1931 Zeitschrift fur Physik 71 205
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A few references
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CHAPTER 17. MONTE CARLO SIMULATION OF THE CANONICAL ENSEMBLE 597

M

TTc

Figure 17.1: The temperature dependence of m(T ), the mean magnetization per spin, for the
infinite lattice Ising model in two dimensions.

b. Repeat for L = 16. Do you need more Monte Carlo steps than in part (a) to obtain statistically
independent data? If so, why?

c. The exact value of E/N for the two-dimensional Ising model on a square lattice with L = 16
and T = Tc = 2/ ln(1 +

√
2) ≈ 2.269 is given by E/N = −1.45306 (to five decimal places). This

value of Tc is exact for the infinite lattice. The exact result for E/N allows us to determine the
actual error in this case. Compute 〈E〉 by averaging E after each Monte Carlo step per spin for
mcs ≥ 106. Compare your actual error to the estimated error given by (17.19) and (17.20) and
discuss their relative values.

17.5 The Ising Phase Transition

Now that we have tested our program for the two-dimensional Ising model, we are ready to explore
its properties. We first summarize some of the qualitative properties of infinite ferromagnetic
systems in zero magnetic field. We know that at T = 0, the spins are perfectly aligned in either
direction, that is, the mean magnetization per spin m(T ) = 〈M(T )〉/N is given by m(T = 0) = ±1.
As T is increased, the magnitude of m(T ) decreases continuously until T = Tc at which m(T )
vanishes (see Fig. 17.1). Because m(T ) vanishes continuously rather than abruptly, the transition
is termed continuous rather than discontinuous. (The term first-order describes a discontinuous
transition.)

How can we characterize a continuous magnetic phase transition? Because a nonzero m implies
that a net number of spins are spontaneously aligned, we designate m as the order parameter of
the system. Near Tc, we can characterize the behavior of many physical quantities by power law
behavior just as we characterized the percolation threshold (see Table 13.1). For example, we can
CHAPTER 17. MONTE CARLO SIMULATION OF THE CANONICAL ENSEMBLE 598

write m near Tc as

m(T ) ∼ (Tc − T )β , (17.22)

where β is a critical exponent (not to be confused with the inverse temperature). Various thermo-
dynamic derivatives such as the susceptibility and heat capacity diverge at Tc. We write

χ ∼ |T − Tc|−γ (17.23)

and

C ∼ |T − Tc|−α. (17.24)

We have assumed that χ and C are characterized by the same critical exponents above and below
Tc.

Another measure of the magnetic fluctuations is the linear dimension ξ(T ) of a typical magnetic
domain. We expect the correlation length ξ(T ) to be the order of a lattice spacing for T # Tc.
Because the alignment of the spins becomes more correlated as T approaches Tc from above, ξ(T )
increases as T approaches Tc. We can characterize the divergent behavior of ξ(T ) near Tc by the
critical exponent ν:

ξ(T ) ∼ |T − Tc|−ν . (17.25)

The calculation of ξ is considered in Problem 17.9d.
As we found in our discussion of percolation in Chapter 13, a finite system cannot exhibit a

true phase transition. Nevertheless, we expect that if ξ(T ) is less than the linear dimension L of
the system, our simulations will yield results comparable to an infinite system. Of course, if T
is close to Tc, our simulations will be limited by finite size effects. In the following problem, we
obtain preliminary results for the T dependence of m, 〈E〉, C, and χ in the neighborhood of Tc.
These results will help us understand the qualitative nature of the ferromagnetic phase transition
in the two-dimensional Ising model.

Because we will consider the Ising model for different values of L, it will be convenient to
compute intensive quantities such as the mean energy per spin, the specific heat (per spin) and the
susceptibility per spin. We will retain the same notation for both the extensive and corresponding
intensive quantities.
Problem 17.9. Qualitative behavior of the two-dimensional Ising model

a. Use Program ising to compute the magnetization per spin m, the mean energy per spin 〈E〉,
the specific heat C, and the susceptibility per spin χ. Choose L = 4 and consider T in the
range 1.5 ≤ T ≤ 3.5 in steps of ∆T = 0.2. Choose the initial condition at T = 3.5 so that
the orientation of the spins is chosen at random. Use an equilibrium configuration from a
previous run at temperature T as the initial configuration for a run at temperature T − ∆T .
Because all the spins might overturn and the magnetization change sign during the course of
your observation, estimate the mean value of |m| in addition to that of m. Use at least 1000
Monte Carlo steps per spin and estimate the number of equilibrium configurations needed to
obtain m and 〈E〉 to 5% accuracy. Plot 〈E〉, m, |m|, C, and χ as a function of T and describe
their qualitative behavior. Do you see any evidence of a phase transition?

From: Gould-Tobochnich

Universality and critical exponents
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3

where ⇠(T ) is called the correlation length, which as in-
dicated, depends on temperature.

At the transition, the correlation falls o↵ as a power
law given by:

G(r, T ) ⇠ 1

rd�2+⌘
(T = Tc), (5)

where d is the dimension of space and ⌘ is a critical expo-
nent. This power law decrease of the correlation function
at the critical point implies that there is no length scale
in the system, and consequently far regions in the system
are correlated.

Finally, below the critical temperature, the correlation
function reaches a constant value for large r. Such or-
dering is called long-range order and it is a consequence
of cooperative e↵ects that cause regions of space to be
correlated with nearby regions, which in turn causes a
farther region to be correlated. In this case, the devia-
tion from the asymptotic value can be described by:

G(r, T )�G(1, T ) ⇠ exp

✓
� r

⇠(T )

◆
(T < Tc), (6)

The correlation length also follows a power law as the
transition is approached from either T > Tc or T < Tc,
given by:

⇠(T ) ⇠ |1� T/Tc|�⌫
, (7)

being ⌫ another critical exponent.
It is interesting to notice that the critical exponents are

not independent from each other, because of the following
scaling laws15:

� = ⌫(2� ⌘), (8a)

2 = ↵+ 2� + �, (8b)

⌫d = 2� ↵, (8c)

� = �(� � 1), (8d)

so it is only necessary to know two of them to determine
the rest of them.

V. THE SCALING HYPOTHESIS

The scaling hypothesis is as its name indicates, a hy-
pothesis. It does not rely on any model but has been
very successful in correlating experimental data. The ba-
sic idea of the scaling hypothesis is that the long-range
correlations around Tc are responsible for all singular
behavior16.

So far, it seems that the important parameter in a
phase transition is the order parameter and for a long
time it was considered that if there was not a spontaneous
symmetry breaking in the order parameter in a system,
then that system does not exhibit a phase transition.
This belief is false and a brief example will be discussed
later (see section X).

In the scaling hypothesis, instead of looking at the
order parameter, we focus our attention in a quantity
we briefly mentioned in the last section: the correlation
length ⇠. It states that the divergence of ⇠ near Tc is
responsible for the singular dependence on 1 � T/Tc of
physical quantities, and, as far as the singular depen-
dence is concerned, ⇠ is the only relevant length in the
system16.

It is not the scope of this paper to derive the scaling
laws, neither to prove them by renormalization theory,
but just to present the importance of the scaling hypothe-
sis. An extensive discussion of the scaling hypothesis and
renormalization theory can be found in references16,17.

VI. MEAN-FIELD AND ONSAGER’S
SOLUTION

In the mean-field solution the Landau free energy18–20

is proposed as,

FL ⇡ Fo +
1

2
a(T )Nm

2 +
1

4
b(T )Nm

4 +O(m6), (9)

where m = |M|/N and N denotes the total number of
lattices sites (spins). Under this proposal, if a(T ) and
b(T ) are both positive, only m = 0 is a minimum. On
the other hand if b(T ) is positive and a(T ) changes sign,
then m = 0 is a local maximum and the minimum of FL

occurs atm 6= 0, that is an indicator of a phase transition.
The transition takes place at the critical temperature Tc,
which is determined when a(T ) changes sign, i.e. a(Tc) =
0. As a result, Tc for the Ising model is20,

kBTc = zJ, (10)

where z is the number of nearest neighbors, so for the two
dimensional case kBTc = 4J . In the mean-field model it
is also found that in absence of an external magnetic field,

M = 0 T � Tc, (11a)

M ⇠ |1� T/Tc|� T < Tc, (11b)

with the critical exponent � = 1/2. On the other hand,
when T = Tc,

H ⇠ M
�
, (12)

with the critical exponent � = 3.
On the other hand, although it is not the scope of

this paper to present the exact solution, some important
results that will be used in section VIII are given. The
magnetization is found to be,

M = 0 T > Tc, (13a)

M = N
⇥
1� sinh�4(2�J)

⇤1/8
T < Tc, (13b)

and the critical temperature is,

kBTc =
2J

ln(1 +
p
2)

⇡ 2.269J. (14)

If we use the

   M 

More precisely, the magnetisation follow a power law close to 
the transition only approaching Tc from smaller T:
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• Kerson Huang, Introduction to Statistical Physics (CRC Press) 

the critical exponents are not independent from each other, because of the 
following scaling laws (●):

so it is only necessary to know two of them to determine the others.

For the 2D Ising model:

3

where ⇠(T ) is called the correlation length, which as in-
dicated, depends on temperature.

At the transition, the correlation falls o↵ as a power
law given by:

G(r, T ) ⇠ 1

rd�2+⌘
(T = Tc), (5)

where d is the dimension of space and ⌘ is a critical expo-
nent. This power law decrease of the correlation function
at the critical point implies that there is no length scale
in the system, and consequently far regions in the system
are correlated.

Finally, below the critical temperature, the correlation
function reaches a constant value for large r. Such or-
dering is called long-range order and it is a consequence
of cooperative e↵ects that cause regions of space to be
correlated with nearby regions, which in turn causes a
farther region to be correlated. In this case, the devia-
tion from the asymptotic value can be described by:

G(r, T )�G(1, T ) ⇠ exp

✓
� r
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◆
(T < Tc), (6)

The correlation length also follows a power law as the
transition is approached from either T > Tc or T < Tc,
given by:

⇠(T ) ⇠ |1� T/Tc|�⌫
, (7)

being ⌫ another critical exponent.
It is interesting to notice that the critical exponents are

not independent from each other, because of the following
scaling laws15:

� = ⌫(2� ⌘), (8a)

2 = ↵+ 2� + �, (8b)

⌫d = 2� ↵, (8c)

� = �(� � 1), (8d)

so it is only necessary to know two of them to determine
the rest of them.

V. THE SCALING HYPOTHESIS

The scaling hypothesis is as its name indicates, a hy-
pothesis. It does not rely on any model but has been
very successful in correlating experimental data. The ba-
sic idea of the scaling hypothesis is that the long-range
correlations around Tc are responsible for all singular
behavior16.

So far, it seems that the important parameter in a
phase transition is the order parameter and for a long
time it was considered that if there was not a spontaneous
symmetry breaking in the order parameter in a system,
then that system does not exhibit a phase transition.
This belief is false and a brief example will be discussed
later (see section X).

In the scaling hypothesis, instead of looking at the
order parameter, we focus our attention in a quantity
we briefly mentioned in the last section: the correlation
length ⇠. It states that the divergence of ⇠ near Tc is
responsible for the singular dependence on 1 � T/Tc of
physical quantities, and, as far as the singular depen-
dence is concerned, ⇠ is the only relevant length in the
system16.

It is not the scope of this paper to derive the scaling
laws, neither to prove them by renormalization theory,
but just to present the importance of the scaling hypothe-
sis. An extensive discussion of the scaling hypothesis and
renormalization theory can be found in references16,17.

VI. MEAN-FIELD AND ONSAGER’S
SOLUTION

In the mean-field solution the Landau free energy18–20

is proposed as,

FL ⇡ Fo +
1

2
a(T )Nm

2 +
1

4
b(T )Nm

4 +O(m6), (9)

where m = |M|/N and N denotes the total number of
lattices sites (spins). Under this proposal, if a(T ) and
b(T ) are both positive, only m = 0 is a minimum. On
the other hand if b(T ) is positive and a(T ) changes sign,
then m = 0 is a local maximum and the minimum of FL

occurs atm 6= 0, that is an indicator of a phase transition.
The transition takes place at the critical temperature Tc,
which is determined when a(T ) changes sign, i.e. a(Tc) =
0. As a result, Tc for the Ising model is20,

kBTc = zJ, (10)

where z is the number of nearest neighbors, so for the two
dimensional case kBTc = 4J . In the mean-field model it
is also found that in absence of an external magnetic field,

M = 0 T � Tc, (11a)

M ⇠ |1� T/Tc|� T < Tc, (11b)

with the critical exponent � = 1/2. On the other hand,
when T = Tc,

H ⇠ M
�
, (12)

with the critical exponent � = 3.
On the other hand, although it is not the scope of

this paper to present the exact solution, some important
results that will be used in section VIII are given. The
magnetization is found to be,

M = 0 T > Tc, (13a)

M = N
⇥
1� sinh�4(2�J)

⇤1/8
T < Tc, (13b)

and the critical temperature is,

kBTc =
2J

ln(1 +
p
2)

⇡ 2.269J. (14)
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by fitting the data with the curve,

G(r, Tc) = A
exp (�r/B)

rC
. (41)

These plots were constructed by performing 100 simu-
lations of 15,000 MC steps each, for every temperature
considered and the correlation function was registered for
every repetition and then averaged.

Finally, in TABLE I, the critical exponents for the two
dimensional Ising model are presented as found by On-
sager and the mean-field and numerical solutions.

FIG. 9. (Color online) Inverse of the critical temperature T�1
c

vs inverse of lattice size L�1 for the 2D Ising model. The curve
was fitted with a power law T

�1
c = T

�1
c1 � bL

�1/⌫ , and the
critical exponent ⌫ was determined.

TABLE I. Critical exponents and critical temperature of the
2D Ising model given by Onsager, the mean-field and the
numerical solutions.

Exponent Onsager Mean-Field Numerical

↵ 0 0 0

� 0.125 0.5 0.129 ± 0.007

� 1.750 1 1.779 ± 0.225

⌫ 1 0.5 0.994 ± 0.098

⌘ 0.250 0 0.277 ± 0.002

� 15 3 14.641 ± 0.821

Tc 2.269 4 2.269± 0.002

IX. DISCUSSION

From TABLE I is clear that the mean-field solution is
inconsistent with the Onsager solution. Why does the

FIG. 10. (Color online) Peak height of the magnetic suscep-
tibility �max vs lattice size L for the 2D Ising model. The
curve was fitted with a power law �max = aL

�/⌫ , and the
critical exponent � was determined.

FIG. 11. (Color online) Magnetization per site M vs external
magnetic field H for temperatures T = 1.3 (triangles), 2.269
(circles) and 3.3 (squares) for a lattice size of L = 50.

mean-field solution is not consistent? In its derivation,
fluctuations in the order parameter are neglected. How-
ever, in the scaling region, these fluctuations are of great
relevance to the thermodynamic quantities, so neglect-
ing them will of course generate incorrect results in this
region, such as the critical temperature and the critical
exponents.
The main problem with most of the mean-field solu-

tions is that the Landau free energy coe�cients are ex-
panded in Taylor series around Tc. This expansion pre-
supposes that the coe�cients are analytic around Tc, a
supposition that is not valid. It is also worth to no-
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If the heat capacity goes like: 

THE EFFECTS OF SYMMETRY AND DIMENSION ON THE CRITICAL PROPERTIES OF THE ISING MODEL5

Figure 6. Andamento della suscettibilità magnetica � rispetto alla

temperatura T

Per stimare la temperatura critica Tc si è fatto un fit della capacità termica C
con una funzione della forma

(1)
1

C(T )
= a + bT

nell’intorno destro e sinistro del massimo della temperatura critica Tc, come si può

vedere in Figura 7. Tale approssimazione è dovuta all’impossibilità di fare un fit

da parte di Gnuplot e di Root nel caso di andamenti come
�

1
x

�↵
. Si è quindi deciso

di considerare la funzione

C(T ) / |T � Tc|�↵

invertirla e considerare un’approssimazione lineare. Una volta ottenute le due

rette, Figura 7, si ottiene il valore di temperatura critica Tc e con la propagazione

dell’errore il corrispondente errore: kTc/J = 3.630 ± 0.181. Tale valore risulta

essere compatibile con quello dato dal problema, T th
C = 3.641, sebbene risulti

leggermente minore.

we could plot           as a function of T  and make a fit,
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da parte di Gnuplot e di Root nel caso di andamenti come
�

1
x

�↵
. Si è quindi deciso

di considerare la funzione

C(T ) / |T � Tc|�↵

invertirla e considerare un’approssimazione lineare. Una volta ottenute le due

rette, Figura 7, si ottiene il valore di temperatura critica Tc e con la propagazione

dell’errore il corrispondente errore: kTc/J = 3.630 ± 0.181. Tale valore risulta

essere compatibile con quello dato dal problema, T th
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Universality and critical exponents

BUT: Because we can simulate only finite lattices, a direct fit 
of the measured quantities does not yield good estimates 
for the corresponding exponents α, ν, β, and γ => we have 
to take into account the finite size of the system

=> finite size scaling 

and similarly for the other quantities.
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so,

↵({m} ! {n})
↵({n} ! {m}) =

P ({n})
P ({m})

g({n} ! {m})
g({m} ! {n}) , (26)

4. In order to fulfill the detailed balance equations,
the acceptance distribution may be expressed as,

↵({m} ! {n}) = min

✓
1,

P ({n})
P ({m})

g({n} ! {m})
g({m} ! {n})

◆
.

(27)

In the Ising model when {n} and {m} only di↵er by one
spin, g({n} ! {m}) = g({m} ! {n}), so the acceptance
distribution is,

↵({m} ! {n}) = min (1, exp [���E({n}, {m})]) . (28)

With those ideas in mind, the Metropolis-Hastings al-
gorithm for the Ising model is the following. First, a
L ⇥ L square lattice is created and in every site of the
lattice a spin is set with equal probability of being ±1.

Each step of the algorithm is:

1. Choosing randomly one site k in the lattice.

2. Calculating the energy di↵erence �Ek between the
actual energy and the energy if the spin is flipped.

3. If �Ek < 0, we accept the new configuration. If
not, we accept it with probability exp (���Ek)
where � = 1/kBT and kB is the Boltzmann con-
stant.

4. Energy and magnetization of the system are saved.

The Metropolis-Hastings algorithm samples states ac-
cording to the appropriate probability distribution and
then temporal sequences of energies and magnetizations
(generated by the sampling process) are then averaged
and observables calculated. It is important to empha-
size that the algorithm only generates configurations in
agreement with the probability distribution, it does not
compute thermodynamic quantities, but only samples en-
sembles from which thermodynamic quantities must be
determined. In the next sections, techniques for recover-
ing those quantities are discussed.

Before presenting those techniques, it is necessary to
define a Monte Carlo step (MC step) as the product
N = L

2 with the number of steps in the algorithm. For
example, for a system with a lattice size L = 50, a MC
step is 2500 steps of the algorithm. That way a MC step
takes into account the lattice size, while a step of the
algorithm does not. In that sense, performing 1000 MC
steps for di↵erent lattices sizes allows the same sampling
in all the lattices, whereas performing 1000 steps of the
algorithm for di↵erent lattices sizes does not. It is nat-
ural that the following question arises: How many MC
steps produce a good sampling? This question is not so
easy to answer because it depends on the temperature
at which the system is as it will be clear later in section
VIII. Nevertheless, if while computing observables, such
as energy and magnetization, the curves are noisy, then
it is necessary to perform more MC steps.

B. Finite Size Scaling

So far we have presented the mean-field, the Onsager
and the numerical solution. However one problem arises
in the numerical solution: while the mean-field and the
exact solutions are in the thermodynamic limit (N ! 1
and V ! 1, but N/V constant), in the numerical solu-
tion it is impossible to achieve N,V ! 1. Although we
are incapable of achieving the thermodynamic limit a nu-
merical computation, K. Binder developed the finite-size
scaling technique for analyzing finite-size systems such as
the ones considered in computational simulations23–25.

As we have stated before, near the critical tempera-
ture, the correlation length diverges following a power
law (7),

⇠ ⇠ |1� T/Tc|�⌫
. (29)

For a finite system, the thermodynamics quantities are
smooth functions of the system parameters, so the diver-
gences of the critical point phenomena are absent. De-
spite this fact, in the scaling region (⇠ >> L), we can see
traces of these divergences in the occurrence of peaks:
peaks become higher and narrower and its location is
shifted with respect to the location of the critical point
as the system size increases (see FIG. 1). These charac-
teristics of the peak shape as a function of temperature
are described in terms of the so-called finite-size scaling
exponents8:

• The shift in the position of the maximum with re-
spect to the critical temperature is described by,

Tc(L)� Tc(1) / L
�� (30)

• The width of the peak scales as,

�T (L) / L
�⇥ (31)

• The peak height grows with the system size as,

Amax(L) / L
�max . (32)

Defining t = |1� T/Tc|, the finite-size scaling Ansatz
is formulated as follows8:

AL(t)

A1(t)
= f


L

⇠1(t)

�
, (33)

where A is a physical quantity. Assuming that the expo-
nent of the critical divergence of A is �, and using the
fact that ⇠ ⇠ t

�⌫ , the scaling Ansatz is formulated as,

AL(t) = t
��

f
⇥
Lt

�⌫
⇤
, (34)

which can be rewritten as,

AL(t) = L
�/⌫

�

h
L
1/⌫

t

i
, (35)

where the scaling function f is replaced by �, by extract-
ing the factor (Lt⌫)�/⌫ from f and writing the remaining
function in terms of (Lt⌫)1/⌫ . From eq. (35) it is clear
that8:

The shift in the peak position of C and χ with respect to the critical temperature 
corresponding to the thermodynamic limit is described by:

10

by fitting the data with the curve,

G(r, Tc) = A
exp (�r/B)

rC
. (41)

These plots were constructed by performing 100 simu-
lations of 15,000 MC steps each, for every temperature
considered and the correlation function was registered for
every repetition and then averaged.

Finally, in TABLE I, the critical exponents for the two
dimensional Ising model are presented as found by On-
sager and the mean-field and numerical solutions.

FIG. 9. (Color online) Inverse of the critical temperature T�1
c

vs inverse of lattice size L�1 for the 2D Ising model. The curve
was fitted with a power law T

�1
c = T

�1
c1 � bL

�1/⌫ , and the
critical exponent ⌫ was determined.

TABLE I. Critical exponents and critical temperature of the
2D Ising model given by Onsager, the mean-field and the
numerical solutions.

Exponent Onsager Mean-Field Numerical

↵ 0 0 0

� 0.125 0.5 0.129 ± 0.007

� 1.750 1 1.779 ± 0.225

⌫ 1 0.5 0.994 ± 0.098

⌘ 0.250 0 0.277 ± 0.002

� 15 3 14.641 ± 0.821

Tc 2.269 4 2.269± 0.002

IX. DISCUSSION

From TABLE I is clear that the mean-field solution is
inconsistent with the Onsager solution. Why does the

FIG. 10. (Color online) Peak height of the magnetic suscep-
tibility �max vs lattice size L for the 2D Ising model. The
curve was fitted with a power law �max = aL

�/⌫ , and the
critical exponent � was determined.

FIG. 11. (Color online) Magnetization per site M vs external
magnetic field H for temperatures T = 1.3 (triangles), 2.269
(circles) and 3.3 (squares) for a lattice size of L = 50.

mean-field solution is not consistent? In its derivation,
fluctuations in the order parameter are neglected. How-
ever, in the scaling region, these fluctuations are of great
relevance to the thermodynamic quantities, so neglect-
ing them will of course generate incorrect results in this
region, such as the critical temperature and the critical
exponents.
The main problem with most of the mean-field solu-

tions is that the Landau free energy coe�cients are ex-
panded in Taylor series around Tc. This expansion pre-
supposes that the coe�cients are analytic around Tc, a
supposition that is not valid. It is also worth to no-
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FIG. 1. Typical behaviour of a physical quantity A vs tem-
perature close to the critical point for various system sizes.
Figure taken from Thijssen8.

• The peak height scales as L�/⌫ , hence �max = �/⌫.

• The peak position scales as L�1/⌫ , hence � = 1/⌫.

• The peak width also scales as L
�1/⌫ , hence ⇥ =

1/⌫.

These are the finite-size scaling laws for any thermody-
namic quantity which diverges at the critical point as a
power law. From these laws it is clear that if the peak
height, position and width are calculated as a function
of the system size, the critical exponents ⌫ and � can be
determined.

Nevertheless, the finite-size scaling technique presents
di�culties due a to phenomena named critical slowing-
down3,8–10. Because of the critical slowing-down, config-
urations change very slowly, and it is di�cult to sample
enough configurations. Near the critical point, the fluc-
tuations increase and the time needed to obtain reliable
values for the quantities measured also increases. As the
system size increases, calculations for larger systems re-
quire more time, not only because of the computational
e↵ort needed per MC step for a larger system, but also
because we need to generate more and more configura-
tions in order to obtain reliable results.

C. The correlation function

In systems where a physical magnitude relies on posi-
tion, one generally asks, given a measure at point ri what
is the relation between another measure at a position rj .
This is given by the spatial correlation function and if
the system presents translational and rotational symme-
try (such as the Ising model), the correlation function
does not depend on the absolute positions, but on the

distance between them r = |ri � rj |. The correlation
function we are interested in is the spin-spin correlation
function that is given by,

G(r, T ) = hs(0)s(r)i � hs(0)i2, (36)

where hs(0)i = hs(r)i = M/N is the magnetization per
site. Because of the fact that for a given temperature, M
reaches a constant value, the behavior of the correlation
function is carried by the first term of eq. (36). Thus we
will consider the correlation function only as,

G(r, T ) = hs(0)s(r)i. (37)

We are limited to obtain the correlation function up to
L/2, where L is the lattice size. This came as a price
of the periodic boundary conditions we are using. For
example, if we were to calculate the correlation function
up to the value r = L we would find that the correlation
function would be equal to 1 there, which is wrong be-
cause we would be computing the correlation function at
r = 0.
The process for numerically computing the correlation

function is the following: For each spin in the lattice, we
determine the value of the local correlation function in
r = n taking the average magnetic state of the nearest
neighbors found advancing n steps in one direction (not
mixing êi with êj , i.e. not moving in diagonals). The
global correlation function is taken as the average of all
the local correlation functions. The process is repeated
for multiple simulations of the Ising model.

D. Hints, tips and improvements to the algorithm

As soon as Monte Carlo methods are used, one has
to think on ways of making e�cient calculations, as the
brute force involved in a Monte Carlo simulation often
requires a lot of trials to reduce standard deviation.

• First of all, Monte Carlo methods are always good
candidates for parallelization, which even in a dual-
core cpu will half the calculation time.

• Second, one can remove some “randomness” to the
method to improve e�ciency. In the case of the
Ising model, we know that the system will have pre-
ferred states as a function of the temperature. For
temperatures below the critical temperature, once
the system is near a local energy-minimum, it will
hardly jump to another one (even if the energy gap
is huge). All annealing methods are prone to this
phenomena, and hence, once the standard devia-
tions of the last steps start to decrease, the system
should be randomized entirely to make sure we are
not just sampling a single region of the entire space
of states.

• Third, one can also improve the selection of spins
to flip, and change a completely uniform random

 [Thijssen, Computational Physics (Cambridge University Press)]

• From: E. Ibarra-Garcia-Padilla et al., European Journal of Physics 37(6):065103 DOI: 10.1088/0143-0807/37/6/065103

+

(L-1)-1/ν

https://www.researchgate.net/deref/http%3A%2F%2Fdx.doi.org%2F10.1088%2F0143-0807%2F37%2F6%2F065103?_sg%5B0%5D=snEifRGN7RDtjgDXiR2RERPqL-5iX1ymZN-rT-XzqVZ-27UDqlRZNxEMVGCZHaAcox_J4RSfG-QdWqzTLFDYqLajkA.O8SYZKDBTg-KHJw-AgQGo7iGv3pV8ztRb9sQDqq8Eu8m5Zd955HzjDyRajT9Ad-K_7V24kCeRSgaXqWcTrEEvA
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CHAPTER 17. MONTE CARLO SIMULATION OF THE CANONICAL ENSEMBLE 599

b. Repeat the calculations of part (a) for L = 8 and L = 16. Plot 〈E〉, m, |m|, C, and χ as
a function of T and describe their qualitative behavior. Do you see any evidence of a phase
transition? For comparison, recent published Monte Carlo results for the two-dimensional Ising
model are in the range L = 102 to L = 103 with order 106 Monte Carlo steps per spin.

c. For a given value of L, for example, L = 16, choose a value of T that is well below Tc and choose
the directions of the spins at random. Observe the spins evolve in time. Do you see several
domains with positive and negative spontaneous magnetization? How does the magnetization
evolve with time?

d. The correlation length ξ can be obtained from the r-dependence of the spin correlation function
c(r). The latter is defined as:

c(r) = 〈sisj〉 − m2, (17.26)

where r is the distance between sites i and j. We have assumed the system is translationally
invariant so that 〈si〉 = 〈sj〉 = m. The average is over all sites for a given configuration and
over many configurations. Because the spins are not correlated for large r, we see that c(r) → 0
in this limit. It is reasonable to assume that c(r) ∼ e−r/ξ for r sufficiently large. Use this
behavior to estimate ξ as a function of T . How does your estimate of ξ compare with the size
of the regions of spins with the same orientation?

One of the limitations of a computer simulation study of a phase transition is the relatively
small size of the systems we can study. Nevertheless, we observed in Problem 17.9 that even
systems as small as L = 4 exhibit behavior that is reminiscent of a phase transition. In Fig. 17.2
we show our Monte Carlo data for the T dependence of the specific heat of the two-dimensional
Ising model for L = 8 and L = 16. We see that C exhibits a broad maximum which becomes
sharper for larger L. Does your data for C exhibit similar behavior?

Because we can simulate only finite lattices, it is difficult to obtain estimates for the critical
exponents α, β, and γ by using the definitions (17.22)–(17.24) directly. We learned in Section 13.4,
we can do a finite size scaling analysis to extrapolate finite L results to L → ∞. For example, from
Fig. 17.2 we see that the temperature at which C exhibits a maximum becomes better defined for
larger lattices. This behavior provides a simple definition of the transition temperature Tc(L) for
a finite system. According to finite size scaling theory, Tc(L) scales as

Tc(L) − Tc(L = ∞) ∼ aL−1/ν , (17.27)

where a is a constant and ν is defined in (17.25). The finite size of the lattice is important when
the correlation length

ξ(T ) ∼ L ∼ |T − Tc|−ν . (17.28)

As in Section 13.4, we can set T = Tc and consider the L-dependence of M , C, and χ:

m(T ) ∼ (Tc − T )β → L−β/ν (17.29)
C(T ) ∼ |T − Tc|−α → Lα/ν (17.30)
χ(T ) ∼ |T − Tc|−γ → Lγ/ν . (17.31)

In Problem 17.10 we use the relations (17.29)–(17.31) to estimate the critical exponents β, γ, and
α.
From: Gould-Tobochnich

Universality and critical exponents
(This is referred to percolation)
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Scaled magnetization vs unscaled T (105
sweeps)
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Ising model: alternative dynamics
• in the SPIN FLIP dynamics the order parameter 

is not conserved (M changes during evolution)

• alternative: NN spin exchange (Kawasaki dyn.)              
(exchange two NN spins picked at random;    
M is conserved;   this is equivalent to LATTICE 
GAS MODELS with fixed number of particles)

• another alternative: flip a cluster of spins (Wolff 
dynamics)

      see e.g.: https://mattbierbaum.github.io/ising.js
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Ising model: Kawasaki dynamics
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Addition of further interactions
Attractive (J>0) nearest-neighbor (NN) interaction only: 
total energy of the system:

you can limit the number of Monte Carlo steps so that ⇧�R(t)2⌃ is less
than (L/2)2.
⇤(Check whether D(t) ⇥ constant for t ⇥⇤)
Verify that deviations of D(t) from its mean value are proportional to the
inverse square root of the total number of particles.

3. Consider now the case in which an attractive nearest-neighbor (NN) bet-
ween impurities interaction exists, giving a total energy of the system:

E = �J

2

X

hiji

ninj

where ⇧ij⌃ are NN pairs; 1/2 avoid double counting; you can set J=1
considering to measure the energy is units of J and temperature in units
of J/kb. First, set T=0. For the same value of � fixed above, calculate
again D. It is interesting to make a snapshot (after the equilibration) of
the particle distribution on the lattice in this case and compare with the
non-interacting case (J=0).

4. A possible improvement is to include also next-nearest neighbor (NNN)
interactions, that are typically repulsive:

E = �1
2

X

hiji

Jijninj

where now Jij is di⇥erent for NN and NNN. It is useful to use R =
JNNN/JNN , < 0 to express the NNN interaction. Choose R=�1/2. Cal-
culate again D at T=0. Also in this case it’s interesting to make a snapshot
of an equilibrium configuration. Notice that (4) reduces to (3) for R=0,
so that you could implement directly this case.

5. Only if time permits, study also (3) and (4) in the case T ⌅=0, e.g. T=2.

2

=> Trend to aggregation (diffusive behavior is limited to a 
transient)

Add a repulsive (J<0) next-nearest-neighbor (NNN) 
interaction: total energy of the system:

you can limit the number of Monte Carlo steps so that ⇧�R(t)2⌃ is less
than (L/2)2.
⇤(Check whether D(t) ⇥ constant for t ⇥⇤)
Verify that deviations of D(t) from its mean value are proportional to the
inverse square root of the total number of particles.

3. Consider now the case in which an attractive nearest-neighbor (NN) bet-
ween impurities interaction exists, giving a total energy of the system:

E = �J

2

X

hiji

ninj

where ⇧ij⌃ are NN pairs; 1/2 avoid double counting; you can set J=1
considering to measure the energy is units of J and temperature in units
of J/kb. First, set T=0. For the same value of � fixed above, calculate
again D. It is interesting to make a snapshot (after the equilibration) of
the particle distribution on the lattice in this case and compare with the
non-interacting case (J=0).

4. A possible improvement is to include also next-nearest neighbor (NNN)
interactions, that are typically repulsive:

E = �1
2

X

hiji

Jijninj

where now Jij is di⇥erent for NN and NNN. It is useful to use R =
JNNN/JNN , < 0 to express the NNN interaction. Choose R=�1/2. Cal-
culate again D at T=0. Also in this case it’s interesting to make a snapshot
of an equilibrium configuration. Notice that (4) reduces to (3) for R=0,
so that you could implement directly this case.

5. Only if time permits, study also (3) and (4) in the case T ⌅=0, e.g. T=2.

2

R = JNNN/JNN=> The behavior depends on the ratio 

With finite NN and/or NNN interactions, temperature plays a role93



T=10, starting from random configuration
By HeMath - Own work, CC BY-SA 4.0, https://commons.wikimedia.org/w/index.php?curid=37327967
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parla di “inverse temperature beta” ???
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Ising model: 
other generalizations

• SPINS:  XY,  Heisenberg,  Potts...

• LATTICES: Square,  Triangle,  Cubic,  
Honeycomb,  Kagome....

• INTERACTIONS:  Magn. Field,  Antiferrom., 
Next Nearest Neighbor (NNN)....
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Figura 8: Frustrazione per reticoli triangolari

Nel caso ferromagnetico questo non avviene perchè è possibile minimizzare l’e-
nergia per tutti gli spin (vedi figura 8). Prendendo il caso antiferromagnetico
della stessa figura, l’energia minima trovata può essere spiegata se la configura-
zione preferita dal sistema sia quella in cui due delle tre posizioni con direzione
di spin indeterminato siano opposte a quella dello spin centrale.

Figura 9: Reticolo esagonale (equivalente a triangolare) nel caso ferromagnetico
e antiferromagnetico

Sempre per quanto riguarda l’energia, si vede che non è presente una regione in
cui l’energia media tende a rimanere costante (a bassa T), questo perchè, visto

16

Different behaviour according to the geometry and the kind of interactions. 
Example: frustration in the triangular antiferromagnetic Ising model:
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FIG. 15. (Color online) Behavior of the two dimensional Ising model (top) and XY model (bottom) at T < Tc, T = Tc and
T > Tc. For the Ising model, an " spin (si = 1) is represented by red and a # spin (si = �1) is represented by blue. For the
XY model, because every spin is determined by ✓, so si = (cos ✓, sin ✓), an angle of 2⇡ is represented by red and an angle of
0 by blue. In the low-temperature phase, the Ising model exhibits spontaneous magnetization while in the XY model, vortex
buddies appear (characterized by points where a continuum from blue to red, or viceversa, circle the point. It is worth to notice
that these points are present by pairs with opposite circulation).

B. Higher-order spin Ising models

The Ising model is not restricted to square lattices and
spin-1/2 systems, but it has been extended to other ge-
ometries like triangular lattices38,39. Physicists have not
only played with the geometry, but with the nature of
the interactions and the spin angular momentum as well.

The Blume-Emery-Grittiths (BEG) model is a spin-1
Ising model with a Hamiltonian given by40,

H = �J

X

hiji

si · sj �K

X

hiji

s
2
i
s
2
j
��

X

i

s
2
i
, (42)

that presents a rich variety of critical and multicrit-
ical phenomena41 and has been extended to spin-3/2
systems42–45. The BEG model was introduced to simu-
late He3-He4 mixtures40, but it has been used to describe
critical phenomena magnetic systems and multi compo-
nent fluids46,47.

We suggest the reader to implement the Metropolis-

Hastings algorithm for the Heisenberg Hamiltonian
eq. (1) for a spin-1 or spin-3/2 system and calculate E,
M , CH , �M and the correlation function, then compare
the results with the spin-1/2 system. Later, implement
the BEG model and observe what does the “multicritical
phenomena” means and how do thermodynamic proper-
ties behave in this model.
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With Spin exchange dynamics

a collective excitation of the spin structure
in the lattice


