
Psicologia evoluzionistica: l’approccio della coordinazione

Mente/cervello come collezione di numerosi meccanismi specializzati (adattamenti)

John Tooby e Leda Cosmides

“Problema della coordinazione”: orchestrare il comportamento in situazioni critiche

I meccanismi emozionali si sono evoluti per risolvere il problema della coordinazione 
in risposta a situazioni ricorrenti nella storia dell’organismo

  
 

The motivational architecture of emotions 18 

 

 
 
Figure 2. Schematic diagram of the computational architectures underlying (A) the standard coordination 
approach; and (B) the extended coordination approach, in which emotion mechanisms are themselves 
coordinated by a layer of motivational systems. Each motivational system detects a range of situations, 
integrates them over time, evaluates them in relation to its specific goals, activates the appropriate 
emotions, and modulates the activity of other systems. Note that a given emotion may be activated by more 
than one motivational system, and thus play a role in the pursuit of more than one adaptive goal. Moods are 
produced by superordinate mechanisms that use information from motivational systems (and/or other 
inputs, such as the immune system) to assess/predict the state of the organism and its environment on a 
more global scale, and regulate the activity of several motivational systems at once.  

 

- percezione
- attenzione
- memoria
- comunicazione/espressioni
- meccanismi inferenziali
- categorizzazione
- meccanismi di apprendimento
- priorità e scopi immediati
- riflessi
- parametri fisiologici
- ricalibrazione di variabili interne
- …



- Il modello amplia la gamma di possibili emozioni molto oltre un piccolo set “di base”

- Non solo sopravvivenza ma anche riproduzione: desiderio sessuale, gelosia, tenerezza per i piccoli…

- I meccanismi non corrispondono sempre alle etichette linguistiche (es.: diversi tipi di “ansia”?)

- Il modello non predice rigida coerenza nella risposta (BET) ma flessibilità e sensibilità al contesto

- Non c’è una singola lista di criteri (BET); le caratteristiche di un’emozione (es. durata, espressione)  
  dipendono dalla sua specifica funzione

- Alcune emozioni si sono evolute specificamente negli esseri umani (contra BET, Panksepp)

- Di ogni emozione va studiata la struttura computazionale (input, output, uso dell’informazione…)

Implicazioni:



Y

WTRXY

X

WTRXY

Comportamento di X

RABBIA

- Specifico per ciascun partner cooperativo
- Più alto verso individui: imparentati, più forti/potenti, preziosi come partner, ecc. 

Funzione della rabbia: ricalibrare il WTR di un’altra persona quando si rivela insufficiente 

WTR = welfare tradeoff  ratio: a quanti benefici sei disposto a rinunciare per non danneggiarmi?

face, and voice (Sell et al., 2009, 2010), and respond to these
cues by calibrating welfare tradeoff ratios such that males
who are better fighters are expected – by themselves and
others – to receive greater consideration (Delton & Sell, 2014;
Hess, Helfrecht, Hagen, Sell, & Hewlett, 2010; Lukaszewski,
2013; Petersen, Sznycer, Sell, Cosmides, & Tooby, 2013;
Pietraszewski & Shaw, 2015; Sell et al., 2009; Thomsen,
Frankenhuis, Ingold-Smith, & Carey, 2011). Similar cue-based
computational systems underlie reciprocity, prestige and deep-
engagement friendships that calibrate welfare tradeoff ratios
to the ecology of human cooperation (Delton & Robertson,
2016; Kirkpatrick, Delton, Robertson, & de Wit, 2015;
Komorita, Parks, & Hulbert, 1992; Petersen, Sell, Tooby, &
Cosmides, 2012; Sell et al., 2009; Sznycer et al., 2012; Tooby
& Cosmides, 1996).

In conclusion, an individual will have different welfare trade-
off ratios for different individuals, such that more formidable
people, relatives, reciprocity partners, and those with high coop-
erative value will have their welfare valued more highly – all
else equal. Welfare tradeoff ratios thus underlie folk notions of
respect, deference, dominance, love, and friendship, but are
derived from evolutionary theory and formalized so as to allow
for more precise computational predictions that do not rely on
intuition or folk psychology. With this understanding of the
computational nature of the welfare tradeoff system, we can
make more specific predictions about how anger functions to
recalibrate WTRs.

1.3. Welfare tradeoff ratios and the recalibrational theory of anger

The recalibrational theory holds that anger is a neurocognitive
system that evolved primarily to bargain for better treatment from
those who reveal in their behavior that their welfare tradeoff ratios
toward the offended individual are lower than they ‘‘ought” to be
given the history of the negotiated relationship and the relative
power of the interactants (Sell, 2011b; Sell et al., 2009). Thus, anger
is triggered when it detects that the other party is not placing suf-
ficient weight on the welfare of the actor. More specifically, the
anger system compares the target’s apparent WTR – estimated
from behavioral cues – (i.e., the observed WTR) to the WTR that
the angry person feels entitled to from that person (i.e., expected
WTR). If the observed WTR is lower than the expected WTR, anger
is triggered.

Once activated, the anger program opens a channel for com-
munication with the target, and feeds information to the target’s
WTR-setting cognitive system. Because WTRs are calibrated by
estimates of bargaining power such as physical formidability,
ability to confer benefits, cooperative reliability, coalitional sup-
port, and so on (Lukaszewski, 2013; Sell, Eisner, & Ribeaud,
2016; Sell et al., 2009; Tooby et al., 2008), anger can recalibrate
the target’s WTR by demonstrating the willingness and ability
of the angry person to inflict costs (i.e., aggression) or withhold
or curtail benefits (Sell, 2011b; Sell et al., 2009; Williams,
Shore, & Grahe, 1998). This is why anger-based aggression is
communicative in nature (see Section 1.1.4). These strategies
are designed to recalibrate the WTR of the target by showing
them that they will be worse off – in the long run – by continuing
to behave in ways that place too little weight on the angry per-
son’s welfare (for related arguments see Frank, 1988;
Hirshleifer, 1984).

In conclusion, by identifying the aspects of natural selection
that led to the evolution of the human anger system, the recal-
ibrational theory enables the mapping of the computational
structure of anger, including its input conditions. In short, it
can explain how anger is triggered, which appraisals lead to
anger, and why.

1.4. Triggers of anger

According to this theory, the primary activating conditions for
anger will be cues that indicate another individual maintains a
lower welfare tradeoff ratio than is acceptable given their negoti-
ated relationship. These cues exist in many formats because the
WTR is likely to be used by many different motivational, emo-
tional, and cognitive mechanisms. That is, how much weight a per-
son puts on another’s welfare may leak through many channels.
For example, the degree to which one values the welfare of another
presumably regulates the fidelity of memory encoding such that
information about an individual who is highly valued is more likely
to be remembered. Thus, ignorance about a person can indicate a
low WTR toward that person and activate anger in them. Similar
indications of low WTRs can come from infrequent consideration
of the individual’s interests (‘‘Why don’t you ever ask what I
want?”), a low evaluation of an individual on a trait that is relevant
to the calibration of WTRs such as intelligence or physical
formidability in men (Harris, 1993; Preston & Kimberley, 1987),
and a lack of empathic feelings, i.e. being uninterested in a person’s
pain or joy (Lanzetta & Englis, 1989). That said, the most common
trigger of anger is a cost imposition (Averill, 1982, 1983).

1.4.1. Cost impositions as indicators of WTR
When an individual imposes a cost on another in order to

receive a benefit (hereafter termed a ‘‘cost-benefit transaction”),
the imposer indicates the upper bound of their welfare tradeoff
ratio toward the individual on whom the cost was imposed. Specif-
ically, when actor X imposes a cost on Y in order to receive a ben-
efit, the highest WTR X could have toward Y (i.e. WTRXY) is:
(benefit to X)/(cost to Y). Thus, the upper bound of the WTR that
X has toward Y becomes lower as the cost imposed on Y increases
and the benefit X receives as a result of that cost decreases. See
Fig. 1. Put simply, an individual demonstrates that they value your
welfare less when they are willing to impose large costs on you in
order to benefit a small amount.

This leads to two predictions about how cost impositions trig-
ger anger:

! Prediction #1: Holding the benefit the offender received con-
stant, anger will become more intense as the cost imposed on
the angry person increases.

Fig. 1. A lower WTRxy is indicated as C(y) increases and B(x) decreases.
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Teoria della contrattazione (bargaining theory: Sell et al., 2009, 2017)

Esempio #1: rabbia



“Reverse engineering” della rabbia: predizioni più precise rispetto a…

- Comportamenti che causano rabbia: quelli che rivelano motivazioni e credenze (danno: secondario)
- Aggravanti: maggiore rabbia per grandi danni, ma anche per piccoli benefici (= basso WTR)
- Espressione della rabbia: soprattutto comportamenti comunicativi (compresa l’aggressività)
- Efficacia delle scuse, e altre dimostrazioni di ricalibrazione
- Fattori che modulano la propensione alla rabbia (per es. forza fisica, attrattività = alto WTR atteso)

In all cultures, only a single word differed between conditions:
in the last sentence the value of the lottery ticket was either a
small amount or a large amount of money (e.g. for US subjects
either ‘‘thousand” or ‘‘five”).

2.2. Results and discussion for Experiments A1–A5

Stimulus check: Did the vignette provoke anger?
For the vignette to be appropriate as a stimulus for studying

anger, imagining oneself in the scenario should elicit anger in sub-
jects who do not yet know why the offender pushed them out of
the way. It did. The initial anger ratings—those made before sub-
jects learned why the cost was inflicted—were above the mid-
point of the scale in all five cultures, ranging from a mean of
5.1–6.3 on a 7-point scale (see Table 1). These ratings were made
before the independent variable (the value of the ticket) was intro-
duced and demonstrates that the situation described in the text
was sufficient to elicit anger.

Were subjects more angry when an offender harmed them for a
small benefit rather than a large one? (prediction #2)?

The data strongly support prediction #2 (see Fig. 2). Indepen-
dent samples t-tests showed the change in anger was significantly

Table 1
Initial anger scores before learning the offender’s benefit.

US Australia Romania India Turkey

Mean anger
(SD)

6.3
(0.78)

5.1
(1.56)

5.1
(1.63)

6.1
(1.07)

6.1
(1.16)

Fig. 2. Effect of offender’s benefit on subject’s anger.
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The dog-killing-chickens scenario presented in C6 was rewrit-
ten so that the subject was the victim—that is, the person who
owned the chickens. The sex of the friend in the scenario was
matched to the subject. The other scenario (female version) is
given below. (In C6, the subject was the person traveling to town
rather than the one who wanted medicine).

Imagine a friend is making a trip into town to purchase some
goods. You need some medicine and you ask your friend to
buy the medicine for you. Your friend agrees to buy you the
medicine and you give your friend $20 to buy it.

Your friend goes to town and buys her goods. She comes back to
the village without the medicine. You are very angry that she
did not buy the medicine.

You complain to your friend that she didn’t buy the medicine.
She feels she has a good reason for not getting the medicine.
What can she tell you to make you less angry?

Subjects then indicated how their anger would be affected by a
series of statements: much less angry (!2), less angry (!1), no dif-
ference (0), more angry (1), much more angry (2).

Fig. 5. Which statements assuage or exacerbate another’s anger?

Fig. 4. Which arguments do targets of anger prefer?
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enhanced cues. Such enhancement of cues will persist provided that
the predictive relationship between the cue and the animal's actual
fighting ability is maintained to some degree (Maynard Smith &
Harper, 2003). Cues that are constrained by the physical structure of
the feature being assessed (i.e. “indices”) generally meet this
requirement, and thus many species have been selected to configure
their morphology in ways that send enhanced signals of size and
strength during agonistic bargaining (Darwin, 1872; Huntingford &
Turner, 1987; Maynard Smith & Harper, 2003).

This logic applies equally to humans: selection is expected to have
favored assessment mechanisms among our ancestors that exploited
available indices of fighting ability. Recent evidence demonstrates
that humans can and do assess cues of physical strength when
evaluating fighting ability, presumably because strength was a
substantial component of fighting ability. Indeed, these assessment
systems appear well-designed to estimate fighting ability rather than
strength per se, e.g., assessments of fighting ability privilege cues of
muscularity over simple height or weight, upper body strength over
lower body strength, and more accurately assess men than women
(Sell, Cosmides, et al., 2009; Sell et al., 2010; Sell, 2012). The last
datum is relevant because numerous data sets have established that
upper body strength in modern males is about 90% greater than in
females (Abe, Kearns, & Fukunaga, 2003; Lassek & Gaulin, 2009), with
the distributions of the two sexes onlyminimally overlapping. For this
reason and others, aggression will be a more important tool of social
negotiation formen thanwomen (Archer, 2004; Campbell, 2002; Daly
& Wilson, 1988; Wrangham & Peterson, 1996), and both men and
women should be (and are) better calibrated to assess male strength
(Sell, 2012). Moreover, as predicted by the model that anger is the
expression of a neural bargaining system, physically stronger men get
angry more easily, experience more favorable resolutions of conflicts

of interest, and consider aggression a more legitimate way to settle
conflicts (Sell, Tooby, et al., 2009).

Crucially, accurate cues of fighting ability have been found to exist in
the face alone, and are spontaneously and rapidly assessed when
estimating fighting ability (Sell, Cosmides, et al., 2009; Trebicky et al.,
2013; Zilioli et al., 2014). If anger functions as a bargaining system in
humans, then it follows that humans should have evolved to deploy
facial morphology in a way that enhances these cues during aggressive
bargaining.Wehypothesize that the universal anger expression evolved
for that function. Over evolutionary time, selection would build neural
circuits that, at the onset of anger, co-activated those discrete muscle
movements in the face that increased the appearance of strength.
Hence, the signal of the onset of a bout of power-based bargaining (i.e.
anger) would be simultaneous to and constituted by facial enhance-
ments of cues of strength. In short, the universal human anger facial
expression is an adaptation for enhancing cues of strength.

The accepted method for establishing the evolved function of an
adaptation was best articulated by George Williams (1966):
researchers must show that features constituting the candidate
adaptation are so well-organized to bring about the solution to an
identified adaptive problem that the coordination between adaptive
problem and phenotypic solution cannot be plausibly explained by
chance. Therefore, if the anger face is an evolved adaptation designed
for enhancing cues of strength and fighting ability in the face, then
each of the seven distinct majormodifications that comprise the anger
face should, independently, make the face appear physically stronger.
The null (and widely accepted) hypothesis is that the features of the
anger face are arbitrary, and so should show no particular relationship
to judgments of strength.

2. Experiment 1: do the components of the anger face increase
perceived strength?

To test whether each feature that constitutes the anger expression
increases perceived strength, we used a program calibrated with a
large number of statistical composites of real faces to generate seven
pairs of faces. Each pair contrasted a single feature of the face as
modified by anger (e.g. lowered brow)with the oppositemodification
(e.g. raised brow). Raters then chose the stronger of the pair to
determine the effect of each component of the anger face.

2.1. Methods

The actual facial components that aremodifiedbyhumanangerhave
been extensively documented by Ekman and colleagues in their Facial
Action Coding System (FACS) (Ekman, Friesen, & Hager, 2002a). Ekman
et al. identify facialmovements asvarious combinationsof “actionunits”
(hereafter AU), which consist of stereotyped contractions of specific
facial muscles. In the case of anger, Ekman and his colleagues identified
the classic closed-mouth anger expression (as modeled in Fig. 1) as the
result of the following action units: AU: 4, 5, 7, 10, 17, 22, 23, and 24 (see
Ekman et al., 2002a, Table 10-1). Quotes from the FACSmanual (Ekman,
Friesen, & Hager, 2002b) documenting the effects of action units 4, 10,
17, 22, 23 and 24 on facial structure are listed in Table 1. Two action
units— the glare (“upper lid-raiser”—AU 5) and the squint (“the lid-
tightener”—AU 7) were excluded from analyses because they are
mutually exclusive, have opposite effects on the face, and naturally
occur at different times (see 4.3 for data and discussion on this topic).

2.1.1. Subjects
The raters in our experiment were taken from the psychology and

criminology subject pools at the University of California, Santa Barbara
(35 subjects [25 female], mean age = 18.9, SD = 1.2) and Griffith
University, Mount Gravatt (106 subjects [80 female], mean age = 24.9,
SD = 8.3) respectively. Students received partial course credit
for participation.

Fig. 1. Effects of the anger face (i.e. action units 4, 5, 7 10, 17, 22, 23, and 24). Note: The
right side of the model's face is seen on both the left (as it appeared in the photo) and
right (flipped along the y-axis) to control for any fluctuating asymmetry in the face.
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being set for a 20 year old European male it was set to a 60 year
old European male.

4.1.1. Subjects
Each pair was presented to 132 (88 female) students from the

psychology subject pool at UCSB, (mean age = 21.09; SD =5.09)
who participated for partial fulfillment of course credit.

4.1.2. Procedure
Seven pairs of faces were generated, each of which contrasted a

constituent feature of anger with its opposite (see Fig. 2). Subjects
were then instructed either to pick the “stronger” or “older” of the two
photos (between subjects).

4.2. Results

The results, shown in Fig. 2, replicate our central hypothesis: for six
of the seven pairs the anger face was picked as physically stronger.
Again, the constellation of changes that anger makes to the face
appear well designed to increase the perceived strength of the target.
The effects of the modifications on perceived age were inconsistent,
with only two features making the faces appear older and three
features actually making the face appear significantly younger.

4.3. Eye manipulations and the anger face

Two action units—the glare (“upper lid-raiser”—AU 5) and the
squint (“the lid-tightener”—AU 7) were excluded from our analyses
because they are mutually exclusive, have somewhat opposite effects
on the face, and naturally occur at different times. AU 5 (upper lid

raiser, dependent on the levator palpebrae superioris) is known to
raise the upper eyelid to produce a glare, thus increasing the visible
portion of the eye, but AU 7 (lid tightener, dependent on the
orbicularis oculi and pars palebralis) tightens the eyelids into a squint
and thus reduces the visible portion of the eye. Given that these
modifications have somewhat opposite effects—one exposing the
eyes and the other obscuring them, it was not possible to predict
their effect on perceived strength. Nevertheless, because of its
empirical interest eye exposure was manipulated and its effect on
perceived strength and age documented; the data are presented
below with our interpretation.

Pairs of faces were generated with larger and smaller eyes (FaceGen
feature: eyes—small/large) and presented to subjects who chose the
stronger or older of the pair (between subjects). Eye size had no effect on
the perceived strength of the face (for young faces, 46% chose the larger
eyed man as stronger, χ2 = .70, p = .40; for older faces the large and
small eyed faces were each chosen on 50% of the trials). Large eyes
reliably made the face look younger however, (young faces: 77%, χ2 =
9.32, p = .002; old faces: 62%, χ2 = 3.88, p = .049).

Although not tested here, we think that the eye manipulations
during anger serve two separate functions. The lid-raiser is a
surprise cue: “I have detected that your conduct violates my
expectations and I am now signaling my entry into the anger
state” that triggers the eye-direction detector in the target of
anger (Batki, Baron-Cohen, Wheelwright, Connellan, & Ahluwalia,
2000). The squint improves visual acuity of the object in the
center of the visual field (Sheedy, Truong, & Hayes, 2003)—a
useful state for someone considering assault. Thus these modi-
fications are predicted to occur at different stages of anger. These
hypotheses have yet to be tested.

Effect of 
anger 

Experiments 1 & 2: Young Faces

Anger Control Anger makes the 
face: 

Experiment 3: Older Faces 

Anger Control Anger makes the 
face: 

Lowers 
brow-ridge 

AU 4: Brow 
Lowerer 

Depressor 
Glabellae; 
Depressor 
supercilii; 
Corrugator 

Stronger 
94% 

2=111.8
p=10-25

Older 
84% 
2=14.2 

p=.0002 

Stronger 
89% 
2=41.0, 
p=10-9

No effect 
50% 
2=0.0 

p=1.0

Raises 
infraorbital 

triangle 

AU 10: 
Upper Lip 

FACS code Muscles used 

Raiser Levator Labii 
Superioris; 

Caput 
Infraorbitalis 

Stronger 
86% 
2=73.3 

p=10-16

Older 
94% 
2=23.5 

p=10-6

Stronger 
65% 
2=6.1 

p=.014 

Younger 
38% 
2=3.9 

p=.049 

Widens 
nose 

AU 10: 
Upper Lip 

Raiser 

Stronger 
85% 
2=70.4 

p=10-16

Older 
68% 
2=3.9 

p=.05 

Stronger 
68% 
2=8.7 

p=.003 

Older 
65% 
2=6.1 

p=.014 

Raises 
mouth 

AU 10: 
Upper Lip 

Raiser 
AU 17: Chin 

Raiser 

Levator Labii 
Superioris; 

Caput 
Infraorbitalis, 

Mentalis 

Stronger 
75% 
2=36.5 

p=10-8

No effect 
48% 
2=0.03 
p=.86

Stronger 
73% 
2=13.6 

p=.0002 

Younger 
35% 
2=6.1 

p=.014 

Enlarges 
chin and 
chin bun 

AU 17: Chin 
Raiser Mentalis 

Stronger 
78% 
2=45.1 

p=10-10

No effect 
61% 
2=1.6 

p=.21

Stronger 
73% 
2=13.6 

p=.0002 

No effect 
53% 
2=2.4 

p=.62

Lips pushed 
forward 

AU 22: Lip 
Funneler 

Orbicularis Oris 

Stronger 
80% 
2=52.1 

p=10-12

No effect 
58% 
2=0.8 

p=.37

Stronger 
70% 
2=10.2 

p=.001 

Younger 
24% 
2=17.5 

p=.00003 

Lips thinned 

AU 23: Lip 
Tightener 

AU 24: Lip 
Pressor 

Stronger 
71% 
2=25.4 

p=10-6

Older 
81% 
2=11.6 

p=.001 

No effect 
52% 
2=.06 

p=.81

Older 
76% 
2=17.5 

p=.00003 

Fig. 2. Effect of each feature of the anger expression on perceived strength and age, tested on both young and old faces.
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L’espressione caratteristica della rabbia amplifica la percezione di forza fisica

Sell et al. (2014)



Esempio #2: disgusto

Indicatori di patogeni e/o tossine



La logica del disgusto

- Spinta ad allontanarsi ed espellere

- Psicologia della contaminazione: contaminare è facile, purificare è difficile
- Sensazioni di sporco, spinta a lavarsi/purificarsi

- Fisiologia: reazione parasimpatica di “stop” e nausea
- Caratteristica espressione facciale

- Sensibilità: ne basta pochissimo per rovinare tutto

- Piena maturazione verso i 5-7 anni (autonomia: foraging ed esplorazione)



were much less likely to endorse eating the contaminated items (M =
0.16, SD= 0.45) than the control items (M = 0.98, SD= 1.24).

Participants' responses to the open-ended, “why,” questions were
coded into the same nine categories as were used with the Hadza (see
Supplementary material). Both explanations for the endorsement of
eating and the endorsement of not eating the yams following the
items falling in the pot were used in the following analyses. The most
common responses across both item types (contaminates and controls)
were responses indicating a reluctance to eat the yams due to the pres-
ence of the item in the yams (81% of participants provided this type of
response at least once). Next, most common were responses appealing
to sickness and disease (75% of participants), followed by responses in-
dicating that the item would change the smell or taste of the of (68%),
followed by responses that the item would make the food dirty (65%),
followed by responses indicating that it is okay to eat the item (49%),
and lastly followed by responses referring to germs (46%), see Table 4
for means and standard deviations for each type of response by age
group and item type.

We examined whether there was any difference in the frequency of
explanation types by item type (contaminant vs. control) and age group
(child, adolescent, adult). Summary scores of participants' responses in-
dicating they would not eat the yams were created for the contaminate
items (0–4) and the control items (0–4). Then a repeated measures
ANOVA was conducted with age group (6–12-year-olds, 13–17-year-

olds, adults) as the between-subjects factor and item type (contami-
nants, controls) as the within-subjects factor. Since these studies exam-
ine contamination beliefs, we only analyzed responses relevant to
contamination (i.e., disease, germs, dirty, and okay to eat).

For responses appealing to sickness and disease as the reason for not
eating the yams, a repeated measures ANOVA with age group (6–12-
year-olds, 13–17-year-olds, adults) as the between-subjects factor and
item type (contaminate, control) as the within-subjects factor revealed
amain effect of item type, F(1, 60)=72.94, p=0.0001, np2=0.549. Par-
ticipants referenced sickness and disease in their explanations more for
the contaminated items (M = 1.30, SD = 1.24) than for the control
items (M = 0.16, SD = 0.41). There was also a main effect of age
group, F(2, 60) = 8.78, p = 0.0001, np

2 = 0.226. Bonferroni corrected
post hoc tests revealed that adolescents (M=2.33, SD=1.56) provided
more explanations appealing to sickness and disease than did younger
children (M = 0.65, SD = 0.75), p = 0.0001, and marginally more
than adults, (M = 1.36, SD = 1.40), p = 0.051. The analysis also re-
vealed an interaction between item type and age group, F(2, 60) =
6.82, p=0.002, np2 = 0.185. Bonferroni corrected pairwise comparisons
revealed that, for the contaminated items, adolescents (M=2.05, SD=
1.36) provided more explanations appealing to sickness and disease
than did younger children (M=0.60, SD=0.75), p=0.0001, andmar-
ginally more than adults (M=1.23, SD=1.11), p=0.055. For the con-
trol items, there was no difference between the three age groups in
providing a response referencing sickness and disease.

Statements appealing to germs as the reason for not eating the yams
following an item falling into it were summed to create scores for the
contaminate items (0–4) and the control items (0–4). A repeated mea-
sures ANOVAwith age group (6–12-year-olds, 13–17-year-olds, adults)
as the between-subjects factor and item type (contaminate, control) as
the within-subjects factor revealed a main effect of item type, F(1, 60)
= 48.34, p b 0.0001, np

2 = 0.446. Participants referenced germs as the
reason for not eating the yams for the contaminated items (M = 0.49,
SD = 0.59) more than for the control items (M = 0.02, SD = 0.13).
There was no main effect of age group, F(2, 60) = 2.36, p = 0.103, np

2

= 0.073.
Responses indicating that the itemwouldmake the yams dirty were

summed to create a score for the contaminate items (0–4) and the con-
trol items (0–4). A repeated measures ANOVA with age group (6–12-
year-olds, 13–17-year-olds, adults) as the between-subjects factor and
item type (contaminate, control) as the within-subjects factor revealed

Table 4
Mean number of response types to open-ended questions about decision to eat or not.

AGE GROUPS

6–12-year-olds 13–17-year-olds Adults Collapsed

Contaminates
Sickness/disease 0.60 (0.75) 2.05 (1.36) 1.23 (1.11) 1.30 (1.24)
Germs 0.65 (0.49) 0.57 (0.68) 0.27 (0.55) 0.49 (0.59)
Presence of item 2.4 (1.05) 0.52 (0.68) 2.05 (1.24) 1.62 (1.30)
Dirty 0.40 (0.82) 0.81 (0.98) 0.41 (0.59) 0.54 (0.82)
Poison 0.05 (0.22) 0 0 0.02 (0.13)
Choke 0 0 0 0
Change in smell/taste 0.05 (0.22) 0 0.09 (0.29) 0.05 (0.21)
Ok to eat 0.10 (0.45) 0.14 (0.36) 0.18 (0.39) 0.14 (0.40)
Unsure 0.10 (0.31) 0.05 (0.22) 0.09 (0.29) 0.08 (0.27)

Controls
Sickness/disease 0.05 (0.22) 0.29 (0.46) 0.14 (0.47) 0.16 (0.41)
Germs 0 0.05 (0.22) 0 0.02 (0.13)
Presence of item 2.1 (1.3) 0.38 (0.97) 1.04 (1.36) 1.16 (1.39)
Dirty 0.40 (0.82) 0.95 (0.86) 0.91 (0.97) 0.76 (0.91)
Poison 0.10 (0.31) 0.52 (0.60) 0.36 (0.58) 0.33 (0.54)
Choke 0.15 (0.37) 0.19 (0.40) 0.23 (0.43) 0.19 (0.40)
Change in smell/taste 0.65 (0.49) 0.76 (0.44) 0.64 (0.49) 0.68 (0.47)
Ok to eat 0.35 (0.67) 0.86 (0.96) 1.05 (1.21) 0.76 (1.01)
Unsure 0.20 (0.41) 0.48 (0.75) 0.18 (0.66) 0.29 (0.63)

Note. N = 63 (20 6–12-year-olds, 21 13–17-year-olds, and 22 adults). (Standard deviations.)

Table 3
Proportion of participants that endorsed eating the yams by age group and item.

Age groups

6–12-year-olds 13–17-year-olds Adults Collapsed

Contaminates
Cough 0.05 (0.22) 0.05 (0.22) 0.09 (0.30) 0.06 (0.24)
Feces 0 0 0 0
Fly 0 0.05 (0.22) 0.05 (0.21) 0.03 (0.17)
Blood 0.05 (0.22) 0.05 (0.22) 0.09 (0.30) 0.06 (0.24)

Controls
Leaf 0.10 (0.31) 0.33 (0.48) 0.36 (0.49) 0.28 (0.45)
Bead 0.15 (0.37) 0.24 (0.44) 0.23 (0.43) 0.20 (0.40)
Ocean 0.10 (0.31) 0.38 (0.50) 0.45 (0.51) 0.31 (0.47)
Stone 0.15 (0.37) 0.10 (0.30) 0.32 (0.48) 0.18 (0.39)

Note. N = 63 (20 6–11-year-olds, 21 13–18-year-olds, and 22 adults). (Standard
deviation.)
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populations. In fact, altered disgust sensitivity is a common feature of
the clinical populations examined in our review. Accordingly, as we
have reported in our review, the insula might be particularly (although
not exclusively) relevant to disgust in the presence of abnormal (i.e.,
higher or lower than average) disgust sensitivity patterns. This would
be in keeping with evidence that perturbing insula activity via brain
stimulation results in a genuine subjective experience of disgust and
disgust-related behaviors, as well as impaired recognition of disgust in
others (Ostrowsky et al., 2000; Penfield and Faulk, 1955; Selimbeyoglu
and Parvizi, 2010; Caruana et al., 2011; Papagno et al., 2016). Thus,
although it is very likely that the insula plays a general role in pro-
cessing salient emotional features of a stimulus or an event, as sug-
gested by neuroimaging data in healthy participants (Menon and
Uddin, 2010; Majdandžić et al., 2012; Lamm and Majdandžić, 2015), its
dysfuction might reveal disgust-specific mechanisms.

In summary, the literature suggests that the insula might work as a
hub structure for the experience of disgust, with the role of receiving,
decoding and sorting inputs from relevant nodes localized along the
prefrontal, postcentral and subcortical pathways (i.e., OFC, medial PFC,
striatum, and ACC), which likely process specific and unique facets of
the multidimensional disgust experience. Fig. 1 provides an overview of
the key regions involved in the experience of core, social and moral
disgust, as suggested by the reviewed literature.

The shared neurofunctional basis of the different forms of disgust is
in keeping with both the adaptationist theory of Tybur and the neo-
sentimentalist theory of Haidt (2001), both of which suggest that mor-
ality may have evolved from core disgust (Tybur et al., 2009, 2013;
Haidt et al., 1997; Haidt, 2001; Rozin et al., 2008). However, it is also
consistent with embodied simulation theories of emotion perception,
which suggest that understanding another person’s emotional state (i.e.,
social disgust) relies on activation of the same brain circuits involved in
the personal experience of the same emotion (Wicker et al., 2003;
Gallese et al., 2004; Avenanti et al., 2005, 2013; Gallese and Sinigaglia,
2011; Urgesi et al., 2014).

4.2. Disgust processing and neurochemistry in clinical populations

We also provided evidence of shared, as well as distinct, neuro-
chemical mechanisms for the three forms of disgust in neurological and
psychiatric patients. Our review examined Lövheim’s (2012) proposal
of an involvement of 5-HT, DA and Glu in the experience of disgust. We
tested this suggestion by evaluating possible matches between the 5-
HT, DA and Glu neurochemical profiles in the selected clinical

populations and the behavioral profiles of these patients with respect to
the three examined disgust domains. The results of our review link 5-HT
to core disgust sensitivity. In particular, low levels of this monoamine
might be associated with enhanced core disgust sensitivity, as suggested
by the evidence on DS, BPD and OCD (but also schizophrenia when
considering the 5-HT pattern in the cingulate cortex; see Fig. 1 and
Lieberman et al., 1998 for a review). In line with this pattern, high
levels of 5-HT might be associated with low core disgust, as suggested
by the evidence on HD. However, these results are in contrast with the
evidence on ED (i.e., high 5-HT with high core disgust in AN and low 5-
HT with low core disgust in obesity/hyperphagia) and PD (see Table 1).
While these data suggest a relationship between serotonergic levels and
core disgust sensitivity across a number of neurological and psychiatric
conditions, further investigations are needed to directly and system-
atically investigate this relationship. The picture appears less consistent
if we consider the predictive role of DA. In this case, low DA is asso-
ciated with low core disgust sensitivity in neurological disorders (HD
and PD), but with high core disgust sensitivity in schizophrenia (if we
consider the results on DA levels in the ventral striatum; see Table 1 for
details), DS and AN. On the other hand, high DA is associated with high
core disgust sensitivity in OCD and BPD. The inconsistent literature
about the DA profile of hyperphagia does not allow to make conclusive
evaluations about the role of this monoamine in the processing of core
disgust in this clinical population. In sum, core disgust sensitivity ap-
pears to be mainly related to levels of serotonin rather than dopamine
across clinical populations.

The serotonergic profile even has predictive potential for moral
disgust sensitivity, as suggested by research on BPD, psychopathy,
schizophrenia (if we consider the 5-HT pattern in the frontal and cin-
gulate cortices), and PD. In particular, serotonergic hypoactivity is as-
sociated with low moral disgust sensitivity. It should be noted, how-
ever, that not all the examined clinical disorders fit these results (e.g.,
HD, OCD and DS; see Table 1 for details). Thus, serotonergic mechan-
isms appear to play a role in both core and moral disgust, supporting
the hypothesis of a shared neurochemical basis for these two experi-
ences. However, this monoamine has opposite effects on these two
disgust domains (i.e., low 5-HT reduces moral disgust sensitivity but
increases core disgust sensitivity). Therefore, the serotoningergic
system might still represent a shared basis for core and moral disgust,
but its influence on these two disgust domains might involve different
mechanisms. Similar to core disgust, the predictive role of DA in moral
disgust is unclear. Research on neurological populations indicates that
low DA is associated with low moral disgust sensitivity. This is also

Fig. 1. A schematic diagram of neural regions involved in processing
core, social and moral disgust, based on evidence from the selected
clinical populations. The figure shows that the insula mediates disgust
processing in all three domains. It also shows that the orbitofrontal
cortex and striatum mediate core and social disgust. The prefrontal
cortex (medial) appears to be selectively involved in the experience of
moral disgust. Finally, the cingulate cortex is implicated in core (ACC)
and moral disgust.
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According to this perspective (notably provided before the germ
theory of disease was widely disseminated), disgust is both the
reason for the response (the object is revolting) and the output of
the response. Similarly, the animal reminder perspective suggests
that people feel disgust toward behaviors that threaten to remind
people that they are animals, but the disgust response appears to
also serve as the criteria by which a behavior is identified as
reminding people that they are animals (so, some animal behav-
iors, such as urinating and copulating, are argued to remind people
that they are animals because they elicit disgust, whereas other
behaviors that are no less animal, such as breathing and sleeping,
are not argued to remind people that they are animals because they
do not elicit disgust). Further, RHM (2008) argued that (in the
United States, at least) moral disgust is elicited by sleazy acts.

Accounts such as this beg the further question of what renders an
act sleazy. We argue that considerations of evolved function and
structure can help overcome some of these challenges.

An Evolutionary View of Emotion

Our examination of disgust draws heavily on an evolutionary
perspective of emotion (Keltner & Gross, 1999; Keltner, Haidt, &
Shiota, 2006; Nesse & Ellsworth, 2009; Tooby & Cosmides, 1990,
2008; Pinker, 1997; Tooby & Cosmides, 2008). This perspective
has been fruitfully applied to other psychological states, including
anger (Sell, Tooby, & Cosmides, 2009), fear (Öhman & Mineka,
2001; Tooby & Cosmides, 1990), jealousy (Buss & Haselton,
2005), and depression (Andrews & Thompson, 2009; Hagen,
2002; Keller & Nesse, 2006). Here, we apply this logic to three
proposed functionally distinct domains of disgust: pathogen, sex-
ual, and moral disgust.

Accordingly, we provide descriptions of each functional do-
main at two separate levels of analysis. The first, that of
deciphering evolved function, requires a description of the
historically recurring conditions that led to the emotion’s evo-
lution and subsequent maintenance. This level of analysis spec-
ifies the small subset of responses, out of the unbounded set of
all possible responses, that would have overcome the conditions
posed by the posited selection pressures and led, on average, to
an increased rate of survival and reproduction. Taken together,
a description of selection pressures and subsequent solutions to
the conditions they posed constitute an analysis of evolved
function.

Whereas an explanation of evolved function (an ultimate expla-
nation) requires consideration of the selective conditions that per-
sisted over many thousands of generations, our second level of
analysis—that of information processing structure (a proximate
explanation akin to the algorithmic level of analysis proposed by
Marr, 1982)—specifies how the selected design feature operates
within an individual organism (Tinbergen, 1963). Given the dif-
ferent adaptive problems disgust solves (e.g., decisions regarding
mate choice vs. pathogen avoidance), many of the procedures that
give rise to disgust are predicted to differ. We suggest that these
computational processes occur nonconsciously but that they lead
to consciously accessible states (the experienced sensation of
disgust).

The evolutionary analysis of disgust we offer thus builds on
components of the RHM model—most notably the idea that
disgust has multiple functions, one of which is to deter contact
with pathogenic substances— but differs markedly in that we
specify the selection pressures that led to the expansion of
disgust into domains beyond pathogen avoidance and an engi-
neering account of how each function is executed.

Pathogen Disgust: The Avoidance of
Disease-Causing Organisms

Selection Pressures

Parasitic microorganisms, though small in scale, pose large
selection pressures on all long-lived, multicellular organisms.
Pathogens’ rapid reproduction at the expense of their hosts creates
a coevolutionary arms race between host avoidance and pathogen

Figure 1. Comparison of disgust models. The traditional model proposed
by Rozin, Haidt, and McCauley (2008; RHM) and the functional model
proposed herein group the elicitors of disgust differently. According to the
RHM model, multiple domains of disgust emerged from distaste, which
functions to protect the body from poisons. RHM’s model proposes four
types of disgust with distinct elicitors: core disgust, interpersonal disgust,
animal nature disgust, and moral disgust. By contrast, a functional per-
spective indicates that all of these elicitors, with the exception of sex and
moral offenses, are better interpreted as different sources of infectious
agents. Sex under the traditional model is thought to elicit disgust because
it reminds humans of their animal nature. From a functional perspective,
decisions about sexual behavior constitute a separate adaptive problem
related to avoiding sexual contact with fitness-jeopardizing reproductive
partners. Both models propose a separate domain of moral disgust.
Whereas RHM interprets its function as benefiting the group by protecting
the larger social order, the framework proposed here suggests that moral
disgust serves individual fitness interests by communicating condemnation
of rule violators with other people. In addition, the functional model
suggests that behaviors eliciting sexual and pathogen disgust feed into
systems strategically sifting for behaviors to condemn, addressing the
functionally distinct question of why some disgusting acts are perceived as
morally wrong.
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Importanti differenze di genere

disgust relative to sex differences in other disgust domains (see
Table 1) than by publication bias; when sexual disgust effect sizes
are separated the resulting funnel plot is quite symmetrical (see
Figure 1). This is consistent with our expectation that, because sex
differences in disgust propensity are most often reported as pe-
ripheral findings, publication bias would not distort our meta-
analysis (see Figure 2).

Are sex differences in disgust universal? The vast majority of
this research has been conducted in the highly developed nations
of the West, with samples often comprised of university under-
graduates—features that necessitate caution when concluding that
the pattern at issue is panhuman (Henrich et al., 2010). Neverthe-
less, while systematic research on disgust in small-scale traditional
and semitraditional societies is largely absent, the corpus of work
included in our meta-analysis includes results from 20 countries
(Austria, Australia, Bangladesh, Belgium, Brazil, Canada, Finland,

Germany, Israel, Italy, Japan, Korea, Netherlands, New Zealand,
Norway, Slovenia, Sweden, Turkey, United Kingdom, and U.S.),
plus a single study that included 30 countries (Tybur et al., 2016).
Our reanalysis of Tybur et al.’s (2016) cross-cultural study re-
vealed significant sex difference in the subsamples from 24 of 30
countries; among the exceptions (Singapore, U.S., Greece, Ireland,
South Korea, and China), women generally reported higher patho-
gen disgust than men.

From the above analyses, it is reasonable to assume that the
basic sex difference in disgust propensity is a species-typical
feature of the mind. Complementarily, author DF’s experiences
conducting ethnographic research in a small Bengkulu fishing
village in Indonesia (see Fessler, 1995 for a general ethnographic
overview), while not derived from quantitative data, suggest a sex
difference there that is at least as dramatic as that found in
cosmopolitan Western samples, and this despite the vastly greater

Table 1
Effect Sizes Split by Scales Used to Measure Disgust Propensity

Disgust scale employed k dfixed

95% CI

drandom

95% CI

LL UL LL UL

DS or DS-R (all) 65 .52 .51 .54 .64 .59 .69
DS-R (core) 18 .58 .53 .62 .59 .45 .73
DS-R (contamination) 17 .37 .32 .41 .26 .14 .38
DS-R (animal reminders) 16 .47 .42 .51 .45 .36 .53

TDDS (pathogen) 28 .39 .37 .43 .41 .34 .47
TDDS (sex) 25 1.11 1.06 1.16 1.17 1.05 1.28
TDDS (moral) 24 .17 .13 .21 .20 .13 .27
DPSS 11 .33 .27 .40 .34 .27 .40
QADS 3 .71 .50 .91 .71 .50 .91
Padua inventory 7 .44 .33 .55 .45 .32 .59
Self-designed 44 .50 .48 .52 .45 .38 .53
Overall 258 .50 .49 .51 .54 .50 .57

Note. LL ! Lower limit; UL ! Upper limit; DS ! Disgust scale (Haidt et al., 1994); DS-R ! Disgust
scale-revised (Olatunji et al., 2007); QADS ! Questionnaire for the assessment of disgust sensitivity (Schienle
et al., 2011); TDDS ! Three domain disgust sensitivity (Tybur et al., 2009); DPSS ! Disgust propensity and
sensitivity scale (van Overveld et al., 2006). Positive d means that females display higher disgust propensity than
males.

Figure 1. Forest plot of random effect sizes. Error bars represent 95%
confidence intervals. Positive d means that women display higher disgust
propensity than men. See the online article for the color version of this
figure.

Figure 2. Funnel plot of standard error against effect size. Circles rep-
resent effect sizes from DS, DS-R, TDDS pathogen and morality subscales,
QADS, Padua, and self-designed scales. Triangles represent TDDS sexual
disgust subscale. Area bounded by the dotted lines represents the triangular
95% confidence region.
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Modelli dominio-specifici Modelli dominio-generali

- Motivazioni multiple e differenziate

- Servite da meccanismi specializzati

- Enfasi sulle predisposizioni innate

- Fattori “energizzanti” non-specifici

- Pochi meccanismi generali 

- Enfasi sui processi di apprendimento

Teorie degli istinti

Maslow

Etologia

Personalità:  
Murray, Cattell, 

McClelland

Attaccamento

Teorie dei sistemi 
motivazionali

Comportamentismo
Lewin

Teorie aspettativa-valore

Teorie socio-cognitive 
(autoefficacia,  

dissonanza cognitiva…)

Motivazione intrinseca

Teoria della sensibilità 
al rinforzo (RST)

Freud
Jung

Architettura generale 
della motivazione (GAM) Modello di Dweck

Modelli della motivazione


