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Take home messages from last class
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1. We learnt how to inspect data through distributions 
(histograms), 1D and 2D. Can do it “interactively” or in a script.


2. We know how to make fancy plots. Make sure that your plot 
clearly shows the message you want to convey:  
the content must be right and the format is important (visible 
data/titles/numbers/labels/legend…)


3. Root by default sets bin errors as sqrt of the entries.  
For proper error propagations, use Sumw2(). 


4. To compare distributions, normalised them to the same (unit) 
area and make ratios. 



Today: fitting
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• Fitting is a very broad topic: it would require several lessons. 


• I assume you have some background on theory of 
parameter estimation: χ2, likelihood, pdf, …


• We will see very simple fits to data points and histograms. 
With those we can already solve many problems. 


• Bear in mind that’s not the full story at all!



First case: fit to check a calibration
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• A colleague gives us a txt file px_calibration.txt


• It contains pairs of measurements (x,y),  corresponding to 
the calibration of the x-component of the particle momentum: 


- x is the (absolute value of) measured momentum 


- y is the (absolute valued of) calibrated momentum.  
It also has an uncertainty. 


• Let’s store the data with a TGraphError and check  
the linear relation of the measurements. 

https://root.cern.ch/doc/master/classTGraphErrors.html
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The data

x y err_y
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Check the calibration

Check the class

https://root.cern.ch/doc/master/classTGraphErrors.html
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The data
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Fit the data

Fit() method

• We use a linear function ( , in root is pol1) and do a χ2 fit:p0 + p1x

Value of the χ2 Degrees of freedom (data — parameters)

Parameter results

https://root.cern.ch/doc/master/classTGraph.html#aa978c8ee0162e661eae795f6f3a35589
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Fit the data
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Fit quality indicators

• The χ2 value, compared to the degrees of freedom (dof), enables to 
calculate the p value of the fit (TMath::Prob(chi2,dof)). 
In our example, the χ2 value is 25.2, dof is 18, and the p value is 12%.


• In addition, pulls are very useful: 
 

                                             


• For a good fit, their distribution should be a normal gaussian. 


• Let’s calculate and draw the pulls and their distribution. 

yi − f(xi)
σyi



11

Pulls check
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Pulls check
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Fitting with uncertainties on x

Often, our data have uncertainty also on the x values.  
Take a look at the txt file px_calibration_errX.txt


Does a χ2 fit consider the uncertainties on x? How can we do?

x y err_x err_y



Always have a look at the Reference Guide! 

Fitting with uncertainties on x

https://root.cern.ch/doc/master/classTGraph.html#aa978c8ee0162e661eae795f6f3a35589


Exercises from last class
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1. Modify histoPeak.C to plot the  distributions of the left and right 
 sidebands. Compare the two distributions: plot them normalised 

in the same canvas and plot their ratios. Fit the ratio with a pol0 and a 
pol1 using the DrawPanel and comment the results


2. Obtain the  signal distribution. To do that, proceed similarly to 
what we did in class: subtract the background from a signal-region 
histogram. To define the signal and background events, use:  
signal for ; background for . 
When subtracting the background histogram, scale its integral by 0.4. 

M
ΔE

ΔE

M > 5.275 GeV/c2 M < 5.275 GeV/c2



Making exercise 2 (from the prompt)
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Background from other B decays
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• Among  events, 
there are B decays that are not 
signal, but that can be mis-
reconstructed as our signal.


• For instance a pion in 
 decays can be  

mis-identified as kaon and be 
reconstructed as 

. These events 
events have the same  
distribution as for the signal, 
but different . 

Υ(4S) → BB

B0 → π+π−

B0 → K+π−

M

ΔE

40 MeV

B0 → K+π−

B0 → π+π−



Let’s try to fit the two contributions
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Second case: fit to an histogram
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• Let’s try now to fit the  distribution to obtain the number 
of  candidates (our original goal). 

ΔE
B0 → K+π−



Second case: fit to an histogram
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• We need to model 3 components: the signal,  
the background and the misreconstructed decay. 

Gauss

GaussPol1
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Take fitDeltaE.C

First part pretty standard now…
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Define the pdf (function for the fit)

Settings of parameters.  
We fix parameters that  
we know already 
(from physics) 
to ease the work of the fit. 
The simplest the model, 

the better.

TF1 function

https://root.cern.ch/doc/master/classTF1.html


• It’s all happening here with a very simple line!


• But plenty of options to do whatever we need… 
See the method Fit() (for TH1) in the reference guide. 
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Take fitDeltaE.C

https://root.cern.ch/doc/master/classTH1.html#a7e7d34c91d5ebab4fc9bba3ca47dabdd
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Take fitDeltaE.C

Value of the fit function (χ2 here)
Degrees of freedom (number of bins — parameters)

The parameter results



• Can play with parameters, to obtain more information from data


• Can try also different fit methods, so in the last iteration we ask 
to fit with a binned-likelihood function (option L), instead of the 
default χ2
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Take fitDeltaE.C
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Take fitDeltaE.C

2nd fit results, 

releasing the 


sigma for  
the signal 

3rd fit results.  
Use the binned 
likelihood here. 
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Take fitDeltaE.C

Just nice drawing 
of the results…

let’s draw each 
component separately: 
we need to define its 
function and set the 
parameters from the fit 
results

Set a legend in the plot: 
TLegend class

https://root.cern.ch/doc/master/classTLegend.html
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Take fitDeltaE.C

Retrieve the information we want: the yield of the components



29

We made it (?)

First part pretty standard now…

From the  
Belle II paper
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https://journals.aps.org/prd/pdf/10.1103/PhysRevD.109.012001
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The uncertainty is missing!

First part pretty standard now…
• We didn’t compute the uncertainty on the signal yield!


• We used a gauss pdf for the signal, its integral (divided by the 
bin width ) gives the signal yield:


                 


• To get the uncertainty on , need to propagate the uncertainty 
from the fit on  and , considering their correlation.

w

pdf = N e− (x − μ)2

2σ2 → S = N 2πσ/w

S
N σ



• Small addition in fitDeltaE.C


• Now we have the full information
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Calculate S and its uncertainty
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Calculate S and its uncertainty
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We made it!

First part pretty standard now…
• Congratulations for completing your (1st?) analysis with ROOT


• Hope this tour with a real-life example was useful  
(and also more interesting than a standard tutorial).  
If so, please share your feedback in the course evaluation form. 


• Take your time to revisit all material and try it yourself. 
For questions, doubts, curiosity don’t hesitate to contact me. 
We can organise Q&A sessions.


• If you are into data analysis at a particle physics experiment, 
come to talk about opportunities in Belle II. 



Exercises 
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1. Run checkCalib.C taking in input px_calibration_errX.txt 
and make the necessary modification to the macro (see the comments 
therein).  
Study the differences with respect to case seen in class. 


2. Add the pulls (using a TH1D instead of a TGraph) to the fit of the  
distribution and check their distribution. 


3. Compute the correlation between the parameters in the calibration fit. 


4. Not a root exercise, but useful for the final exam. Consider the efficiency 
for a requirement, defined as the ratio , where  is the number of 
events that pass the requirement out of  total events. Calculate the 
uncertainty on . 

ΔE

ε = P/N P
N

ε


