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Inrecent years, there has been agreat deal of concern about the proliferation of false
and misleading news on social media'*. Academics and practitioners alike have asked
why people share such misinformation, and sought solutions to reduce the sharing of
misinformation®”. Here, we attempt to address both of these questions. First, we find
that the veracity of headlines has little effect on sharing intentions, despite having a
large effect onjudgments of accuracy. This dissociation suggests that sharing does not
necessarily indicate belief. Nonetheless, most participants say it isimportant to share
only accurate news. To shed light on this apparent contradiction, we carried out four
survey experiments and a field experiment on Twitter; the results show that subtly
shifting attention to accuracy increases the quality of news that people subsequently
share. Together with additional computational analyses, these findings indicate that
people often share misinformation because their attention is focused on factors other
thanaccuracy—and therefore they fail toimplement astrongly held preference for
accurate sharing. Our results challenge the popular claim that people value partisanship
overaccuracy®’, and provide evidence for scalable attention-based interventions that

social media platforms could easily implement to counter misinformation online.

The sharing of misinformation on social media—including, but not lim-
ited to, blatantly false political ‘fake news’ and misleading hyperpartisan
content—has become a major focus of public debate and academic
study in recent years™*. Although misinformation is nothing new, the
topic gained prominencein 2016 after the US Presidential Election and
the UK’s Brexit referendum, during which entirely fabricated stories
(presented as legitimate news) received wide distribution via social
media—a problem that has gained even more attention during the
COVID-19 pandemic?’ and the Capitol Hill riot following the 2020 US
Presidential Election™.

Misinformationis problematic because it leads to inaccurate beliefs
and can exacerbate partisan disagreement over evenbasic facts. Merely
reading false news posts—including political posts that are extremely
implausible and inconsistent with one’s political ideology— makes
them subsequently seem more true'.

In addition to being concerning, the widespread sharing of misin-
formation onsocial mediais also surprising, given the outlandishness
of much of this content. Here we test three competing theories of why
people share misinformation, based respectively on (i) confusion about
what s (in)accurate, (ii) preferences for factors such as partisanship
over accuracy, and (iii) inattention to accuracy.

Disconnect between sharing and accuracy

We begin with the confusion-based account, in which people share
misinformation because they mistakenly believe that it is accurate

(for example, owing to media or digital illiteracy>> " or politically
motivated reasoning®>'®). To gain initial insight into whether mis-
taken beliefs are sufficient to explain the sharing of misinformation,
study 1tests for adissociation between what people deem to be accu-
rate and what they would share on social media. We recruited n=1,015
American individuals using Amazon Mechanical Turk (MTurk)'®, and
presented them with the headline, lede sentence, and image for 36
actual newsstories taken from social media. Half of the headlines were
entirely false and half were true; half of the headlines were chosen (via
pretest’*°) to be favourable to Democrats and the other half to be
favourable to Republicans. Participants were randomly assigned to
then either judge the veracity of each headline (accuracy condition)
orindicate whether they would consider sharing each headline online
(sharing condition) (for details, see Methods). Unless noted otherwise,
all Pvalues are generated by linear regression with robust standard
errors clustered on participant and headline.

In the accuracy condition (Fig. 1a), true headlines were rated as
accurate significantly more often than false headlines (55.9 percent-
age point difference, F 1417, = 375.05, P< 0.0001). Although politi-
cally concordant headlines were also rated as accurate significantly
more often than politically discordant headlines (10.1 percentage
pointdifference, F 3417, =26.45, P<0.0001), this difference based on
partisan alignment was significantly smaller than the 55.9 percent-
age pointveracity-driven difference between true and false headlines
(Fu,36172=137.26,P<0.0001). Turning to the sharing condition (Fig. 1b),
we see the opposite pattern. Whether the headline was politically
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Fig.1|Sharingintentions are much less discerning thanaccuracy
judgements—despite an overall desire to share only accurate content. In study
1,n=1,002 Americanindividuals from Amazon MTurk were presented with aset of
36 headlines and asked to indicate whether they thought the headlines were
accurate or whether they would consider sharing them on social media. a, The
fraction of headlines rated as accurate in the ‘accuracy’ condition, by the veracity
ofthe headline and political alignment between the headline and the participant.
Participants were significantly more likely to rate true headlines as accurate
compared to false headlines (55.9 percentage point difference, F; 3,17, =375.05,
P<0.0001), whereas the partisan alignment of the headlines had a significantly
smaller effect (10.1 percentage point difference, F; 3,17, =26.45,P<0.0001;
interaction, F; 3417, =137.26, P<0.0001). b, The fraction of headlines that
participants said they would consider sharing in the ‘sharing’ condition, by the
veracity of the headline and political alignment between the headline and the
participant. In contrast to the accuracy condition, the effect of headline veracity
was significantly smaller in the sharing condition, F; 34,7, =260.68, P<0.0001,
whereas the effect of political concordance was significantly larger, F; 34,7, =17.24,
P<0.0001. Error bars indicate 95% confidence intervals based on robust standard
errors clustered on participant and headline, and all Pvalues were generated using
linear regression with robust standard errors clustered on participant and
headline. ¢, Participants nonetheless overwhelmingly said that they thought that
accuracy was more important on average than partisanship (and all other content
dimensions that we asked about) when making decisions about what to share on
social media (data shown from study 2; for study 1see Extended Data Fig. 1).

concordant or discordant had a significantly larger effect on sharing
intentions (19.3 percentage points) than whether the headline was true
or false (5.9 percentage points; F 3¢172=19.73, P<0.0001). Accordingly,
the effect of headline veracity was significantly larger in the accuracy
condition thanin the sharing condition (F 34,7, =260.68,P<0.0001),
whereas the effect of concordance was significantly larger in the sharing
condition than in the accuracy condition (F, 3,7, =17.24, P< 0.0001;
forthefullregression table and robustness checks, see Supplementary
Information section 2). Notably, the pattern of sharing intentions that
we observe here matches the pattern of actual sharing observedin a
large-scale analysis of Twitter users, in which partisan alignment was
found to be amuch stronger predictor of sharing than veracity?.
Toillustrate the disconnect between accuracy judgments and shar-
ing intentions, consider, for example, the following headline: ‘Over
500 ‘Migrant Caravaners’ Arrested With Suicide Vests’. This was rated
asaccurate by 15.7% of Republicans in our study, but 51.1% of Republi-
canssaid they would consider sharing it. Thus, the results from study 1

suggest that the confusion-based account cannot fully explain the shar-
ing of misinformation: our participants were more than twice as likely
to consider sharing false but politically concordant headlines (37.4%)
as they were to rate such headlines as accurate (18.2%; F; 34172 =19.73,
P<0.0001).

One possible explanation for this dissociation between accuracy
judgments and sharing intentions is offered by the preference-based
account of misinformation sharing. By thisaccount, people care about
accuracy muchless than other factors (suchas partisanship), and there-
fore knowingly share misinformation. The fact that participantsin
study 1were willing to shareideologically consistent but false headlines
could thus be reasonably construed as revealing their preference for
weighting non-accuracy dimensions (such as ideology) over accu-
racy. Yet when asked at the end of the study whether itisimportant to
share only content thatis accurate on social media, the modal response
was “extremely important” (Extended Data Fig. 1). A similar pattern
was observed in a more nationally representative sample of n =401
American individuals from Lucid® in study 2, who rated accuracy as
substantially moreimportant for social media sharing than any of the
other dimensions that we asked about (paired t-tests, P< 0.001 for all
comparisons) (Fig. 1c; for design details, see Methods).

Why, then, were the participants in study 1—along with millions of
other American people in recent years—willing to share misinforma-
tion? In answer, we advance the inattention-based account, in which (i)
people do care more about accuracy than other content dimensions,
butaccuracy nonetheless often haslittle effect on sharing, because (ii)
the social media context focuses their attention on other factors such
as the desire to attract and please followers/friends or to signal one’s
group membership® . Inthe language of utility theory, we argue that
an ‘attentional spotlight’ is shone upon certain termsin the decider’s
utility function, such that only those terms are weighed when making
adecision (for amathematical formalization of this limited-attention
utility model, see Supplementary Information section 3).

Priming accuracy improves sharing

We differentiate between these theories by subtly inducing people to
think about accuracy, which the preference-based account predicts
should have no effect whereas the inattention-based account predicts
shouldincrease theaccuracy of content thatis shared (see Supplemen-
tary Information section 3.2). Wefirst test these competing predictions
by performing a series of survey experiments with similar designs. In
the control condition of each experiment, participants were shown 24
news headlines (balanced on veracity and partisanship, as in study 1)
and asked how likely they would be to share each headline on Facebook.
In the treatment condition, participants were asked to rate the accu-
racy of a single non-partisan news headline at the outset of the study
(ostensibly as part of a pretest for stimuli for another study). They then
wentontocomplete thesame sharingintentions task asin the control
condition, but with the concept of accuracy more likely to be salient
intheir minds. For details of the experimental design, see Methods.
Intwo experiments using Americanindividuals recruited from MTurk
(study 3, n=727; study 4, n =780), we find that the treatment condi-
tion significantly increased sharing discernment (interaction between
headline veracity and treatment: study 3, b = 0.053, 95% confidence
interval [0.032, 0.074], F; 17413 = 24.21, P< 0.0001; study 4, b= 0.065,
95% confidence interval [0.036, 0.094], F; 15673 = 19.53, P< 0.0001)
(Fig.2a, b). Specifically, participants in the treatment group were sig-
nificantly less likely to consider sharing false headlines compared to
thoseinthe controlgroup (study 3, b5=-0.055, 95% confidence interval
[-0.083,-0.026], F; 1415 = 14.08, P=0.0002; study 4, b =-0.058, 95%
confidence interval [-0.091, —0.025], F; 15673 =11.99, P=0.0005), but
equally likely to consider sharing true headlines (study 3, 5=-0.002,
95% confidence interval [-0.031, 0.028], F; 1743 = 0.01, P=0.92;
study 4, b = 0.007, 95% confidence interval [-0.020, 0.033],
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Fig.2|Inducing survey respondentsto thinkaboutaccuracyincreases

the veracity of headlines they are willing to share. a-c, Participantsin

study 3 (a; n=727 Americanindividuals from MTurk), study 4 (b; n=780
Americanindividuals from MTurk) and study 5 (c; n=1,268 Americanindividuals
from Lucid, quota-matched to the national distribution on age, gender, ethnicity
andgeographical region) indicated how likely they would be to consider sharing
aseries ofactual headlines from social media. Participantsinthe ‘treatment’
condition rated the accuracy of asingle non-political headline at the outset of the
study, thusincreasing the likelihood that they would think about accuracy when
indicating sharing intentions relative to the ‘control’ condition. Instudy 5, we
addedan‘active control’ (inwhich participants rated the humorousness of a
single headline at the outset of the study) and an ‘importance treatment’ (in
which participants were asked at the study outset howimportant they thought it
wastoshareonly accurate content). For interpretability, shown hereis the
fraction of ‘likely’ responses (responses above the midpoint of the six-point
Likertscale) by condition and headline veracity; the full distributions of
responses are showninExtended DataFigs.2,3. As perour preregistered
analysis plans, these analyses focus only on participants who indicated that they
sometimes consider sharing political content on social media; for analysis
includingall participants, see Supplementary Informationsection 2. Error bars
indicate 95% confidence intervals based on robust standard errors clustered on
participantand headline.

F 18673 = 0.23, P = 0.63). As a result, sharing discernment (the
differenceinsharingintentions for true versus false headlines) was 2.0
times larger in the treatment relative to the control group in study 3,
and 2.4 times larger in study 4. Furthermore, there was no evidence
of a backfire effect, as the treatment effect was actually significantly
larger for politically concordant headlines than for politically dis-
cordant headlines (b = 0.022, 95% confidence interval [0.012, 0.033],
F 36,078 = 18.09, P<0.0001), and significantly increased discernment
for both Democrats (b=0.069, 95% confidence interval [0.048,0.091],
F1,24.636=40.38,P<0.0001) and Republicans (b=0.035, 95% confidence
interval [0.007, 0.063], F; 11304 = 5.93, P=0.015). See Supplementary
Information section 2 for the full regression table.

Notably, there was no significant difference between conditions in
responses to a post-experimental question about the importance of
sharing only accurate content (¢-test: £495,= 0.42, P=0.68, 95% confi-
denceinterval[-0.075, 0.115] points on a1-5scale; Bayesianindepend-
ent samples ¢-test with Cauchy prior distribution with interquartile
range of 0.707: BF,, = 0.063, providing strong evidence for the null),
or regarding participants’ perceptions of the importance that their
friends place on sharing only accurate content (¢-test: £;.5,=—0.57,
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P=0.57,95% confidence interval [-0.205, 0.113] points on a1-5scale;
Bayesian independent samples t-test with Cauchy prior distribution
with interquartile range of 0.707: BF,, = 0.095, providing strong evi-
dence for the null).

Our next survey experiment (study 5, n=1,268) tested whether the
previousresults generalize to amore representative sample by recruit-
ing participants from Lucid® that were quota-sampled to match the
distribution of American residents on age, gender, ethnicity and geo-
graphical region. Study 5 also included an active control condition in
which participants were asked to rate the humorousness (rather than
accuracy) of a single non-partisan news headline at the outset of the
study, and an importance treatment condition that tested another
approachformaking accuracy salient by having participants begin the
study by indicating the importance they place on sharing only accu-
rate content (instead of rating the accuracy of aneutral headline). The
results (Fig. 2c) successfully replicated studies 3 and 4. As expected,
there were no significant differencesin sharingintentions betweenthe
controland the active control conditions (interaction between verac-
ity and condition, b= 0.015, 95% confidence interval [-0.043, 0.059],
Fi 6772 = 0.04, P=0.84); and both treatments significantly increased
sharing discernment relative to the controls (interaction between
veracity and condition: treatment, b= 0.054, 95% confidence interval
[0.023,0.085], F=11.98, P=0.0005; importance treatment, b= 0.038,
95% confidence interval [0.014, 0.061], F=9.76, P=0.0018). See Sup-
plementary Information section 2 for the full regression table.

Attending to accuracy as the mechanism

Next, we provide evidence that shifting attention to accuracy is the
mechanism behind this effect by showing that the treatment condition
leads to the largest reduction in the sharing of headlines that partici-
pants are likely to deem to be the most inaccurate (and vice versa for
the most plainly accurate headlines). A headline-level analysis finds
a positive correlation between the effect of the treatment on sharing
and the headline’s perceived accuracy (as measured in pre-tests, see
Supplementary Information section 1) (study 3, r,, = 0.71, P=0.0001;
study 4, r,,=0.67,P=0.0003; study 5, r;5,= 0.61, P=0.005) (Fig. 3a-c).
That is, the most obviously inaccurate headlines are the ones that the
accuracy salience treatment most effectively discourages people from
sharing.

Furthermore, fitting our formal limited-attention utility model to
the experimental data provides quantitative evidence against the
preference-based account (participants value accuracy as much as or
more than partisanship) and for the inattention-based account (par-
ticipants often do not consider accuracy) (Extended Data Table 1, Sup-
plementary Information sections 3.5, 3.6).

In study 6, we carried out a final survey experiment (n =710 Ameri-
canindividuals from MTurk) that quantifies the relative contribution of
the confusion-based, preference-based and inattention-based accounts
to the willingness to share false headlines on social media. To do so,
we compare the control condition to a ‘full attention’ treatment, in
which participants are asked to assess the accuracy of each headline
immediately before deciding whether they would shareit (for details,
see Methods). As illustrated in Fig. 3d, the results show that, of the
sharing intentions for false headlines, the inattention-based account
explains 51.2% (95% confidence interval [38.4%, 62.0%]) of sharing,
the confusion-based account explains 33.1% (95% confidence interval
[25.1%,42.4%]) of sharing, and the preference-based account explains
15.8% (95% confidence interval [11.1%, 21.5%]) of sharing. Thus, inatten-
tion does not merely operate on the margin, but instead has a central
role in the sharing of misinformation in our experimental paradigm.
Furthermore, the preference-based account’s low level of explanatory
power relative to the inattention-based account in study 6 is consist-
ent with the model fitting results in Extended Data Table 1and Sup-
plementary Information section 3.6 described above—thus providing
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Fig. 3| Inattention has animportant role in the sharing of misinformation.
a-c, Thereisasignificant positive correlation across headlines between perceived
accuracy (on the basis of pre-tests) and the effect of the treatment on sharingin
study 3 (a, 7 =0.71,P=0.0001), study 4 (b, r,,,= 0.67, P= 0.0003), and study 5

(¢, rys=0.61,P=0.005). The accuracy reminder caused a larger decrease in
sharing intentions for items that were deemed to be more unlikely. This
observation supports our argument that the treatment intervention operated via
focusing attention on accuracy, and that many people do not want to share
content that they thinkis inaccurate. As shown in Extended DataFig. 4, instudy 5a
similar pattern was found for the ‘important treatment’, and no such effect existed
for the ‘active control’ d, Instudy 6, participants rated the accuracy of each
headline (a full-attention treatment) before making a judgment about sharing.
This allows us to distinguish between false items that: (i) participants share
despite believing to be inaccurate (that s, a preference-based rejection of truth);
(i) participants share and also believe to be accurate (thatis, confusion-based);
and (iii) participants no longer shared once they considered accuracy (that s,
inattention-based). Results indicate that, among the false headlines that are
sharedin the control group, most are shared owing to inattention (51.2%), fewer
are shared because of confusion (33.1%), and a small minority are shared because
of apreference to share false content (15.8%). Bootstrapping simulations (10,000
repetitions) showed that inattention explains significantly more sharing than
purposeful sharing (b=0.354[0.178, 0.502], P=0.0004); that confusion explains
significantly more sharing than purposeful sharing (b=0.173[0.098, 0.256],
P<0.0001); and that although inattention explained directionally more
misinformation sharing than confusion, this difference was not statistically
significant (b=0.181[-0.036, 0.365], P=0.098).

convergent evidence against the preference-based account being a
central driver of misinformation sharing.

Deploying the intervention on Twitter

Finally, to test whether our findings generalize to natural social media
use settings (rather than laboratory experiments), actual (rather than
hypothetical) sharing decisions, and misinformation more broadly
(rather thanjust blatant ‘fake news’), in study 7 we conducted a digital
field experiment on social media®. To do so, we selected n=5,379 Twit-
ter userswho had previously shared links to two particularly well-known
right-leaning sites that professional fact-checkers have rated as highly
untrustworthy”: www.Breitbart.com and www.Infowars.com. We then
sent these users private messages asking them to rate the accuracy
of asingle non-political headline (Fig. 4a). We used a stepped-wedge
design to observe the causal effect of the message on the quality of
the news content (on the basis of domain-level ratings of professional
fact-checkers?) that the users shared in the 24 hours after receiving
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Fig.4|Sending Twitter users amessage asking for their opinion about the
accuracy of asingle non-political headline increases the quality of the news
thatthey subsequently share.InStudy 7, we conducted an experimenton the
Twitter platforminvolving n=5,379 users who had recently shared links to
websites that regularly produce misleading and hyperpartisan content. We
randomized the date on which users were sent an unsolicited message asking
themtorate the accuracy of asingle non-political headline. We then compared
the quality of the news sites shared inthe 24 h after receiving the message to
thesitesshared by participants who had not yetreceived the message.a, The
private message sent to the usersis shown here. We did not expect most users
torespond tothe message, orevenreaditinitsentirety. Thus, we designed it
such thatreadingonly the top line should be sufficient to shift attention to the
conceptofaccuracy. b, Totest the robustness of our results, we conducted 192
analyses that differed in their dependent variable, inclusion criteriaand model
specifications. Shown here is the distribution of Pvalues resulting from each of
these analyses. More than 80% of approachesyield P<0.05. ¢, Adomain-level
analysis provides amore detailed picture of the effect of theintervention. The
xaxisindicatesthetrustscoregivento each outlet by professional
fact-checkers?. Theyaxisindicates the fraction of rated links to each outletin
the24 hafter theintervention minus the fraction of links to each outlet among
not-yet-treated users. The size of each dotis proportional to the number of
pre-treatment posts with links to that outlet. Domains with more than 500
pre-treatment posts are labelled. NYPost, New York Post; NYTimes, New York
Times; WashPo, Washington Post; WSJ, Wall Street Journal.

our intervention message. For details of the experimental design,
see Methods.

Examining baseline (pre-treatment) sharing behaviour shows that
we were successful in identifying users with relatively low-quality
news-sharing habits. The average quality score of news sources from
pre-treatment posts was 0.34. (For comparison, the fact-checker-based
quality score was 0.02 for Infowars; 0.16 for Breitbart; 0.39 for Fox News,
and 0.93 for the New York Times.) Moreover, 46.6% of shared news sites
were sites that publish false or misleading content (0.9% fake news
sites, 45.7% hyperpartisan sites).

Consistent with our survey experiments, we find that the single
accuracy message made users more discerning in their subsequent
sharing decisions (using Fisherian randomization inference® to cal-
culate exact Pvalues, Py, based on the distribution of the ¢ statistic
under the null hypothesis). Relative to baseline, the accuracy message
increased the average quality of the news sources shared (b =0.007,
ts375) = 2.91,95% null acceptance region of £ [-0.44, 2.59], P = 0.009)
andthetotal quality of shared sources summed over all posts (b=0.014,
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ts375 = 3.12, 95% null acceptance region of t [-0.08, 2.90], Pg, = 0.011).
This translates into increases of 4.8% and 9.0%, respectively, when
estimating the treatment effect for user-days on which tweets would
occur in treatment (that is, excluding user-days in the ‘never-taker’
principal stratum®?°, because the treatment cannot have an effect
when no tweets would occur in either treatment or control); including
user-days with no tweets yields an increase of 2.1% and 4.0% in aver-
age and total quality, respectively. Furthermore, the level of sharing
discernment (that is, the difference in number of mainstream versus
fake or hyperpartisan links shared per user-day; interaction between
post-treatment dummy and link type) was 2.8 times higher after receiv-
ing the accuracy message (b= 0.059, ts;,, = 3.27, 95% null acceptance
region of t[-0.31, 2.67], Pg, = 0.003).

To provide further support for the inattention-based account,
we contrast lower-engagement sharing (in which the user simply
re-shares content posted by another user: that is, retweets without
comment) with higher-engagement sharing (in which the poster
invests some time and effort to craft their own post or add a com-
ment whensharing another post). Lower-engagement sharing, which
accounts for 72.4% of our dataset, presumably involves less attention
than higher-engagement sharing—therefore the inattention-based
account of misinformation sharing predicts that our manipulation
should primarily affect lower-engagement sharing. Consistent with
this prediction, we observe asignificant positive interaction (6=0.008,
ts3)=2.78,95% null acceptance region of ¢ [-0.80, 2.24], P = 0.004),
such that the treatmentincreases average quality of lower-engagement
sharing but not higher-engagement sharing. Furthermore, we found
nosignificant treatment effect on the number of posts without links to
any of the news sites used in our main analyses (b=0.266, ¢;;5, = 0.50,
95% null acceptance region of ¢ [-1.11,1.64], P, = 0.505).

Notably, the significant effects that we observed are not unique to
one particular set of analytic choices. Figure 4b shows the distribution
of Pvalues observed in 192 different analyses assessing the overall
treatment effect on average quality, summed quality, or discernment
under avariety of analytic choices. Of these analyses, 82.3% indicate a
significant positive treatment effect (and none of 32 analyses of posts
without links to anews site—in which we would not expect atreatment
effect—find a significant difference). For details, see Extended Data
Table 4 and Supplementary Information section 5.

Finally, we examine the data at the level of the domain (Fig. 4c). We
see that the treatment effect is driven by increasing the fraction of
rated-site posts with links to mainstream new sites with strong editorial
standards such as the New York Times, and decreasing the fraction of
rated-site posts that linked to relatively untrustworthy hyperpartisan
sites such as Breitbart. Indeed, a domain-level pairwise correlation
between fact-checker rating and change in sharing due to the inter-
vention shows a very strong positive relationship (domains weighted
by number of pre-treatment posts; r,4, = 0.74, P<0.0001), replicating
the pattern observed in the survey experiments (Fig. 3a—c). In sum-
mary, our accuracy message successfully induced Twitter users who
regularly shared misinformation toincrease the average quality of the
news that they shared.

InSupplementary Information section 6, we use computational mod-
elling to connect our empirical observations about individual-level
sharing decisionsin studies 3-7 to the network-level dynamics of mis-
informationspread. Across avariety of network structures, we observe
that network dynamics can substantially amplify the magnitude of
treatment effects on sharing (Extended Data Fig. 6). Improving the
quality of the content shared by one user improves the content that
their followers see, and therefore improves the content that their fol-
lowers share. Thisinturnimproves what the followers’ followers see and
share, and so on. Thus, the cumulative effects of such anintervention
on how misinformation spreads across networks may be substantially
larger than what is observed when only examining the treated individu-
als—particularly given that, in study 7, we find that the treatment is as
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effective, if not more so, for users with larger numbers of followers
(see Supplementary Information section 5); and that our treatment
effect size estimates in study 7 are conservative because we do not know
when (or if) users actually saw our intervention message.

Conclusion

Together, these studies suggest that when deciding what to share on
social media, people are often distracted from considering the accuracy
ofthe content. Therefore, shifting attention to the conceptof accuracy
can cause people to improve the quality of the news that they share.
Furthermore, we found a dissociation between accuracy judgments
and sharing intentions that suggests that people may share news that
they do not necessarily have a firm belief in. As a consequence, peo-
ple’s beliefs may not be as partisan as their social media feeds seem
toindicate. Future work is needed to more precisely identify people’s
state of belief when not reflecting on accuracy. Is it that people hold
no particular belief one way or the other, or that they tend to assume
content is true by default®?

A substantial limitation of our studies is that they are focused on
the sharing of political news among American individuals. In arecent
set of follow-up survey experiments, our findings of a disconnect
betweenaccuracy and sharingjudgmentsinstudyland our treatment
increasing sharing discernmentin studies 3,4 and 5 were successfully
replicated using headlines about COVID-19 with quota-matched Ameri-
can samples’. Future work should examine applications to other con-
tent domains, including organized misinformation campaigns from
political elites (such as about climate change® or fraud in the 2020 US
Presidential Election'), and explore cross-cultural generalizability.
Extending the Twitter field experiment design used instudy 7is also a
promising direction for future work, including using amore continuous
shock-based model of how (and when) the treatment affects individu-
als rather than the conservative intent-to-treat approach used here,
examining more than 24 hours after the intervention, generalizing
beyond users who follow-back experimenter accounts, testing an
active control, and using article-level quality rather than domain-level
quality scores.

Our results suggest that the current design of social media plat-
forms—inwhichusersscroll quickly through a mixture of serious news
and emotionally engaging content, and receive instantaneous quanti-
fied social feedback on their sharing—may discourage people from
reflecting on accuracy. But this need not be the case. Our treatment
translates easily into interventions that social media platforms could
usetoincrease users’ focusonaccuracy. For example, platforms could
periodically ask users torate theaccuracy of randomly selected head-
lines, thus reminding them about accuracy ina subtle way that should
avoid reactance® (and simultaneously generating useful crowd ratings
that can help to identify misinformation?**). Such an approach could
potentially increase the quality of news circulating online without rely-
ing on a centralized institution to certify truth and censor falsehood.
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Methods

Preregistrations for all studies are available at https://osf.io/p6u8k/.In
allsurvey experiments, we do not exclude participants for inattentive-
ness or straightlining to avoid selection effects that can undermine
causalinference. The researchers were not blinded to the hypotheses
when carrying out the analyses. All experiments were randomized
except for study 2, which was not randomized. No statistical methods
were used to predetermine sample size.

Study1

In study 1, participants were presented with a pretested set of false
and true headlines (in ‘Facebook format’) and were asked to indicate
either whether they thought they were accurate or not, or whether
they would consider sharing them on social media or not. Our predic-
tion was that the difference in ‘yes’ responses between false and true
news (thatis, discernment) will be greater when individuals are asked
about accuracy than when they are asked about sharing, whereas the
difference between politically discordant and concordant news will be
greater when they are asked about sharing than when they are asked
aboutaccuracy.

Participants. We preregistered a target sample of 1,000 complete re-
sponses, using participants recruited from Amazon’s MTurk but noted
that we would retain individuals who completed the study above the
1,000-participant quota. Intotal, 1,825 participants began the survey.
However, aninitial (pre-treatment) screener only allowed American
participants whoindicated having aFacebook or Twitter account (when
shownalist of different social media platforms) and indicated that they
would consider sharing political content (whenshownalist of different
content types) to continue and complete the survey. The purpose of
these screening criteria wasto focus our investigation on the relevant
subpopulation—those who share political news. The accuracy judg-
ments of people who never share political news on social media are not
relevant here, given our interest in the sharing of political misinforma-
tion. Of the participants who entered the survey, 153 indicated that
they had neither a Facebook nor a Twitter account, and 651 indicated
that they did have either a Facebook or Twitter account but would not
consider sharing political content. A further 16 participants passed
the screener but did not finish the survey and thus were removed from
the dataset. The full sample (mean age =36.7) included 475 males, 516
females, and 14 participants who selected another gender option. This
study was run on13-14 August 2019.

Materials. We presented participants with 18 false and 18 true news
headlinesinarandom order for each participant. The false news head-
lines were originally selected from a third-party fact-checking website,
www.Snopes.com, and were therefore verified as being fabricated and
untrue. The true news headlines were all accurate and selected from
mainstream news outlets to be roughly contemporary with the false
news headlines. Moreover, the headlines were selected to be either
pro-Democratic or pro-Republican (and equally so). This was done
using a pretest, which confirmed that the headlines were equally par-
tisan across the categories (similar approaches have been described
previously™*?), See Supplementary Information section1for details
aboutthe pretest.

Participants in study 1 were also asked: ‘How important is it to you
thatyou only share newsarticles onsocial media (such as Facebook and
Twitter) if they are accurate?’, to which they responded on afive-point
scale from‘not atallimportant’to ‘extremely important’. We also asked
participants about their frequency of social media use, along with
several exploratory questions about media trust. At the end of the
survey, participants were asked whether they responded randomly
atany point during the survey or searched for any of the headlines
online (for example, via Google). As noted in our preregistration, we

did notintend to exclude these individuals. Participants also completed
several additional measures as part of separate investigations (this was
also noted in the preregistration); namely, the seven-item cognitive
reflection test', apolitical knowledge questionnaire, and the positive
and negative affective schedule®. Inaddition, participants were asked
several demographic questions (age, gender, education,income, and
avariety of political and religious questions). The most central politi-
cal partisanship question was ‘Which of the following best describes
your political preference?’ followed by the following response options:
strongly Democratic; Democratic; lean Democratic; lean Republican;
Republican; and strongly Republican. For purposes of data analysis,
thiswas converted to aDemocratic or Republican binary variable. The
full surveyisavailable online inboth text format and as a Qualtrics file,
along with all data (https://osf.io/p6u8k/).

Procedure. Participantsin the accuracy condition were given the fol-
lowing instructions: ‘You will be presented with a series of news head-
lines from 2017 to 2019 (36 in total). We are interested in whether you
think these headlines describe an event that actually happened in an
accurate and unbiased way. Note: the images may take a moment to
load. Inthe sharing condition, the middle sentence was replaced with
‘We are interested in whether youwould consider sharing these stories
onsocial media (such as Facebook or Twitter). We then presented par-
ticipants with the full set of headlinesin arandom order. Inthe accuracy
condition, participants were asked ‘To the best of your knowledge, is
this claim in the above headline accurate?’ In the sharing condition,
participants were asked ‘Would you consider sharing this story online
(for example, through Facebook or Twitter)?’ Although these shar-
ing decisions are hypothetical, headline-level analyses suggest that
self-report sharing decisions of news articles such as those used in our
study correlate strongly with actual sharing on social media®®.

Inboth conditions, the response options were simply ‘no’ and ‘yes’.
Moreover, participants saw the response options listed as either yes/
no or no/yes (randomized across participants—that is, an individual
participant only ever saw ‘yes’ first or ‘no’ first).

This study was approved by the University of Regina Research Ethics
Board (Protocol 2018-116).

Analysis plan. Our preregistration specified thatall analyses would be
performed at the level of the individual item (that s, one data point per
item per participant; 0 =no,1=yes) using linear regression with robust
standard errors clustered on participant. However, we subsequently re-
alized that we should also be clustering standard errors on headline (as
multiple ratings of the same headline are non-independentin a similar
way tomultiple ratings from the same participant), and thus deviated
fromthe preregistrationsin this minor way (all key results are qualita-
tively equivalentif only clustering standard errors on participant). The
linear regression was preregistered to have the following independent
variables: a condition dummy (-0.5=accuracy, 0.5 =sharing), anews
type dummy (-0.5=false, 0.5=true), a political concordance dummy
(-0.5=discordant, 0.5 = concordant), and all two-way and three-way
interactions. (Political concordance is defined based on the match
between content and ideology; specifically, political concordant =
pro-Democratic [pro-Republican] news (based on a pretest) for Ameri-
canindividuals who prefer the Democratic [Republican] party over the
Republican [Democratic]. Politically discordant is the opposite.) Our
key prediction was that there would be a negative interactionbetween
condition and news type, such that the difference between false and
true is smaller in the sharing condition than the accuracy condition.
Asecondary prediction was that there would be a positive interaction
between condition and concordance, such that the difference between
concordant and discordant is larger in the sharing condition than the
accuracy condition. We also said we would check for a three-way in-
teraction, and use a Wald test of the relevant net coefficients to test
how sharing likelihood of false concordant headlines compares to
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true discordant headlines. Finally, as robustness checks, we said we
would repeat the main analysis using logistic regression instead of
linear regression, and using ratings that are z-scored within condition.

Study 2
Study 2 extended the observation of study 1that most people self-report
thatitisimportantto notshareaccuracy information onsocial media.
First, study 2 assesses the relative, inaddition to absolute,importance
placed on accuracy by also asking about the importance of various
other factors. Second, study 2 tested whether the results of study 1
would generalize beyond MTurk by recruiting participants from Lucid
for Academics, delivering a sample that matches the distribution of
Americanresidents on age, gender, ethnicity and geographical region.
Third, study 2 avoided the potential spillover effects from study 1 con-
dition assignment suggested in Extended Data Fig. 1 by not having
participants complete a task related to social media beforehand.

Intotal, 401 participants (mean age of 43.7) completed the survey on
9-12January 2020, including 209 males and 184 females, and 8 indicat-
ing other gender identities. Participants were asked ‘When deciding
whether to share a piece of content on social media, how importantis it
toyouthat the contentis..’ and then were given aresponse grid where
the columns were labelled ‘not at all’, ‘slightly’, ‘moderately’, ‘'very’, and
‘extremely’, and the rows were labelled ‘accurate’, ‘surprising’, ‘interest-
ing’, ‘aligned with your politics’ and ‘funny’.

This study was approved by the MIT COUHES (protocol 1806400195).

Studies 3,4 and 5

Instudies 3, 4, and 5 we investigate whether subtly shifting attention
to accuracy increases the veracity of the news people are willing to
share. In particular, participants were asked to judge the accuracy
of asingle (politically neutral) news headline at the beginning of the
study, ostensibly as part of a pretest for another study. We then tested
whether this accuracy-cue affects the tendency of individuals to discern
between false and true news when making subsequent judgments about
social mediasharing. The principal advantage of this designis that the
manipulationis subtle and not explicitly linked to the main task. Thus,
although social desirability bias may lead people to underreport their
likelihood of sharing misinformation overall, it is unlikely that any
between-condition differenceis driven by participants believing that
the accuracy question at the beginning of the treatment condition
was designed to make them take accuracy into account when making
sharing decisions during the main experiment. Itistherefore relatively
unlikely that any treatment effect on sharing would be due to demand
characteristics or social desirability.

The only difference between studies 3 and 4 was the set of headlines
used, to demonstrate the generalizability of these findings. Study 5 used
amorerepresentative sample andincluded anactive control condition
and a second treatment condition that primed accuracy concernsin
adifferent way. Studies 3 and 4 were approved by the Yale University
Committee for the Use of Human Subjects (IRB protocol 1307012383).
Study 5was approved by the University of Regina Research Ethics Board
(protocol 2018-116).

Participants. In study 3, we preregistered a target sample 0f 1,200
participants from MTurk. Intotal, 1,254 participants began the survey
between 4-6 October 2017. However, 21 participants reporting not
having a Facebook profile at the outset of the study and, as per our
preregistration, were not allowed to proceed; and 71 participants did
not complete the survey. The full sample (mean age of 33.7) included
453 males, 703 females, and 2 who did not answer the question. Follow-
ing the main task, participants were asked whether they ‘would ever
consider sharing something political on Facebook’ and were given the
following response options: ‘yes’, ‘no’, and ‘1 don’t use social media’.
As perour preregistration, only participants who selected ‘yes’ to this
questionwereincludedin our mainanalysis. This excluded 431 people

and the sample of participants who would consider sharing political
content (mean age of 34.5) included 274 males, 451 females, and 2 who
did not answer the gender question.

In study 4, we preregistered a target sample of 1,200 participants
from MTurk. In total, 1,328 participants began the survey between
28-30 November 2017. However, 8 participants did not report having
a Facebook profile and 72 participants did not finish the survey. The
full sample (mean age of 33.3) included 490 males, 757 females, and
1who did not answer the question. Restricting to participants were
responded ‘Yes’ when asked whether they ‘would ever consider sharing
something political on Facebook’ excluded 468 people, such that the
sample of participants who would consider sharing political content
(meanage of 33.6) included 282 males, 497 females, and 1 who did not
answer the gender question.

Instudy 5, we preregistered a target sample 0f 1,200 participants from
Lucid. Intotal, 1,628 participants began the survey between 30 April and
1May 2019. However, 236 participants reported not having a Facebook
profile (and thus were not allowed to complete the survey) and 105
participants did not finish the survey. The full sample (mean age of 45.5)
included 626 males and 661 females. Restricting to participants were
responded ‘yes’ when asked whether they ‘would ever consider sharing
something political on Facebook’ excluded 616 people, such that the
sample of participants who would consider sharing political content
(mean age of 44.3) included 333 males and 338 females.

Unlike in study 1, because the question about ever sharing politi-
cal content was asked after the experimental manipulation (rather
than at the outset of the study), there is the possibility that excluding
participants who responded ‘no’ may introduce selection effects and
undermine causal inference®. Although there was no significant differ-
enceinresponsesto this political sharing questionbetween conditions
in any of the three accuracy priming experiments (x> test; study 3: x>
(1,n=1,158)=0.156, P=0.69; study 4: x> (1,n=1,248) = 0.988, P=0.32;
study 5,x*(3,n=1,287)=2.320, P=0.51), for completeness we show that
theresultsare robust toincludingall participants (see Supplementary
Information section 2).

Materials. Instudy 3, we presented participants with 24 news headlines
fromref. %°; in study 4, we presented participants with a different set
of 24 news headlines selected via pretest; and in study 5, we presented
participants with yet another set of 20 news headlines selected via
pretest. In all studies, half of the headlines were false (selected from
athird-party fact-checking website, www.Snopes.com, and therefore
verified as being fabricated and untrue) and the other half were true
(accurate and selected from mainstream news outlets to be roughly
contemporary with the false news headlines). Moreover, half of the
headlines were pro-Democratic or anti-Republican and the other half
were pro-Republicanor anti-Democrat (as determined by the pretests).
See Supplementary Information section 1 for further details on the
pretests.

As in study 1, after the main task, participants in studies 3-5 were
asked about theimportance of sharing only accurate news articles on
social media (study 4 also asked about the importance participants’
friends placed on sharing only accurate news on social media). Partici-
pants then completed various exploratory measures and demograph-
ics. The demographics included the question ‘If you absolutely had
to choose between only the Democratic and Republican party, which
would do you prefer?’ followed by the following response options:
Democratic Party or Republican Party. We use this question to classify
participants as Democrats versus Republicans.

Procedure. In all three studies, participants were first asked whether
they had aFacebook account, and those who did not were not permit-
ted to complete the study. Participants were then randomly assigned
toone of two conditions in studies 3 and 4, and one of four conditions
instudyS.
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In the ‘treatment’ condition of all three studies, participants were
given the followinginstructions: ‘First, we would like to pretest anactual
news headline for future studies. We are interested in whether people
thinkitisaccurate or not. We only need you to give your opinion about
the accuracy of a single headline. We will then continue on to the pri-
mary task. Note: the image may take a moment to load. Participants
were then shown apolitically neutral headline and were asked: ‘To the
best of your knowledge, how accurate is the claim in the above head-
line?’ and were given the following response scale: ‘not at allaccurate’,
‘not very accurate’, ‘somewhat accurate’, ‘very accurate’. One of two
politically neutral headlines (1 true, 1 false) was randomly selected in
studies 3and 4; one of four politically neutral headlines (2 true, 2 false)
was randomly selected in study 5.

Inthe ‘active control’ condition of study 5, participants were instead
giventhe followinginstructions: ‘First, we would like to pretest anactual
news headline for future studies. We are interested in whether people
think it is funny or not. We only need you to give your opinion about
the funniness of a single headline. We will then continue on to the pri-
mary task. Note: theimage may take amoment to load. They were then
presented with one of the same four neutral news headlines used in the
treatment condition and asked: ‘In your opinion, is the above head-
line funny, amusing, or entertaining?’. (Response options: extremely
unfunny; moderately unfunny; slightly unfunny; slightly funny; mod-
erately funny; extremely funny.)

Inthe ‘importance treatment’ condition of study 5, participants were
instead asked the following question at the outset of the study: ‘Do
you agree or disagree that ‘it is important to only share news content
on social media that is accurate and unbiased’?’. (Response options:
strongly agree to strongly disagree.)

In the ‘control’ condition of all three studies, participants received
noinitial instructions and proceeded directly to the next step.

Participantsin all conditions were then told: ‘You will be presented
with a series of news headlines from 2016 and 2017 (24 in total) [2017
and 2018 (20 in total) for study 5]. We are interested in whether you
would be willing to share the story on Facebook. Note: The images
may take amoment to load. They then proceeded to the main task
in which they were presented with the true and false headlines and
for each were asked ‘If you were to see the above article on Facebook,
how likely would you be to share it and given the following response
scale: ‘extremely unlikely, moderately unlikely, slightly unlikely, slightly
likely, moderately likely, extremely likely’. We used a continuous scale,
instead of the binary scale used in study 1, to increase the sensitivity
of the measure.

Analysis plan. Our preregistrations specified that all analyses would
be performed atthe level of theindividual item (that s, one data point
peritem per participant, with the six-point sharing Likert scale rescaled
to the interval [0, 1]) using linear regression with robust standard er-
rors clustered on participant. However, we subsequently realized that
we should also be clustering standard errors on headline (as multiple
ratings of the same headline are non-independent in a similar way to
multiple ratings from the same participant), and thus deviated from
the preregistrations in this minor way (all key results are qualitatively
equivalentif only clustering standard errors on participant).

In studies 3 and 4, the key preregistered test was an interaction
between a condition dummy (0 = control, 1 =treatment) and a news
veracity dummy (0 =false, 1=true). Thiswas to be followed-up by tests
for simple effects of news veracity in each of the two conditions; and,
specifically, the effect was predicted to belarger in the treatment con-
dition. We also planned to test for simple effects of condition for each
of the two types of news; and, specifically, the effect was predicted to
be larger for false relative to true news. We also conducted a post hoc
analysis using a linear regression with robust standard errors clus-
tered on participant and headline to examine the potential moderating
role of adummy for the participant’s partisanship (preference for the

Democratic versus Republican party) and adummy for the headline’s
political concordance (pro-Democratic [pro-Republican] headlines
scored as concordant for participants who preferred the Democratic
[Republican] party; pro-Republican [pro-Democratic] headlines scored
asdiscordant for participants who preferred the Democratic [Republi-
can] party). For ease of interpretation, we z-scored the partisanship and
concordance dummies, and thenincluded all possible interactionsin
theregression model. To maximize statistical power for these modera-
tion analyses, we pooled the data from studies 3 and 4.

In study 5, the first preregistered test was to compare whether the
active and passive control conditions differed, by testing for significant
amaineffect of condition (0 = passive, 1=active), or significant interac-
tion between condition and news veracity (0 =false, 1 =true). If these
did not differ, we preregistered that we would combine the two control
conditions for subsequent analyses. We would then test whether the
two treatment conditions differ from the control condition(s) by testing
foraninteraction between dummies for each treatment (0 = passive or
active control,1=treatment being tested) and news veracity. This was
tobe followed-up by tests for simple effects of news veracity in each of
the conditions; and, specifically, the effect was predicted tobe largerin
the treatment conditions. We also planned to test for simple effects of
condition for each of the two types of news; and, specifically, the effect
was predicted to be larger for false relative to true news.

Study 6
Studies 3,4 and 5found that a subtle reminder of the concept of accu-
racy decreased sharing of false (but not true) news. In study 6, we
instead use afull-attention treatment that directly forces participants
to consider the accuracy of each headline before deciding whether to
share it. This allows us to determine, within this particular context,
the maximum effect that can be obtained by focusing attention on
accuracy. Furthermore, using the accuracy ratings elicited in the
full-attention treatment, we can determine what fraction of shared
content was believed to be accurate versus inaccurate by the sharer.
Together, these analyses allow us to infer the fraction of sharing of false
content that is attributable to inattention, confusion about veracity,
and purposeful sharing of falsehood.

This study was approved by the Yale University Committee for the
Use of Human Subjects (IRB protocol 1307012383).

Participants. We combine two rounds of data collection on MTurk, the
first of which had 218 participants begin the study on 11 August 2017,
and the second of which had 542 participants begin the study on 24
August 2017, for a total of 760 participants. However, 14 participants
did not report having a Facebook profile and 33 participants did not
finish the survey. The fullsample (mean age of 34.0) included 331 males,
376 females, and 4 who did not answer the question. Participants were
asked whether they ‘would ever consider sharing something political
onFacebook’ and were given the following response options: ‘yes’, 'no’,
‘don’t use social media’. Only participants who selected ‘yes’ to this
question were included in our main analysis, as in our other studies
(there was no significant difference in responses between conditions,
X’ =1.07, P=0.585). This excluded 313 people and the final sample
(mean age of 35.2) included 181 males, 213 females, and 4 who did not
answer the gender question. For robustness, we also report analyses
including all participants; see Extended Data Table 2.

Materials. We presented participants with the same 24 headlines used
instudy 3.

Procedure. Participants were first asked if they have a Facebook ac-
count and those who did not were not permitted to complete the study.
Participants were then randomly assigned to one of two conditions.
In the full-attention treatment condition, participants were given the
following instructions: ‘You will be presented with a series of news



headlines from 2016 and 2017 (24 in total). We are interested in two
things: (i) Whether you think the headlines are accurate or not. (ii)
Whether youwould be willing to share the story on Facebook. Note: the
images may take amoment to load. In the control condition, partici-
pants were told: ‘You will be presented with a series of news headlines
from2016 and 2017 (24 intotal). We are interested in whether you would
be willing to share the story on Facebook. Note: the images may take
amoment to load. Participants in both conditions were asked ‘If you
were to see the above article on Facebook, how likely would you be to
share it’ and given the following response scale: ‘extremely unlikely’,
‘moderately unlikely’, ‘slightly unlikely’, ‘slightly likely’, ‘moderately
likely’, ‘extremely likely’. Crucially, in the treatment condition, before
being asked the social media sharing question, participants were asked:
‘To the best of your knowledge, how accurate is the claimin the above
headline?’ and given the following response scale: ‘notat all accurate’,
‘not very accurate’, ‘somewhat accurate’, ‘very accurate’.

Analysis. The goal of our analysesis to determine what fraction of the
sharing of false headlines is attributable to confusion (incorrectly be-
lieving the headlines are accurate), inattention (forgetting to consider
the accuracy of the headlines; as per the inattention-based account),
and purposeful sharing of false content (as per the preference-based
account). We can do so by using the sharing intentions in both condi-
tions, and the accuracy judgments in the ‘full-attention’ treatment
(no accuracy judgments were collected in the control). Because par-
ticipants in the full-attention treatment are forced to consider the
accuracy of each headline before deciding whether they would share
it, inattention to accuracy is entirely eliminated in the full-attention
treatment. Thus, the difference in sharing of false headlines between
control and full-attention treatment indicates the fraction of sharing
in control that was attributable to inattention. We can then use the
accuracy judgments to determine how much of the sharing of false
headlinesinthe full-attention treatment was attributable to confusion
(indicated by the fraction of shared headlines that participants rated
as accurate) versus purposeful sharing (indicated by the fraction of
shared headlines that participants rated as inaccurate).

Concretely, we do the analysis as follows. First, we dichotomize
responses, classifying sharing intentions of ‘extremely unlikely’, ‘mod-
erately unlikely’, and ‘slightly unlikely’ as ‘unlikely to share’and ‘slightly
likely’,‘moderately likely’,and ‘extremely likely’ as ‘likely to share’; and
classifying accuracy ratings of ‘not at all accurate’ and ‘not very accu-
rate’ as ‘not accurate’ and ‘somewhat accurate’ and ‘very accurate’ as
‘accurate’. Then we define the fraction of sharing of false content due
to each factor as follows:

Feont ~ Fireat

-ﬁnattention -

Fcont
acc
f - Ntreat Ftreat
Confusion
Ntreat Fcont
inacc
f — Ntreat Ftreat
Purposeful

Ntreat Fcont

Inwhich, F,,,,denotes the fraction of false headlines shared in the con-
trol; ., denotes the fraction of false headlines shared in the treatment
group; Ny... denotes the number of false headlines shared in the treat-
ment group, Ni,. denotes the number of false headlines shared and
rated accurate in the treatment group, and N\"2 denotes the number
offalse headlines shared and rated inaccurate in the treatment group.

For anintuitive visualization of these expressions, see Fig. 2d.

To calculate confidence intervals on our estimates of the relative
effect of inattention, confusion, and purposeful sharing, we use
bootstrapping simulations. We create 10,000 bootstrap samples by

sampling withreplacementat the level of the subject. For each sample,
we calculate the difference in fraction of sharing of false information
explained by each of the three factors (that s, the three pairwise com-
parisons). We then determine a two-tailed Pvalue for each comparison
by doubling the fraction of samplesin which the factor that explainsless
of the sharingin the actual data are found to explain more of the sharing.

Preregistration. Although we did complete a preregistrationin con-
nection with this experiment, we do not follow it here. The analyses
we preregistered simply tested for an effect of the manipulation on
sharing discernment, as in studies 3-5. After conducting the experi-
ment, we realized that we could analyse the data in an alternative way
togaininsightinto the relevant effect of the three reasons for sharing
misinformation described in this Article. Itis these (post hoc) analyses
thatwe focus on. Notably, Extended Data Table 2 shows that equivalent
results are obtained when analysing the two samples separately (the
first being a pilot for the pre-registered experiment, and the second
being the pre-registered experiment), helping to address the post hoc
nature of these analyses.

Study 7

In study 7, we set out to test whether the results of the survey experi-
mentsinstudies 3-5would generalize to real sharing decisions ‘in the
wild’, and to misleading but not blatantly false news. Thus, we con-
ducted a digital field experiment on Twitter in which we delivered
the same intervention from the ‘treatment’ condition of the survey
experiments tousers who had previously shared links to unreliable news
sites. Wethen examined the effect of receiving the intervention on the
quality of the news that they subsequently shared. The experiment was
approved by Yale University Committee of the Use of Human Subjects
IRB protocol 2000022539 and MIT COUHES Protocol 1806393160.
Although all analysis code is posted online, we did not publicly post
the data owing to privacy concerns (even with de-identified data, it
may be possible to identify many of the users in the dataset by match-
ing their tweet histories with publicly available data from Twitter).
Researchers interested in accessing the data are asked to contact the
corresponding authors.

Study 7isanaggregation of three different waves of data collection,
the details of which are summarized in Extended Data Table 3. (These
are all of the data that we collected, and the decision to conclude the
data collection was made before running any of the analyses reported
in this Article.)

Participants. The basic experimental designinvolved sending a private
direct message to users asking them to rate the accuracy of aheadline
(asin the ‘treatment’ condition of the survey experiments). Twitter
only allows direct messages to be sent from account X to account Y if
accountY follows account X. Thus, our first task was to assemble a set
of accounts with a substantial number of followers (who we could then
send direct messages to). In particular, we needed followers who were
likely to share misinformation. Our approach was as follows.

First, we created alist of tweets with links to one of two news sites that
professional fact-checkers rated as extremely untrustworthy? but that
arenonetheless fairly popular: www.Breitbart.com and www.infowars.
com. We identified these tweets by (i) retrieving the timeline of the
Breitbart Twitter account using the Twitter REST API (Infowars had been
banned from Twitter when we were conducting our experiment and
thus had no Twitter account), and (ii) searching for tweets that contain
alink tothe corresponding domain using the Twitter advanced search
feature and collecting the tweet IDs either manually (wave 1) or via
scraping (waves 2 and 3). Next, we used the Twitter APItoretrieve lists
of users who retweeted each of those tweets (we periodically fetched
thelist of ‘retweeters’ because the Twitter APl only provides thelast 100
users ‘retweeters’ of agiventweet). Asshownin Extended Data Table 3,
across the three waves this process yielded a potential participant list
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0f136,379 total Twitter users with some history of retweeting links to
misleading news sites.

Next, we created a series of accounts with innocuous names (for
example, ‘CookingBot’); we created new accounts for each experi-
mental wave. Each of the usersin the potential participantlist was then
randomly assigned to be followed by one of our accounts. We relied
onthe tendency of Twitter users to reciprocally follow-back to create
our set of followers. Indeed, 8.3% of the users that were followed by
one of our accounts chose to follow our account back. This yielded a
total of 11,364 followers across the three waves. (After the completion
of our experiments, Twitter has made it substantially harder to follow
large numbers of accounts without getting suspended, which creates
achallenge for using this approach in future work; a solution is to use
thetargeted advertising on Twitter to target adverts whose goalis the
accruing of followers as the set of users one would like to have in one’s
subject pool.)

To determineeligibility and to allow blocked randomization, we then
identified (i) users’ politicalideology using the algorithm from Barbera
et al.’; (ii) the probability of them being a bot, using the bot-or-not
algorithm®; (iii) the number of tweets to one of the 60 websites with
fact-checker ratings that will form our quality measure; and (iv) the
average fact-checker rating (quality score) across those tweets.

For waves1and 2, we excluded users who tweeted no links to any
ofthe 60 sites in our listin the two weeks before the experiment; who
could not be given an ideology score; who could not be given a bot
score; or who had a bot score above 0.5 (in wave 1, we also excluded
a small number of very high-frequency tweeters for whom we were
unable toretrieve all relevant tweets due to the 3,200-tweet limit of the
Twitter API). In wave 3, we took a different approach to avoiding bots,
namely avoiding high-frequency tweeters. Specifically, we excluded
participants who tweeted more than 30 links to one of the 60 sites in
our list in the two weeks before the experiment, as well as excluding
those who tweeted fewer than 5 links to one of the 60 sites (to avoid
lack of signal). This resulted in a total of 5,379 unique Twitter users
across the three waves. (Note that these exclusions were applied ex
ante, and excluded users were not included in the experiment, rather
thanimplementing post hoc exclusions.)

One mightbe concerned about systematic differences between the
users we included in our experiments versus those who we followed
but did not follow us back. To gain some insight into this question, we
compared the characteristics of the 5,379 users in our experiment to
arandom sample of 10,000 users that we followed but did follow us
back (sampled proportional to the number of usersin each wave). For
each user we retrieved number of followers, number of accounts fol-
lowed, number of favourites, and number of tweets. We also estimated
political ideology as per Barbera et al.?®, probability of being a bot**,
and age and gender using based on profile pictures using the Face Plus
Plus algorithm***2 Finally, we checked whether the account had been
suspended or deleted. Asshownin Extended DataFig. 5, relative to users
who did not follow us back, the users that took partin our experiment
followed more accounts, had more followers, selected more favourite
tweets, were more conservative, were older, and were more likely to
be bots (P<0.001 for all); and were also more likely to have had their
accounts suspended or deleted (P=0.012). These observations suggest
thatto the extent that our recruitment processinduced selection, it is
inadirectionthat works against the effectiveness of our treatment: the
usersinourexperimentare likely to be less receptive to the intervention
thanusers more generally, and therefore our effect sizeis likely to be an
underestimate of the effect we would have observed in the full sample.

Materials and procedure. The treatment in study 7 was very similar
to the survey experiments. Users were sent a direct message asking
them to rate the accuracy of a single non-political headline (Fig. 4b).
Anadvantage of our design is that this direct message is coming from
an account that the user has themselves opted in to following, rather

thanfromatotally unknown account. Furthermore, the direct message
begins by saying ‘Thanks for following me!” and sending such thank-you
direct messagesisacommon practice on Twitter. These factors should
substantially mitigate any possibility of the users feeling suspicious
or thatthey are being surveilled by our account, and instead make the
direct message appear more a typical interaction on Twitter.

We did not expect users to respond to our message. Instead, our
intervention was based on the idea that merely reading the opening
line (‘How accurateis this headline?’) would make the concept of accu-
racy more salient. Because we could not reliably observe whether (or
when) users read the message (because many users’ privacy settings
prevent the sending of read-receipts), we performed intent-to-treat
analysesthatincludedall subjects and assumed that treatment began
assoon as the message was sent. Furthermore, to avoid demand effects,
users were not informed that the message was being sent as part of a
research study, and the accounts from which we sent the messages had
innocuous descriptions (such as ‘Cooking Bot’). Not informing users
about the study was essential for ecological validity, and we felt that
the scientific and practical benefits justified this approach given that
the potential harm to participants was minimal, and the tweet data
were all publicly available. See Supplementary Information section
4 for more discussion on the ethics of digital field experimentation.

Because of the rate limits of direct message imposed by Twitter, we
could only send direct message to roughly 20 users per account per
day. Thus, we conducted each wave in a series of 24-h blocks in which
asmall subset of users was sent a direct message each day. All tweets
and retweets posted by all users in the experiment were collected on
each day of the experiment. All links in these tweets were extracted
(including expanding shortened URLs). The dataset was thus com-
posed of the subset of these links that linked to one of 60 sites whose
trustworthiness had been rated by professional fact-checkersin previ-
ouswork? (with the data entry for agiven observation being the trust
score of the linked site).

To allow for causal inference, we used a stepped-wedge (also called
randomized roll-out) design in which users were randomly assigned to
atreatment date. This allows us to analyse tweets made during each of
the 24-h treatment blocks, comparing tweets from users who received
thedirect message at the start of agivenblock (‘treated’) to tweets from
userswhohad notyetbeen sentadirect message (‘control). Because the
treatmentdateisrandomly assigned, it can be inferred thatany system-
aticdifferencerevealed by this comparison was caused by the treatment.
(Wave2alsoincluded asubset of users who were randomly assigned to
never receive the direct message.) Toimprove the precision of our esti-
mate, randomassignment to treatment date was approximately balanced
across bot accountsin all waves, and across political ideology, number
of tweets to rated sites in the two weeks before the experiment, and
average quality of those tweets across treatment datesinwaves 2 and 3.

Because our treatment was delivered via the Twitter API, we were
vulnerable to unpredictable changes to, and unstated rules of, the API.
These gaverise to several deviations from our planned procedure. On
day 2 of wave 1, fewer than planned direct messages were sent as our
accounts were blocked part way through the day; and no direct mes-
sages were senton day 3 of wavel (hence, thatdayis notincludedinthe
experimental dataset). On day 2 of wave 2, Twitter disabled the direct
message feature of the API for the day, so we were unable to send the
direct messages in an automated fashion as planned. Instead, all 370
direct messages sent on that day were sent manually over the course
of several hours (rather than simultaneously). On day 3 of wave 2, the
APlwas once again functional, but partway through sending the direct
messages, the credentials for our accounts were revoked and no further
direct messages were sent. As aresult, only 184 of the planned 369
direct messages were sent on that day. Furthermore, because we did
notrandomize the order of users across stratification blocks, the users
onday3who were not sent adirect message were systematically differ-
ent fromthose who were sent adirect message. (As discussed in detail



below, we consider analyses that use an intent-to-treat approach for
wave 2 day 3—treating the data asif all 369 direct messages had indeed
beensent—aswell as analyses that exclude the datafromwave 2 day 3.)

Analysis plan

As the experimental design and the data were substantially more com-
plexthanthe survey experiment studies and we lacked well-established
models to follow, it was not straightforward to determine the optimal
way to analyse the datainstudy 7. Thisis reflected, for example, in the
fact that wave 1 was not preregistered, two different preregistrations
were submitted for wave 2 (one before data collection and one following
data collectionbut before analysing the data), and one preregistration
was submitted for wave 3, and each of the preregistrations stipulated
adifferent analysis plan. Moreover, after completing all three waves,
we realized that all of the analyses proposed in the preregistrations
do not actually yield valid causal inferences because of issues involv-
ing missing data (as discussed in more detail below in the ‘Dependent
variable’ section). Therefore, instead of conducting a particular pre-
registered analysis, we consider the pattern of results across a range
of reasonable analyses.

Allanalyses are conducted at the user-day level using linear regres-
sionwith heteroscedasticity-robust standard errors clustered on user.
Allanalyses include all users on agiven day who have not yet received
the direct message as well as users who received the direct message
on that day (users who received the direct message more than24 h
before the given day are notincluded). All analyses use a post-treatment
dummy (O=user hasnotyet beensentadirect message, 1=user received
the direct message that day) as the key independent variable. We note
that thisisanintent-to-treat approach thatassumes thatall direct mes-
sages on a given day are sent at exactly the same time, and counts all
tweets in the subsequent 24-h block as post-treatment. Thus, to the
extent that technical issues caused tweets on a given day to be sent
earlier or later than the specified time, this approach may underesti-
mate the treatment effect.

The analyses we consider differin the following ways: dependent vari-
able, model specification, type of tweet considered, approach to han-
dling randomization failure, and approach to determining statistical
significance. We now discuss each of these dimensions in more detail.

1. Dependent variable. We consider three different ways of quantify-
ing tweet quality. Across approaches, a key issue is how to deal with
missing data. Specifically, on days whenagiven user does not tweet any
links to rated sites, the quality of their tweeted links is undefined. The
approach implied in our preregistrations was to simply omit missing
user-days (or to conduct analyses at the level of the tweet). Because the
treatmentis expected toinfluence the probability of tweeting, however,
omitting missing user-days has the potential to create selection and
thus undermine causal inference (and tweet-level analyses are even
more problematic). For example, if a user tweets as a result of being
treated but would not have tweeted had they been in the control (or
does not tweet as a result of treatment but would have tweeted have
theybeeninthe control), then omitting the missing user-days breaks
theindependence between treatment and potential outcomes ensured
by random assignment. Given that only 47.0% of user-days contained at
least one tweeted link to arated site, such issues are potentially quite
problematic. We therefore consider three approaches to tweet quality
that avoid this missing data problem.

The first measureis the average relative quality score. This measure
assigns each tweeted link a relative quality score by taking the previ-
ously described fact-checker trust rating? (quality score, [0, 1], avail-
able for 60 news sites) of the domain being linked to, and subtracting
the baseline quality score (the average quality score of all pre-treatment
tweets across all usersin all of the experimental days). Each user-day
isthenassigned anaverage relative quality score by averaging the rela-
tive quality score of all tweets made by the user in question on the day

in question; and users who did not tweet on a given day are assigned
an average relative quality score of O (thus avoiding the missing data
problem). Importantly, this measure is quite conservative because the
(roughly half of) post-treatment user-days in which data are missing
are scored as ‘0’. Thus, this measure assumes that the treatment had
no effect on users who did not tweet on the treatment day. If, instead,
non-tweeting users would have shown the same effect had they actually
tweeted, the estimated effect size would be roughly twice as large as
what we observed here. We note that this measure is equivalent to using
average quality scores (rather than relative quality score) and imput-
ing the baseline quality score to fill missing data (so assuming that on
missing days, the user’sbehaviour matches the pre-treatment average).

The second measure is the summed relative quality score. This meas-
ureassigns each tweeted link arelative quality scorein the same manner
described above. Asummed relative quality score of the user-day is then
Oplusthe sum ofthe relative quality scores of each link tweeted by that
user on that day. Thus, the summed relative quality score increases as
a user tweets more and higher quality links, and decreases as the user
tweets more and lower quality links; and, as for the average relative
quality score, users who tweet no rated links received a score of 0. As
this measureis unbounded in both the positive and negative directions,
and thedistribution contains extreme values in both directions, we win-
sorize summed relative quality scores by replacing values above the 95th
percentile with the 95th percentile, and replacing values below the 5th
percentile with values below the 5th percentile (our results are qualita-
tively robust to alternative choices of threshold at which to winsorize).

The third measure is discernment, or the difference in the number
of links to mainstream sites versus misinformation sites shared on a
given user—day. This measure is mostly closely analogous to the analytic
approach taken in studies 2-4. To assess the effect of the intervention
ondiscernment, we transform the datainto long format such that there
aretwo observations per user-day, one indicating the number of tweets
to mainstream sites and the other indicating the number of tweets to
misinformation sites (as previously defined”). We then include asource
type dummy (O = misinformation, 1=mainstream) in the regression,
and interact this dummy with each independent variable. The treat-
mentincreases discernmentifthere is asignificant positive interaction
between the post-treatment dummy and the source type dummy. As
these count measures are unbounded in the positive direction, and
the distributions contain extreme values, we winsorize by replacing
values above the 95th percentile of all values with the 95th percentile
ofallvalues (ourresults are qualitatively robust to alternative choices
of threshold at which to winsorize).

Finally, as a control analysis, we also consider the treatment effect
onthe number of tweetsin each user-day that did not contain links to
any of the 60 rated news sites. As this count measure is unbounded in
the positive direction, and the distribution contains extreme values,
we winsorize by replacing values above the 95th percentile of all values
with the 95th percentile of all values (our results are qualitatively robust
to alternative choices of threshold at which to winsorize).

2. Determining statistical significance. We consider the results of
two different methods for computing Pvalues for each model. The first
is the standard approach, in which regression is used in conjunction
withasymptoticinference using Huber-White cluster-robust sandwich
standard errors clustered on user to calculate Pvalues. The second
uses Fisherian randomization inference (FRI) to compute an exact P
value (that is, has no more than the nominal type I error rate) in finite
samples®®* ™% FRIlis non-parametric and thus does not require any
modelling assumptions about potential outcomes. Instead, the sto-
chastic assignment mechanism determined by redrawing the treatment
schedule, exactly as done in the original experiment, determines the
distribution of the test statistic under the null hypothesis*. On the
basis of our stepped-wedge design, our treatment corresponds to the
day on which the user receives the direct message. Thus, to perform
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FRI, we create 10,000 permutations of the assigned treatment day for
each user by re-running the random assignment procedure used in
eachwave, and recompute the t-statistic for the coefficient of interest
in each model in each permutation. We then determine P values for
each model by computing the fraction of permutations that yielded
t-statistics with absolute value larger than the ¢-statistic observed in the
actual data. Note that therefore, FRI takes into account the details of
the randomization procedure that approximately balanced treatment
dateacrossbotsinallwaves, and acrossideology, tweet frequency, and
tweet quality inwaves 2 and 3.

3. Model specification. We consider four different model specifica-
tions. The firstincludes wave dummies. The second post-stratifies on
wave by interacting centred wave dummies with the post-treatment
dummy. This specification also allows us to assess whether any ob-
served treatment effect significantly differs across waves by performing
ajointsignificance test ontheinteractionterms. The third includes date
dummies. The fourth post-stratifies on date by interacting centred date
dummies with the post-treatment dummy. (We note that the estimates
produced by the first two specifications may be problematicif there are
secular trends in quality and they are used in conjunction with linear
regressionrather than FRI, but weinclude them for completeness and
because they are closest to the analyses we pre-registered; excluding
them does not qualitatively change our conclusions.)

4. Tweet type. The analysis caninclude all tweets, or canfocus only on
casesinwhichthe user retweets the tweet containing the link without
adding any comment. The former approachis moreinclusive, but may
contain cases in which the user is not endorsing the shared link (for
example, someone debunking an incorrect story may still link to the
original story). Thus, the latter case might more clearly identify tweets
that are uncritically sharing the link in question. More importantly,
retweeting without comment (low-engagement sharing) exemplifies
the kind of fast, low-attention action that is our focus (in which we
arguethat people share misinformation despite a desire to only share
accurate information—because the attentional spotlight is focused on
other content dimensions). Primary tweets are much more deliberate
actions, ones in whichitis more likely that the user did consider their
action before posting (and thus where our accuracy nudge would be
expected to be ineffective).

5. Article type. The analysis can include all links, or can exclude (as
much as possible) links to opinion articles. Although the hyperparti-
san and fake news sites in our list do not typically demarcate opinion
pieces, nearly all of the mainstream sites include ‘opinion’inthe URL of
opinion pieces. Thus, for our analyses that minimize opinion articles,
we exclude the 3.5% of links (6.8% of links to mainstream sources) that
contained ‘/opinion/’ or ‘/opinions/’ in the URL.

6. Approach to randomization failure. As described above, owing
toissues with the Twitter APl on day 3 of wave 2, there was a partial
randomization failure on that day (many of the users assigned to treat-
mentdid not receive adirect message). We consider two different ways
of dealing with this randomization failure. In the intent-to-treat ap-
proach, weinclude all users from the randomization-failure day (with
the post-treatment dummy taking on the value 1for all users who were
assigned to be sentadirect message on that day, regardless of whether
theyactually received adirect message). In the exclusion approach, we
instead drop all data from that day.

Inthe main text, we present the results of the specificationin which
we analyse retweets without comment, include links to both opinion
and non-opinionarticles, include wave fixed effects, calculate Pvalues
using FRI, and exclude datafrom the day on which a technicalissueled
toarandomization failure. Extended Data Table 4 presents the results
of all specifications.

The primary tests of effects of the treatment compare differences
intweet quality for all eligible user-days. However, this includes many
user-days for which there are no tweets torated sites, which can occur,
forexample, because that user does not evenlog on to Twitter onthat
day. To quantify effect sizes on a more relevant subpopulation, we
employ the principal stratification framework whereby each unit
belongs to one of four latent type®**°: never-taker user-days (which
would not have any rated tweets in either treatment or control),
always-taker user-days (user—days where the user tweets rated links
thatdayinbothtreatmentand control), complier user-days (in which
the treatment causes tweeting of rated links that day, which would not
have occurred otherwise), and defier user-days (in which treatment
prevents tweeting of rated links). Because the estimated treatment
effects on whether a user tweets on a given day are mostly positive
(although not statistically significant; see Supplementary Table 9), we
assume the absence of defier user-days. Under this assumption, we can
estimate the fraction of user-days that are not never-taker user-days
(thatis, are complier or always-taker user-days). This is then the only
population onwhich treatment effects onrated tweet quality canoccur,
asthenever-taker user-days are by definition unaffected by treatment
with respect to rated tweets. We can then estimate treatment effects
on quality and discernment on this possibly affected subpopulation
by rescaling the estimates for the full population by dividing by the
estimated fraction of non-never-taker user-days. These estimates are
thenlargerin magnitude because they account for the dilution due to
the presence of units that are not affected by treatment because they
do not produce tweets whether in treatment or control.

Moreover, itisimportant toremember that our estimates of the effect
size for our subtle, one-off treatment are conservative. Although our
intent-to-treat approach necessarily assumes that the message was seen
immediately—and thus counts all tweets in the 24 h after the message
was sent as ‘treated’—we cannot reliably tellwhen (or evenif) any given
user saw our message. Thus, it is likely that many of the tweets we are
counting as post-treatment were not actually treated, and that we are
underestimating the true treatment effect as a result.

Reporting summary
Further information on research design is available in the Nature
Research Reporting Summary linked to this paper.

Data availability

Data and materials for studies 1 to 6 are available at https://osf.io/
p6u8k/. Owing to privacy concerns, data from study 7 are available
uponrequest.

Code availability
Code for all studies is available at https://osf.io/p6u8k/.
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Study 1: How important is it to you that you only share news articles on
social media (such as Facebook and Twitter) if they are accurate?"

40%
35%
30%
5. 25%
Q
5
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% 20% B Accuracy
—
i .
15% Sharing
10%
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1 2 3 4 5
Not at all Extremely
Extended DataFig.1|Distribution of responses to the post-experimental Average responses were not statistically different in the sharing condition
question‘Howimportantisit to you that youonlyshare newsarticleson (mean=3.65,s.d.=1.25) compared to the accuracy condition (mean=3.80,

social media (such as Facebook and Twitter) if they are accurate’instudy 1. s.d.=1.25) (t-test: 003 =1.83,P=0.067).
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Extended DataFig.2|Distribution of sharingintentionsinstudies3and 4,
by condition and headline veracity. Whereas Fig. 2 discretizes the sharing
intention variable for ease of interpretation such that all ‘unlikely’ responses
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arescoredas Oandall‘likely’ responses are scored as1, here the full
distributions are shown. Theregression models use these non-discretized
values.
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Study 5
False Headlines
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Extended DataFig.3|Distribution of sharingintentionsinstudy 5, by arescoredas O andall‘likely’ responses arescored as1, here the full
condition and headline veracity. Whereas Fig. 2 discretizes the sharing distributions are shown. The regression models use these non-discretized

intention variable for ease of interpretation such thatall ‘unlikely’ responses values.
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calculate the effect size as the mean sharing intention in the conditionin toshare more humorous headlines), r 5 =-0.02, P=0.93. This confirms the
question minus the control (@among users whoindicate that they sometimes prediction generated by our model fittingin Supplementary Information
share political content); and we then plot this difference against the pre-test section 3.6—because our participants do not have a strong preference for

ratings of perceived accuracy and humorousness of the headline. The effect of sharing humorous news headlines, drawing their attention to humorousness
bothtreatmentsis strongly correlated with the perceived accuracy of headline doesnotinfluence their choices. Thisalso demonstrates theimportance of our
(treatment, r5 =0.61, P=0.005; importance treatment, ;5= 0.69,P=0.0008),  theoreticalapproach thatincorporates therole of preferences, relative to how
such thatboth treatmentsreduce sharing intentions to agreater extentasthe primingis often conceptualized in psychology: drawing attention toa concept
headlinebecomes moreinaccurate seeming. This supports our proposed doesnotautomaticallylead to agreater effect of that concept on behaviour.
mechanisminwhich the treatments operate through drawing attention to the
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0.012
0.02

0.031

[ ] 0.05

canmarkedly amplify the effect of the individual-level intervention: for example,
a10% decrease in sharing probability can lead to up toa40% decrease in the
fraction of the population that is exposed, and a 50% decrease in sharing
probability can lead to more than a 95% reduction in the fraction of the population
thatis exposed. These simulation results help to connect our findings about
individual-level sharing to the resulting effects on population-level spreading
dynamics of misinformation. They demonstrate the potential for individual-level
interventions, such as the accuracy prompts that we propose here, to
meaningfully improve the quality of the information that is spread via social
media. These simulations also lay the groundwork for future theoretical work that
caninvestigate a range of issues, including which agents to target if only a limited
number of agents can be intervened on, the optimal spatiotemporal intervention
schedule to minimize the frequency of any individual agent receiving the
intervention (to minimize adaption or familiarity effects), and the inclusion of
strategic sharing considerations (by introducing game theory).



Article

Extended Data Table 1| Best-fit parameter values and quantities of interest for the limited-attention utility model

Study 4 Study 5

Parameter Estimate 95% CI Estimate 95% CI
Br 0.35 0.25 0.51 1.22 0.97 1.45
L -0.12 -0.21 0.12 0.57 0.40 0.87
Dic 0.18 0.04 0.33 0.12 0.08 0.17
D2e 0.22 0.09 0.47 0.48 0.42 0.52
Di 0.51 0.30 0.57 0.18 0.14 0.22
D 0.00 0.00 0.34 0.51 0.46 0.55
0 5.28 391 10.73 54.17 21.16 4091.50
k -0.12 -0.20 -0.05 -0.03 -0.18 0.05
Overall probability considered in Control:

Accuracy 0.40 0.33 0.59 0.60 0.54 0.65
Political Concordance 0.78 0.53 0.91 0.53 0.48 0.58
Humorousness 0.82 0.67 0.96 0.88 0.83 0.92
Overall probability considered in Treatment:
Accuracy 0.51 0.46 0.64 0.68 0.63 0.73
Political Concordance 1.00 0.66 1.00 0.49 0.45 0.54
Humorousness 0.49 0.43 0.70 0.82 0.78 0.86
Treatment effect on probability of being considered:
Accuracy 0.11 0.03 0.20 0.09 0.01 0.16
Political Concordance 0.22 0.07 0.35 -0.03 -0.10 0.03
Humorousness -0.33 -0.48 -0.14 -0.06 -0.12 0.00

Results of fitting the model described in Supplementary Information section 3 to the experimental data from studies 4 and 5. The parameters 3, and 8, indicate preference for partisan align-
ment and humorousness, respectively, relative to accuracy; p;., p.., Py, and p,, indicate probabilities of attending to various pairs of preference terms in each condition (which are then used to
construct the probabilities indicated lower in the table); and 6 and k parameterize the sigmoid function that translates utility into choice. The key prediction of the preference-based account is
that people care substantially less about accuracy than one or more of the other dimensions—that is, that 8, > 1and/or 8, > 1. In contrast to this prediction, we see that ,, is significantly smaller
than 1in both studies (study 4, P < 0.001; study 5, P=0.001), such that participants value accuracy more than humorousness; and 3; is significantly less than 1in study 4 (P < 0.001), and not
significantly different from 1is study 5 (P = 0.065), such that participants value accuracy as much or more than political concordance. Thus, we find no evidence that participants care more
about partisanship than accuracy. By contrast, this observation is consistent with the inattention-based account’s prediction that participants value accuracy as much as, or more than, other
dimensions. The results also confirm the inattention-based account’s second prediction that by default (that is, in the control), participants often do not consider accuracy. Accordingly, we see
that the probability of considering accuracy in the control is substantially lower than 1 (study 4, 0.40 [0.33, 0.59]; study 5, 0.60 [0.54, 0.65]). The confirmation of these two predictions provides
quantitative support for the claim that inattention to accuracy has an important role in the sharing of misinformation in the control condition. Finally, the results confirm the inattention-based
account’s third prediction, namely that priming accuracy in the treatment will increase attention to accuracy; the probability that participants consider accuracy is significantly higher in the
treatment compared to the control (study 4, P=0.005; study 5, P= 0.016). P values calculated using bootstrapping.



Extended Data Table 2 | Fraction of sharing of false content attributable to inattention, confusion and purposeful sharing in
study 6

Political content sharers All participants
Aggregate | Round 1 | Round 2 | Aggregate | Round 1 | Round 2
Inattention 51.2% 53.7% | 50.2% 50.8% 48.7% | 51.6%
Confusion 33.1% 28.1% | 35.0% 33.2% 31.3% | 34.1%
Purposeful sharing 15.8% 18.2% 14.8% 16.0% 20.0% 14.3%

The results are extremely similar across rounds of data collection, and when including participants who do not report sharing political content online.
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Extended Data Table 3 | Details for the three waves of study 7 data collection

Wave | Date Range Treatment Treatment Bots | Users Follow- | Qualified | DMs Link Rated Total tweets
Time Days Followed | backs Users sent clicks | tweets analyzed
analyzed

1 4/20/2018- 7:43pm 7 6 19,913 821 705 705 80 12,912 231,162
4/27/2018 EST (no 4/25)

2 9/12/2018- 5:00pm 3 7 23,673 3,111 2,153 1,060 | 60 24,912 387,993
9/14/2018 EST

3 1/28/2019- 7:00pm 12 13 92,793 7,432 2,521 2,330 | 169 15,918 564,843
2/08/2019 EST

Total 23 13 136,379 11,364 | 5,379 4,095 | 309 53,742 1,183,998




Extended Data Table 4 | Coefficients and P values associated with each model of quality for study 7

Tweet Article Randomization- Model Average Relative Quality Summed Relative Quality Discernment

Type Type Failure Spec Coeff | Regp | FRIp | Coeff | Regp | FRIp | Coeff | Regp | FRIp
All All ITT Wave FE 0.007 0.004 0.009 | 0.011 0.022 0.117 | 0.061 0.004 0.016
All All ITT Wave PS 0.007 0.006 0.009 | 0.010 | 0.020 0.098 | 0.059 0.004 0.018
All All ITT Date FE 0.006 0.019 0.040 | 0.009 0.070 0.267 | 0.053 0.019 0.055
All All ITT Date PS 0.006 0.041 0.035 | 0.008 0.087 0.179 | 0.050 | 0.028 0.052
All All Exclude Wave FE 0.007 0.008 0.027 | 0.013 0.007 0.074 | 0.065 0.003 0.016
All All Exclude Wave PS 0.007 0.011 0.024 | 0.012 0.009 0.068 | 0.062 0.003 0.019
All All Exclude Date FE 0.005 0.045 0.102 | 0.010 | 0.044 0.213 | 0.053 0.020 0.062
All All Exclude Date PS 0.005 0.069 0.067 | 0.009 0.071 0.159 | 0.051 0.032 0.062
RT All ITT Wave FE 0.007 0.003 0.004 | 0.012 0.007 0.029 | 0.058 0.001 0.003
RT All ITT Wave PS 0.007 0.004 0.004 | 0.011 0.006 0.020 | 0.055 0.001 0.003
RT All ITT Date FE 0.006 0.017 0.014 | 0.010 | 0.032 0.060 | 0.050 | 0.008 0.006
RT All ITT Date PS 0.006 0.027 0.012 | 0.009 0.042 0.035 | 0.047 0.016 0.013
RT All Exclude Wave FE 0.007 0.004 0.009 | 0.014 | 0.002 0.011 | 0.059 0.001 0.003
RT All Exclude Wave PS 0.007 0.005 0.008 | 0.013 0.002 0.011 | 0.057 0.001 0.004
RT All Exclude Date FE 0.006 0.032 0.032 | 0.011 0.018 0.038 | 0.049 0.010 0.008
RT All Exclude Date PS 0.006 0.042 0.023 | 0.010 | 0.033 0.027 | 0.047 0.021 0.017
All No Opinion | ITT Wave FE 0.007 0.002 0.015 | 0.012 0.012 0.115 | 0.061 0.004 0.017
All No Opinion | ITT Wave PS 0.007 0.004 0.016 | 0.011 0.011 0.100 | 0.058 0.004 0.021
All No Opinion | ITT Date FE 0.006 0.015 0.057 | 0.010 | 0.051 0.271 | 0.054 | 0.016 0.047
All No Opinion | ITT Date PS 0.006 0.031 0.044 | 0.009 0.063 0.179 | 0.054 | 0.018 0.034
All No Opinion | Exclude Wave FE 0.007 0.005 0.037 | 0.014 | 0.003 0.067 | 0.064 | 0.003 0.015
All No Opinion | Exclude Wave PS 0.007 0.008 0.035 | 0.013 0.005 0.066 | 0.060 | 0.003 0.019
All No Opinion | Exclude Date FE 0.006 0.033 0.130 | 0.011 0.027 0.205 | 0.056 0.015 0.047
All No Opinion | Exclude Date PS 0.006 0.051 0.080 | 0.010 | 0.047 0.149 | 0.055 0.019 0.036
RT No Opinion | ITT Wave FE 0.008 0.001 0.003 | 0.012 0.003 0.023 | 0.057 0.001 0.004
RT No Opinion | ITT Wave PS 0.008 0.002 0.004 | 0.012 0.003 0.019 | 0.054 0.001 0.004
RT No Opinion | ITT Date FE 0.007 0.009 0.013 | 0.010 0.022 0.059 | 0.051 0.006 0.007
RT No Opinion | ITT Date PS 0.007 0.013 0.007 | 0.010 | 0.026 0.028 | 0.050 | 0.010 0.008
RT No Opinion | Exclude Wave FE 0.008 0.001 0.009 | 0.014 | 0.001 0.008 | 0.058 0.001 0.004
RT No Opinion | Exclude Wave PS 0.008 0.003 0.008 | 0.013 0.001 0.009 | 0.056 0.001 0.005
RT No Opinion | Exclude Date FE 0.006 0.017 0.029 | 0.011 0.010 0.030 | 0.051 0.007 0.008
RT No Opinion | Exclude Date PS 0.006 0.021 0.014 | 0.011 0.018 0.019 | 0.050 0.013 0.011

In the model specification column, ‘FE’ represents fixed effects (that is, just dummies) and ‘PS’ represents post-stratification (that is, centred dummies interacted with the post-treatment

dummy). In the discernment column, the P value associated with the interaction between the post-treatment dummy and the source type dummy is reported; for all other dependent variables,
the P value associated with the post-treatment dummy is reported. P values below 0.05 are in bold. Together, the results support the conclusion that the treatment significantly increased the
quality of news shared. For the average relative quality score, virtually all (57 out of 64) analyses found a significant effect. For the summed relative quality score, most analyses found a signifi-
cant effect, except for the FRI-derived P values when including all tweets. For discernment, 60 out of 64 analyses found a significant effect. Reassuringly, there was little qualitative difference
between the two approaches for handling randomization failure, or across the four model specifications; and 98% of results were significant when only considering retweets without comment

(which are the low-engagement sharing decisions that our theory predicts should respond to the treatment).
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Facebook format) and asking them if they would consider sharing them on social media (and, in some cases, whether they believe
the headlines to be accurate). Study design for Study 7 involved messaging Twitter users with an accuracy prompt and tracking their
subsequent Twitter behavior.

o)
Q
=:
C
=
D
=
D
w
D
Q
=
(@)
>
=
(D
i}
©)
=
=
(@)
(%)
C
3
3
Q
=
=

Research sample Studies 1-6 involved participants from Amazon's Mechanical Turk and Lucid. The former is not nationally representative; the latter is
guote-matched to be representative based on age, gender, ethnicity, and region. Study 7 involved Twitter users and was not
representative. Our survey samples are "convenience samples". However, given that our focus is on social media behavior, recruiting
participants who complete online studies is a good fit. Demographics for the samples can be found in our Methods.

Sampling strategy Sample sizes for Studies 1-6 were based on previous studies of this nature and the maximum amount of money that we wished to
spend on the studies, given that we had no basis for an a priori estimated effect size (and such power analyses are often arbitrary
anyway: http://datacolada.org/4). Study 37involved following users on Twitter, and to comply with Twitter, our subject pool was the
individuals who followed back our accounts.

Data collection Data for Studies 1-6 was collected using online survey software (Qualtrics), which completed the randomization into separate
experimental conditions. Study 7 data was taken from Twitter.

Timing Study 1: August 13, 2019. Study 2: January 9-13, 2020. Study 3: October 4-6, 2017. Study 4: November 28-30, 2017. Study 5: May 1,
2019. Study 6: August 24, 2017. Study 7: 4/20/2018-4/27/2018 (Wave 1), 9/12/2018-9/14/2018 (Wave 2) and 1/28/2019-2/08/2019
(Wave 3).

Data exclusions Participants in Studies 3-6 were excluded if they did not use social media or had no interest in sharing political content. Study 3

involved a variety of exclusions that are explained in detail in the supplementary document (e.g., those who didn't tweet links to the
websites on our fact-checking rating list were excluded as they did not provide any data). This was preregistered. See Methods for
inclusion criteria for Study 7.

Non-participation Dropout was low in Studies 1-6. Study 1: 1.5% of the full sample. Study 2: 0%. Study 3: 5.7%. Study 4: 5.5%. Study 5: 7.5%. Study 6:
2.4%. Dropout was not possible in Study 7.

Randomization For Studies 1-6, randomization was completed using Qualtrics survey software. For Study 7, a randomization schedule was computed

to assign participants to experimental conditions while accounting for the blocking procedure. Then the Direct Messages were sent
out through the Twitter API using this randomization schedule.

Reporting for specific materials, systems and methods

We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material,
system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response.

Materials & experimental systems Methods
Involved in the study n/a | Involved in the study
Antibodies XI|[] chip-seq
Eukaryotic cell lines |Z |:| Flow cytometry
Palaeontology and archaeology |Z |:| MRI-based neuroimaging
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Human research participants

Policy information about studies involving human research participants

Population characteristics See above.

Recruitment Participants in Studies 1-6 were recruited online via Amazon's Mechanical Turk and Lucid for Academics. Study 7 participants
were selected via previous engagement with low-quality news sources. Regarding self-selection bias: For our survey
experiments, participants have to decide to complete the survey. This is, of course, true for any survey study run that
involves participant consent. In the Twitter experiment, only those who "followed back" our bots were included in the study;
nonetheless, we randomized our treatment within this group and therefore our causal inference is maintained.

Ethics oversight We had research clearance from Yale Human Subjects Committee (Studies 3, 4, 6, 7), MIT Committee on the Use of Humans
as Experimental Subjects (Study 2, 7), and the University of Regina Research Ethics board (Studies 1, 5). Participants in
Studies 3, 4, and 6 were not given consent forms because the Yale IRB had a consent form exception for online studies.

Consent was not obtained for Study 7, consistent with our approved ethics protocols (see supplementary materials, Section 4
for further explanation).
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Note that full information on the approval of the study protocol must also be provided in the manuscript.

Dual use research of concern

Policy information about dual use research of concern

Hazards

Could the accidental, deliberate or reckless misuse of agents or technologies generated in the work, or the application of information presented
in the manuscript, pose a threat to:

Yes

[] Public health

|:| National security

|:| Crops and/or livestock
|:| Ecosystems

|:| Any other significant area
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Experiments of concern

Does the work involve any of these experiments of concern:
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Demonstrate how to render a vaccine ineffective

Confer resistance to therapeutically useful antibiotics or antiviral agents
Enhance the virulence of a pathogen or render a nonpathogen virulent
Increase transmissibility of a pathogen

Alter the host range of a pathogen

Enable evasion of diagnostic/detection modalities

Enable the weaponization of a biological agent or toxin
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Any other potentially harmful combination of experiments and agents
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