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Modifying the Schrödinger equation
Another suggestion is that the collapse of the wave function is a real 
phenomenon. Cleary it cannot occur only during measurements; 
possibly, it is part of the quantum dynamics, but becomes dominant only 
during specific circumstances, such as measurements. 

This means that the unitary dynamics as expressed (at the non 
relativistic level) by the Schrödinger equation is not exact; it is an 
approximation of a nonlinear (and stochastic) dynamics. This is not new 
in physics. The linearity of Newton’s gravitational potential is a weak field 
approximation of a nonlinear dynamics as given by General Relativity. 

One interesting question is how to modify the Schrödinger equation in a 
nonlinear sense. Apparently there infinite ways of doing it. But then one 
can show that this not the case. The reason is the following.

1. A statistical mixture is a a collection {(|𝜓n>, pn)}n = 1,..N, where |𝜓n> are 
normalized states, not necessarily orthogonal to each other, and pn are 
positive numbers summing to 1. The idea is that the state of a system is 
described by |𝜓n> ; we do not know which one, we know only the 
probability distribution.  A statistical mixture can be associated the 
density matrix

2. Two statistical mixtures {(|𝜓n>, pn)}n = 1,..N and {(|𝜑m>, qm)}m = 1,..M are 
said to be equivalent if they give rise to the same density matrix:
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We focus now to the cases when the  states |𝜓n>  are orthogonal to 
each other and, similarly, the states |𝜑m> are orthogonal to each other. 

3. Equivalent statistical mixtures can be created (ideally, instantly) at a 
distance, by exploiting entanglement. Suppose that Alice and Bob, who 
are arbitrarily far away from each other, share an entangled pure (for 
simplicity) state ρAB = |Ψ><Ψ|.

Alice decides to measure one of two possible observables OA
1 and OA

2, 
whose associate operators are:

It is easy to show that 

By the Born rule and collapse postulate, Bob will end up with having the 
state:

Born rule
Collapse 

Ô
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This means that the two statistical mixtures 

are equivalent
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Being equivalent, the two mixtures cannot be distinguished. This is the 
essence of the no-signaling theorem, which will be discussed later in 
connection with nonlocality.

This is an experimental fact (up to experimental error), therefore any 
modification of QM must takes this into account. 

Given this, let us come back to our nonlinear dynamics. Assume that 
after Alice’s measurement, Bob waits a little bit for the nonlinear 
dynamics to build up, before performing a measurement. The state |𝜓n> 
changes into |𝜓F

n> , and likewise |𝜑n> changes into |𝜑F
n>. We assume 

the final states normalized (otherwise troubles would emerge in making 
sense of the wave function). Not that the probabilities pn and qm do not 
change because they are related to our ignorance about the true  state 
of the system

Then the two initially equivalent statistical mixtures need no remain 
equivalent any longer.  For example, consider the two equivalent 
statistical mixtures

{(| 1i, 1/2), (| 2i, 1/2)}, {(| +i, 1/2), (| �i, 1/2)}
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where |𝜓1> and |𝜓2> are orthogonal to each other and 

|𝜓±> = [|𝜓1> ± |𝜓2>]/√2. Suppose the nonlinear dynamics is such that 

| 1i ! | F
1 i

| 2i ! | F
2 i 6= | F
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Clearly, the initially equivalent mixtures loose their equivalence after 
some time. If they are not equivalent anymore, they can be distinguished 
by some measurement. Hence a faster-than-light protocol is possible.
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The faster-than-light effect here discussed, which is related to the 
collapse of the wave function and quantum nonlocality, has nothing to 
do with working with nonrelativistic QM. It would remain in relativistic 
QFT.

If we demand that faster-than-light is not possible, then the nonlinear 
dynamics must be such that the equivalence among statistical mixtures 
must be preserved over time. This poses a severe constraint. 

If the statistical equivalence is preserved over time, then one can define 
an evolution for the density matrix:

⇢0
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The nonlinear dynamics for the state vector uniquely identifies a 
dynamics for the density matrix. A key property is that the dynamics 
for the density matrix is, by construction, linear.

Take ρ = λ1 ρ1 + λ2 ρ2 (convex combination of ρ1 and ρ2). Let us 
consider a decomposition, among the many possible ones, of the 
two density matrices ρ1 and ρ2 :

Then ρ admits the decomposition
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⇢ = �1
X

n

p1n| 1
nih 1

n|+ �2
X

n

p2n| 2
nih 2

n|

<latexit sha1_base64="s+6uF9DFxa1ukflc9AAta/O5fgs=">AAACknicbVFbTxQxFO4MXnBBWcU3Xho3EBOTzcwEojEREF588AETF0i26+RM5+xuQy9j2yHZDPwg/o5v/hs7y4oInOS0X75zvvZcikoK55PkdxQvPXr85Onys87K6vMXa92Xr46dqS3HATfS2NMCHEqhceCFl3haWQRVSDwpzg7b+Mk5WieM/u5nFY4UTLQYCw4+UHn3ihU4EbrBnxqshdllh9mpoVv0U3Amw0Ml5Cllrla5ptWPNJwXrHKiRcyCnkgMae1F/9IX9N2NNPsnzW6k2cPSrJUybXStCrQdhrq8VVfe7SX9ZG70PkgXoEcWdpR3f7HS8Fqh9lyCc8M0qfyoAesFlxgarR1WwM9ggsMANSh0o2Y+0ku6GZiSjo0Nrj2ds7cVDSjnZqoImQr81N2NteRDsWHtxx9GjdBV7VHz64/GtaTe0HY/tBQWuZezAIBbEWqlfAoWuA9bbIeQ3m35PjjO+ul2f+db1ts/WIxjmWyQN+QtScl7sk++kCMyIDxai3ai3Wgvfh1/jD/Hh9epcbTQrJP/LP76B73Wx5E=</latexit>
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Suppose that the states |𝜓k
n> evolve into |𝜓k,F

n>. Then the density 
matrix ρ evolves into (remember that any decomposition is good to 
compute the time evolution of the density matrix, because 
equivalence is preserve):

⇢F = �1
X

n

p1n| 1,F
n ih 1,F

n |+ �2
X

n

p2n| 2,F
n ih 2,F

n |

= �1⇢1,F + �2⇢2,F

<latexit sha1_base64="h36/IfhhWOj/7BLS20qIKM3HjP8=">AAADQnicjVJNb9QwEHXCR8vy0S0cuVisQEigVRJRwQWpAglxLBLbrrTeRo4zu2vVdoLtIKLs/rZe+gu48QO4cABVvXLASVdsuykSI9l+mnnzMjOZJBfc2CD45vnXrt+4ubF5q3P7zt17W93t+/smKzSDActEpocJNSC4goHlVsAw10BlIuAgOXpbxw8+gzY8Ux9tmcNY0qniE86oda542xuSBKZcVfBJUa1puegQPcviilj4Yt3NVYnfLRb4CX7tDhFOOqVxiIkpZKxwfhi6e05yww+r8PlaVqyIpmoqwOXVD/4nb46f/RWPVuLRSjz6T/EreHNMVKYKmYDGhOBOq5em41ZVl0tqOC3xlXCHgEovjDHu9oJ+0Bhug3AJemhpe3H3K0kzVkhQlglqzCgMcjuuqLacCXD/pTCQU3ZEpzByUFEJZlw1K7DAj50nxZNMu6MsbrwXMyoqjSll4piS2plZj9XOq2Kjwk5ejSuu8sKCYucfmhQC2wzX+4RTroFZUTpAmeauVsxmVFNm3dbVQwjXW26D/agfvujvfIh6u2+W49hED9Ej9BSF6CXaRe/RHhog5h17372f3i//xP/hn/pn51TfW+Y8QJfM//0HhzUOhw==</latexit>

The conclusion is: to avoid faster-than-light signaling, the (nonlinear) 
dynamics for the state vector must be such that, at the density 
matrix level, the evolution is linear. 

The basic reason for the result is that ”ignorance propagates 
linearly”, i.e. if a system is initially either in state x with probability p 
and in state y with probability q, and if x evolves into X and y into Y, 
then the system will end up in state X with probability p and in state 
Y with probability q.

It is rather obvious that a deterministic nonlinear dynamics for the 
state vector cannot become linear at the density matrix level: these 
dynamics are excluded at the fundamental level. Extra degrees of 
freedom, in the form of stochastic terms are needed in order to 
wash out nonlinearities of the state vector’s dynamics at the density 
matrix level. This poses a strong constraint of the possible forms of 
the dynamics. 

Physics books are full of nonlinear deterministic Schrödinger’s 
equations, such as the Gross-Pitaevskij equation, or the Schrödinger 
Newton equation. These are phenomenological equations, which are 
very useful and valid within their domain of validity. They cannot be 
considered or promoted to fundamental equations, for the reasons 
explained here above. 
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Nonlinear stochastic Schrödinger 
equation

Which kind of dynamics can we write, considering the previous 
constraint? We assume that the dynamics is Markovian, which in general 
is a good working hypothesis. There has been quite an extensive work 
also with non-Markovian models, though. 

At the density matrix level, the dynamics is of the QDS type and by 
construction is completely positive, since it is defined at the wave 
function level. Therefore it is of the Lindblad type:

Then, mathematically speaking, the goal is to find a dynamics for the 
wave function which, at the density matrix level, reproduces the 
Lindblad equation.

Since the Lindblad equation consists of a unitary part, plus a non-unitary 
term, it is rather natural to look for an equation for the wave function 
which also consists of two parts: a unitary part (the standard 
Schrödinger dynamics) and a non unitary (nonlinear and stochastic) part. 

As a working model, we assume that the non unitary part occurs as a 
jump process, i.e. at random times. One can consider a continuous 
process, and there is an extended literature at this regard, based on 
stochastic differential equations for the wave function. We will not touch 
on this

A very natural model for a jump process is a Poisson process
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1

Chapter I

The Poisson Process

1. Three Ways To Define The Poisson Process

A stochastic process (N(t))t�0 is said to be a counting process if N(t) counts the total

number of ’events’ that have occurred up to time t. Hence, it must satisfy:

(i) N(t) � 0 for all t � 0.

(ii) N(t) is integer-valued.

(iii) If s < t, then N(s)  N(t).

(iv) For s < t, the increment N((s, t])
def
= N(t)�N(s) equals the number of events that have

occurred in the interval (s, t].

A counting process is said to have independent increments if the numbers of events that

occur in disjoint time intervals are independent, that is, the family (N(Ik))1kn consists

of independent random variables whenever I1, ..., In forms a collection of pairwise disjoint

intervals. In particular, N(s) is independent of N(s+ t)�N(s) for all s, t � 0.

A counting process is said to have stationary increments if the distribution of the number

of events that occur in any interval of time depends only on the length of the time interval.

In other words, the process has stationary increments if the number of events in the interval

(s, s+ t], i.e. N((s, s+ t]) has the same distribution as N((0, t]) for all s, t � 0.

One of the most important types of counting processes is the Poisson process, which can

be defined in various ways.

Definition 1.1. [The Axiomatic Way]. A counting process (N(t))t�0 is said to be

a Poisson process with rate (or intensity) �, � > 0, if:

(PP1) N(0) = 0.

(PP2) The process has independent increments.

(PP3) The number of events in any time interval of length t is Poisson distributed with mean

�t. That is, N((s, t])
d
= Poi(�t) for all s, t � 0:

P(N((s, t]) = n) = e
��t (�t)

n

n!
, n 2 N0.

If � = 1, then (N(t))t�0 is also called standard Poisson process.

Note that condition (PP3) implies that (N(t))t�0 has stationary increments and also that

EN(t) = �t, t � 0,
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2

which explains why � is called the rate of the process.

In order to determine if an arbitrary counting process is actually a Poisson process, the

conditions (PP1–3) must be shown. Condition (PP1), which simply states that the counting

of events begins at time t = 0, and condition (PP2) can usually be verified directly from our

knowledge of the process. However, it is not at all clear how we could determine validity of

condition (PP3), and for this reason an equivalent definition of a Poisson process would be

useful.

A function f : R ! R is said to be o(h) (for h ! 0), if

lim
h!0

f(h)

h
= 0.

Definition 1.2. [By Infinitesimal Description]. A counting process (N(t))t�0 is

said to be a Poisson process with rate �, � > 0, if:

(PP1) N(0) = 0.

(PP4) The process has stationary and independent increments.

(PP5) P(N(h) = 1) = �h+ o(h).

(PP6) P(N(h) � 2) = o(h).

That the processes defined by 1.1 form a subclass of those defined by 1.2 is easily assessed,

but a proof of the reverse inclusion requires some work which we postpone to the end of this

section. However, the essence of the proof is disclosed by the following heuristic argument

based upon the Poisson limit theorem which states that

lim
n!1

B(n, ✓n)({k}) = Poi(✓)({k}), k 2 N0,

whenever ✓, ✓1, ✓2, ... are positive numbers such that n✓n ! ✓, as n ! 1 (+ [1, Satz 29.4]).

Plainly, we must only argue that (PP1) and (PP4–6) ensure N(t)
d
= Poi(�t) for all t > 0.

To see this subdivide the interval [0, t] into k equal parts where k is very large. Note that, by

(PP6), the probability of having two or more events in any subinterval goes to 0 as k ! 1.

This follows from

P(2 or more events in any subinterval)


kX

i=1

P(2 or more events in the ith subinterval)

= k o

✓
t

k

◆
= t

o(t/k)

t/k
! 0

as k ! 1. Hence, N(t) will (with probability going to 1) just equal the number of subintervals

in which an event occurs. However, by (PP4) this number will have a binomial distribution

with parameters k and pk = �t/k+ o(t/k). By letting k ! 1, we thus see that N(t) will have
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Consider then what happens, at the density matrix level in an 
infinitesimal amount of time:

⇢(t+ dt) = (1� �dt)

✓
⇢(t)� i

~ [H, ⇢(t)]

◆
+ �dtT [⇢(t)]

<latexit sha1_base64="UR1jmeA1P/xKaDhrIrkpMp//+pk=">AAACXHicbVHLSsQwFE3ra6yvUcGNm4uDMKIOrSi6EUQ3LhUcFdoypGk6DZM+SG6FocxPunPjr2jmIfi6EDicc+69yUlUSqHRdd8se25+YXGpseysrK6tbzQ3tx51USnGu6yQhXqOqOZS5LyLAiV/LhWnWST5UzS4GetPL1xpUeQPOCx5mNF+LhLBKBqq19SB7wQqLdoIhxDjAVxC24NjCKSZEdMJFUieYBumtoOxmCjKajGqgzSiagT+7dGXGhog+qmxHX6bAQ/+l+4EYa/ZcjvupOAv8GagRWZ112u+BnHBqoznyCTV2vfcEsOaKhRM8pETVJqXlA1on/sG5jTjOqwn4Yxg3zAxJIUyJ0eYsN87apppPcwi48wopvq3Nib/0/wKk4uwFnlZIc/ZdFFSScACxklDLBRnKIcGUKaEuSuwlJrk0PyHY0Lwfj/5L3g86XinnbP7k9bV9SyOBtkle6RNPHJOrsgtuSNdwsgb+bAa1rL1bs/bK/ba1Gpbs55t8qPsnU9Lqq9m</latexit>

No event → Schrödinger 
evolution

Event → collapse term

i.e.

d

dt
⇢(t) = � i

~ [H, ⇢(t)]� � (⇢(t)� T [⇢(t)])

<latexit sha1_base64="twm2HvjLBs4nKKSgZN4CpnEQZw0=">AAACUXicbZFLa9tAFIWv1eZROQ+3XXYz1ARsSIxkWpJNIaQbL12IHyAJMxqNrMGjBzNXASP0F7toV/0f2XTR0rGthjTphWEO57uXmTkTFlJodJwfLevFy739g8NXdvvo+OS08/rNVOelYnzCcpmreUg1lyLjExQo+bxQnKah5LNw9XnDZ3dcaZFnt7gueJDSZSZiwSgaa9FJfM/2Y0VZFdVVhLWvkryHffKJXJCdL+rKT0KqauKNzknDgw2W5piImp3H2PtLDLj1Hrp8JZYJ9m0/WHS6zsDZFnku3EZ0oanxovPNj3JWpjxDJqnWnusUGFRUoWCS17Zfal5QtqJL7hmZ0ZTroNomUpMz40QkzpVZGZKt+3iioqnW6zQ0nSnFRD9lG/N/zCsxvgoqkRUl8oztDopLSTAnm3hJJBRnKNdGUKaEuSthCTU5ovkE24TgPn3yczEdDtwPg49fht3rmyaOQ3gH76EHLlzCNYxgDBNg8BXu4Rf8bn1v/bTAsnatVquZeQv/lNX+AydQsGk=</latexit>

which is a special type of Lindblad equation, with: 

T [⇢(t)] =
X

i

�iLi⇢(t)L
†
i ,

X

i

�iL
†
iLi = 1

<latexit sha1_base64="P2wlfPe7SEEtguerlL4Y8nfoLAk=">AAACVHicbVFbS8MwGE3rvd6mPvoSHIKCjHYo+iIMffHBBwWnQlPH1zTrwpK2Jqkwxn6kPgj+El98MN0mePsg4eSc8+VyEheCa+P7b447Mzs3v7C45C2vrK6t1zY2b3VeKsraNBe5uo9BM8Ez1jbcCHZfKAYyFuwu7p9X+t0TU5rn2Y0ZFCySkGa8yykYS3VqfRJ6NyFRvXzP7Ef4FBNdyg7HJAUpwYLLajGRK/xAEkhTpg4weXwsISHV9F/Tl3G8wSkOPBJ1anW/4Y8L/wXBFNTRtK46tReS5LSULDNUgNZh4BcmGoIynAo28kipWQG0DykLLcxAMh0Nx6GM8K5lEtzNlR2ZwWP2e8cQpNYDGVunBNPTv7WK/E8LS9M9iYY8K0rDMjo5qFsKbHJcJYwTrhg1YmABUMXtXTHtgQJq7D94NoTg95P/gttmIzhsHF03662zaRyLaBvtoD0UoGPUQhfoCrURRc/o3UGO47w6H+6MOzexus60Zwv9KHftE/IVsBY=</latexit>

Going back to the wave function, the nonlinear process cannot be 
deterministic, otherwise the nonlinearity does not cancel at the density 
matrix level. So it has to be stochastic. Suppose that an initial state |ψ> 
is transformed into: 

| i ! |Fk( )i, with probability pk

<latexit sha1_base64="lmROVoX7qPwcXoqy/EpaqfYozS4=">AAACQXicbVBNaxRBFOyJ0cT1I6sevTTZCBFkmQkJEbwEBfGYgJss7AzDm963u832dDfdb4zLJH/Ni//Am3cvHhTxmos9mznkw4KG6qp6/VGFVdJTHH+PVu6s3r23tn6/8+Dho8cb3SdPj72pnMCBMMq4YQEeldQ4IEkKh9YhlIXCk2L+rvFPPqHz0uiPtLCYlTDVciIFUJDy7jAddc5S62XqQE8V8vQNT52czgicM6fN9ux9Pt9uIi/bzKtliPAz1aeSZtw6U0AhlaQF37L5fOu8k2Z5txf34yX4bZK0pMdaHObdb+nYiKpETUKB96MktpTV4EgKheHIyqMFMYcpjgLVUKLP6mUD5/xFUMZ8YlxYmvhSvTpRQ+n9oixCsgSa+ZteI/7PG1U0eZ3VUtuKUIvLiyaV4mR4UycfS4eC1CIQEE6Gt3IxAweCQumdUEJy88u3yfFOP9nt7x3t9A7etnWss+dsk22zhO2zA/aBHbIBE+wL+8F+sd/R1+hn9Cf6exldidqZZ+waoot/Tgavhg==</latexit>

with |Fk(ψ)> normalized state vector. Then it must be: 

X

k

pk|Fk( )ihFk( )| =
X

i

Li| ih |L†
i

<latexit sha1_base64="32FMF57fri19j3VXmz7VlCoL7Y8=">AAACT3icbVHPa9swGJWzdk3cdfW24y6iYZBdgl1atkuhbDB22CGD5QdErpGVz46ILBtJHoQk/+Eu263/Ri87bIzJnilNsg8eerz3fXzSU1wIro3v3zqtRweHj4/aHff4ycnTU+/Z85HOS8VgyHKRq0lMNQguYWi4ETApFNAsFjCOF+8rf/wVlOa5/GKWBYQZTSVPOKPGSpGXkKlLdJlFC1xYrD9Eix4pNH9NFJWpACLqA+N7Y42vcD3B8SeLdSVuN1fK2no3ZEbTFJRLwsjr+n2/LrxPgoZ0UVODyPtBZjkrM5CGCar1NPALE66oMpwJ2Lik1FBQtqApTC2VNAMdruo8NviVVWY4yZWFNLhWH06saKb1MottZ0bNXO96lfg/b1qa5G244rIoDUj2b1FSCmxyXIWLZ1wBM2JpCWWK27tiNqeKMmO/wLUhBLtP3iej835w0b/8fN69ftfE0UYv0RnqoQC9QdfoIxqgIWLoG7pDv9Bv57vz0/nTalpbTkNeoK1qdf4CP0uzhA==</latexit>

we have absorbed the coefficients 𝛾I into the Lindblad operators Li. The 
right hand and hand side of the equation represent two equivalent 
unravelings and by theorem 2.6 page 103 on Nielsen-Chuang
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Then, by dropping the tilde:

p
pk|Fk( )i =

X

i

ukiLi| i = L̃k| i

<latexit sha1_base64="svkL59igbq6bHOMRKlfcrJmhZo0=">AAACRnicbZDNSxtBGMbfja0fa6vRHnsZGgR7Cbui6EUICtJDDwqNCtllmZ28icPOzq4z7wphzV/nxbO3/gm9eLAUr05iDn70hYEfz/O8zMyTlkpaCoLfXmPuw8f5hcUlf/nT55XV5tr6qS0qI7ArClWY85RbVFJjlyQpPC8N8jxVeJZmhxP/7AqNlYX+RaMS45wPtRxIwclJSTOOen5kLw3VZZKN2fVRkm1GpZXfI8P1UCHbZ5Gt8kSyKqkzOWY/HV5PEi8CJFUfnZO9cvwoTpqtoB1Mh72HcAYtmM1x0ryL+oWoctQkFLe2FwYlxTU3JIXCsR9VFksuMj7EnkPNc7RxPa1hzDac0meDwrijiU3Vlxs1z60d5alL5pwu7FtvIv7P61U02ItrqcuKUIvniwaVYlSwSaesLw0KUiMHXBjp3srEBTdckGvedyWEb7/8Hk632uF2e+dkq9U5mNWxCF/hG2xCCLvQgR9wDF0QcAN/4AH+erfevffPe3yONrzZzhd4NQ14AguvsOc=</latexit>

Theorem 2.6 New Lindblad term -
unitary freedom of the 
Lindblad equation 

|Fk( )i =
Lk| ip

pk

<latexit sha1_base64="noqsrW2hGHLj+jQNIMqkfRnRDY0=">AAACJ3icbVDLSsQwFE19W1+jLt0EB2HcDO2g6EYZFMSFCwVHhbaUNJPOhKZpTVJh6PRv3PgrbgQV0aV/Yjp2oY4HLhzOuTe59wQpo1JZ1ocxMTk1PTM7N28uLC4tr9RW165kkglMOjhhibgJkCSMctJRVDFykwqC4oCR6yA6Lv3rOyIkTfilGqTEi1GP05BipLTk1w5dxxye+FHDTSXddgXiPUYgPIBuKBDOz/wIDkurcorclbdC5akfFYXpen6tbjWtEeA4sStSBxXO/dqz201wFhOuMENSOraVKi9HQlGsnzfdTJIU4Qj1iKMpRzGRXj66s4BbWunCMBG6uIIj9edEjmIpB3GgO2Ok+vKvV4r/eU6mwn0vpzzNFOH4+6MwY1AlsAwNdqkgWLGBJggLqneFuI90QEpHa+oQ7L8nj5OrVtPeae5etOrtoyqOObABNkED2GAPtMEpOAcdgME9eAQv4NV4MJ6MN+P9u3XCqGbWwS8Yn1/fzqYH</latexit>

and since the left hand side is normalized, we arrive at the final result:

| i ! Lk| i
kLk| ik

, with probability pk = kLk| ik2

<latexit sha1_base64="iDBjKbrXh5ZefoYYLgajUgWWyFA=">AAACfXicbVFNbxMxEPUuX2X5aIAjlxFpJUBVtBuBioSQKrhw4FAk0laKl2jW8SZWvPZiz1KiTf4Fv4wbf4ULOGkOJe2TLD2/mSeP3xS1Vp7S9HcU37h56/adnbvJvfsPHu52Hj0+8bZxQg6E1dadFeilVkYOSJGWZ7WTWBVanhazD6v66XfpvLLmC81rmVc4MapUAilIo85PPkwWvPaKOzQTLYG/Be7UZEronD1fX0uHov00msHlxmXLF7AtAl8sD4B/a3AMnOQPas8VTaF2tsBCaUVz2KuD5x1cb/7a31smPB91umkvXQOukmxDumyD41HnFx9b0VTSkNDo/TBLa8pbdKREGDXhjZc1ihlO5DBQg5X0ebtObwn7QRlDaV04hmCtXna0WHk/r4rQWSFN/XZtJV5XGzZUvslbZeqGpBEXD5WNBrKwWgWMlZOC9DwQFE6FWUFMMYRNYWFJCCHb/vJVctLvZa96rz/3u0fvN3HssKfsGXvOMnbIjthHdswGTLA/EUQvopfR33g/Poh7F61xtPE8Yf8hPvwHp9vBXQ==</latexit>

together with the constraint
X

k

L†
kLk = 1

<latexit sha1_base64="blUiLD/wnIQAyo5+SHst+TW1Gsw=">AAACCXicbZDLSsNAFIYn9VbjLerSzWARXJWkKLoRim5cuKhgL5DEMJlM0qGTCzMToYRu3fgqblwo4tY3cOfbOGmz0NYfBj7+cw5nzu9njAppmt9abWl5ZXWtvq5vbG5t7xi7ez2R5hyTLk5Zygc+EoTRhHQllYwMMk5Q7DPS90dXZb3/QLigaXInxxlxYxQlNKQYSWV5BnRs3RF57I3gjTe6dwIURYSXDC+gpTuuZzTMpjkVXASrggao1PGMLydIcR6TRGKGhLAtM5NugbikmJGJ7uSCZAiPUERshQmKiXCL6SUTeKScAIYpVy+RcOr+nihQLMQ49lVnjORQzNdK87+ancvw3C1okuWSJHi2KMwZlCksY4EB5QRLNlaAMKfqrxAPEUdYqvB0FYI1f/Ii9FpN66R5ettqtC+rOOrgAByCY2CBM9AG16ADugCDR/AMXsGb9qS9aO/ax6y1plUz++CPtM8fVfOYLg==</latexit>

which also ensures that the probabilities pk sum to 1. 

This is the general form of a collapse model, based on a discrete Poisson 
process. The collapse model then reads:

1. A wave function is associated to a physical system, as in standard 
QM.

2. The wave function evolves according to the Schrödinger equation, 
except that at random times it is subject to a random collapse as 
described above. 

For different systems, collapses occur independently (minimal choice). 
As for any theory, collapse models declare what there is, and how it 
changes in time. Everything lese follows from here. Note that a new 
parameter has been introduced, the collapse rate λ. The operators Li
identify the model; there can be different choices. 
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The GRW model
Since the problem with Quantum Mechanics is why we do not see 
objects delocalized in space, the assumption is that collapses occur in 
space. Therefore the discrete index k becomes a continuous index x, the 
point in space where the collapse occurs

Given a system on N particles, the collapse operator associated to the i-
th particle is taken equal to: 

L(i)(x) =
1

(⇡rC)3/4
exp


(qi � x)2

2r2C

�

<latexit sha1_base64="dFNud4A1SQiPL+vA86wbKhzeSaQ=">AAACdXicbVFNj9MwEHXC1xK+ClyQEJLZAmoP203KIrggrdgLBw6LRHdXitPIcZ3WWscJ9gS1svwP+HXc+BtcuOK2QYLdHcnW05t5M/abopHCQBz/DMJr12/cvLVzO7pz9979B72Hj05M3WrGJ6yWtT4rqOFSKD4BAZKfNZrTqpD8tDg/WudPv3FtRK2+wKrhWUXnSpSCUfBU3vtO0ujT1A7E0A0sKUq8dEP8HpNSU2YTZwekEVjnlgBfgr+FWuEj54ZT+3r/wDlM+LLBRPIS0k60bfPV5QLv4b8tp2Nnx1f08TwmWswXkEUky3v9eBRvAl8GSQf6qIvjvPeDzGrWVlwBk9SYNIkbyCzVIJjkLiKt4Q1l53TOUw8VrbjJ7MY1h196ZobLWvujAG/YfxWWVsasqsJXVhQW5mJuTV6VS1so32VWqKYFrth2UNlKDDVerwDPhOYM5MoDyrTwb8VsQb134BcVeROSi1++DE7Go+Rg9ObzuH/4obNjBz1Fu2iAEvQWHaKP6BhNEEO/gifB82A3+B0+C1+Er7alYdBpHqP/Itz/A1/wvKo=</latexit>

where qi is the position operator of particle i. In the position 
representation, the action of the operator amounts to multiplying the 
wave function by a Gaussian.

A second parameter appears, the size rc of the Gaussian function; in 
total, we have two new parameters.  The rest of this section is meant to 
explain how the new dynamics works. 

Example 1. Collapse probability. Consider a particle in 1 dimension, 
whose state is delocalized in space

Collapse operator 

Collapse probability 

Possible Collapse point 
Possible 
collapse point 

Collapse operator 
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The collapse is more likely to occur where the the wave function is more 
appreciably different from 0. This is the ultimate reason for the 
recovering of the Born rule, which we haven’t talked about, so far.

Example 2. Large Gaussian. Consider a particle in a Gaussian state, 
centered in x = a with width r ≫ rc.  

The most probable collapse will occur around x = a. let as assume for 
simplicity that it occurs exactly in a.  

 (x) =
1

4
p
⇡r

e
(x�a)2

2r2 ! 1

N
e

(x�a)2

2r2c e
(x�a)2

2r2

' 1
4
p
⇡rc

e
(x�a)2

2r2c

<latexit sha1_base64="pQP8GsQxq+FLsSa1bYOhZRHQsdY=">AAADJ3icfVJLbxMxEPYur7I8msKRy4gIlB6IslERXCpVcOGEikTaSvE28jqzidVd78b2QlbW/hsu/BUuSIAQHPkneJOgPtIyku3PM575xp8dF6nQptf77fnXrt+4eWvjdnDn7r37m62tBwc6LxXHAc/TXB3FTGMqJA6MMCkeFQpZFqd4GJ+8buKHH1Bpkcv3piowythEikRwZpxrtOXt0hgnQlqcSaYUq+qAFlp05tuwCzRRjNuwtlTPlBnuRJYWAlRdAx7bZbAzh2fAto/7te2DcksNT4EqMZkaVy7/2Oz+VXl7Zd7IUoNz42YhK+B13RT6HweVuSyzGBVQGjgKLTKcneU63/Fa/auvcGkrp3wBRTk+FWvUave6vYXBOghXoE1Wtj9qfaPjnJcZSsNTpvUw7BUmskwZwVN04pcaC8ZP2ASHDkqWoY7s4p1reOI8Y0hy5YY0sPCezbAs07rKYncyY2aqL8Ya52WxYWmSl5EVsigNSr4kSsoUTA7Np4GxUMhNWjnAuBKuV+BT5sQz7msFToTw4pXXwUG/G+50n7/rt/dereTYII/IY9IhIXlB9sgbsk8GhHufvC/ed++H/9n/6v/0fy2P+t4q5yE5Z/6fv+GSAmw=</latexit>

collapse

The initially spread out wave function has been localized in space, with 
resolution equal to rc. 

Example 3. Narrow gaussian. Consider a particle still in a Gaussian state, 
centered in x = a, with width r ≪ rc

a a
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collapse

a a

Now we have

The state hasn’t changed much.

Example 4. Now consider a particle whose state is the superposition of 
two Gaussian states, one centered in x = a and the other in x = -a, with 
2a ≫ rc, each having spread r ≪ rc.   

collapse

-a aa

+

-a

 (x) =
1

4
p
⇡r

e�
(x�a)2

2r2 ! 1

N
e
� (x�a)2

2r2c e�
(x�a)2

2r2

' 1
4
p
⇡rc

e�
(x�a)2

2r

<latexit sha1_base64="8RCg2zuNpvYj0U/3OGWxRt2Jtfk=">AAADGHicfVJNb9MwGHbC1wgf6+DI5RUVqDusaqohuCBNcOGEhkS3SXVWOe6b1lripLYDjaz8DC78FS4cQIjrbvwbnLaIboW9ku3H79djP3ZcpEKbXu+X51+7fuPmra3bwZ279+5vt3YeHOm8VBwHPE9zdRIzjamQODDCpHhSKGRZnOJxfPa6iR9/QKVFLt+bqsAoYxMpEsGZca7RjtelMU6EtDiTTClW1QEttOjMd+El0EQxbsPaUj1TZrgfWVoIUHUNeGr3ltHOHPaA7Z72a9sH5ZYangJVYjI1rl/+sdn9afP2/4UjSw3OjZuFrIDXddPpShYqc1lmMSqgNHAkWmQ4W2e7eOgNgitusd49oCjHf9UZtdq9bm9hsAnCFWiTlR2OWud0nPMyQ2l4yrQehr3CRJYpI3iKTu1SY8H4GZvg0EHJMtSRXTxsDU+cZwxJrtyQBhbe9QrLMq2rLHaZGTNTfTnWOP8VG5YmeRFZIYvSoORLoqRMweTQ/BIYC4XcpJUDjCvhzgp8ypxSxv2lwIkQXr7yJjjqd8P97rN3/fbBq5UcW+QReUw6JCTPyQF5Qw7JgHDvk/fF++Z99z/7X/0f/s9lqu+tah6SC+af/wYXMvrY</latexit>
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The collapse has roughly ½ probability to occur on the left at x = –a, and 
½ probability to occur on the right at x = a. Suppose it occurs no the 
right. Then:

 (x) =
1

N


e�

(x+a)2

2r2 + e�
(x�a)2

2r2

�
! 1

N 0 e
� (x�a)2

2r2c


e�

(x+a)2

2r2 + e�
(x�a)2

2r2

�

' 1

N 0


e
� 2a2

2r2c e�
(x+a)2

2r2 + e�
(x�a)2

2r2

�

<latexit sha1_base64="uGUhI4WYlcMmbii8Rh6Ber46jQQ=">AAADp3icrVLLjtMwFHUTHkN4dWDJxqI8WqGpkggEG6QRbBALGMS0U6nOVI5701qTOBnbgUZWPo2fYMff4LQRMC2wmislOTnH9j05uXGRcqV9/0fHca9cvXZ974Z389btO3e7+/fGKi8lgxHL01xOYqog5QJGmusUJoUEmsUpnMRnbxv95AtIxXNxrKsCoowuBE84o9pSs/3ONxLDggsD54JKSavaI4Xi/dUAv8YkkZSZoDYfakxSSPQUw6k52ND9FX6G6eA0rE2IpX3U2BIX9IMtnUi+WOoIP2mRbZh/bd5+9Xla//OEmSEaVtreuagwq+vmSO8ybRGRizKLQWJCPOtK8QzOt+3tBhHS/zm8ZGseATH//bNm3Z4/9NeFd0HQgh5q62jW/U7mOSszEJqlVKlp4Bc6MlRqzlKweZYKCsrO6AKmFgqagYrMes5q/Ngyc5zk0l5C4zX75w5DM6WqLLYrM6qXaltryL9p01InryLDRVFqEGzTKClTrHPcDC2ecwlMp5UFlEluvWK2pDYzbUfbsyEE25+8C8bhMHg+fPEp7B2+aePYQw/QQ9RHAXqJDtE7dIRGiDmPnPfOZ+fYHbgf3bE72Sx1Ou2e++hCufQnST8j1g==</latexit>

Where only the approximation r ≪ rc has been used. The Gaussian on 
the right has been exponentially suppressed, and is essentially pert of 
the tail of the Gaussian on the right.

Example 5. Now consider a particle whose state is the superposition of 
two Gaussian states, one centered in x = a and the other in x = -a, with 
2a ≪ rc, each having spread r ≪ rc.   

collapse

-a a

+

-a a

+

≃0

As before, the collapse is more likely to occur around x = -a or x = a. 
Suppose it occurs at x =a. The calculation is the same as before, since 
only the approximation r ≪ rc has been used :
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 (x) =
1

N


e�

(x+a)2

2r2 + e�
(x�a)2

2r2

�
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N 0 e
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<latexit sha1_base64="uGUhI4WYlcMmbii8Rh6Ber46jQQ=">AAADp3icrVLLjtMwFHUTHkN4dWDJxqI8WqGpkggEG6QRbBALGMS0U6nOVI5701qTOBnbgUZWPo2fYMff4LQRMC2wmislOTnH9j05uXGRcqV9/0fHca9cvXZ974Z389btO3e7+/fGKi8lgxHL01xOYqog5QJGmusUJoUEmsUpnMRnbxv95AtIxXNxrKsCoowuBE84o9pSs/3ONxLDggsD54JKSavaI4Xi/dUAv8YkkZSZoDYfakxSSPQUw6k52ND9FX6G6eA0rE2IpX3U2BIX9IMtnUi+WOoIP2mRbZh/bd5+9Xla//OEmSEaVtreuagwq+vmSO8ybRGRizKLQWJCPOtK8QzOt+3tBhHS/zm8ZGseATH//bNm3Z4/9NeFd0HQgh5q62jW/U7mOSszEJqlVKlp4Bc6MlRqzlKweZYKCsrO6AKmFgqagYrMes5q/Ngyc5zk0l5C4zX75w5DM6WqLLYrM6qXaltryL9p01InryLDRVFqEGzTKClTrHPcDC2ecwlMp5UFlEluvWK2pDYzbUfbsyEE25+8C8bhMHg+fPEp7B2+aePYQw/QQ9RHAXqJDtE7dIRGiDmPnPfOZ+fYHbgf3bE72Sx1Ou2e++hCufQnST8j1g==</latexit>

≃ 1

Now however the Gaussian on the left is not exponentially suppressed: 
both terms of the superposition survive.    

The conclusion is that not all superposition states collapse; only those 
with spread larger than rc do collapse. The other ones are not 
appreciably affected (of course, they also change a bit, but not much). 
This is the physical meaning of the parameter rc.

We can summarize the situation in the following way

Hilbert space of the system

States with 
delocalization 
Δx ≪ rc

STABLE UNDER 
COLLAPSE

States with 
delocalization 
Δx ≫ rc

UNSTABLE UNDER 
COLLAPSE

collapse

These considerations suggest the numerical value one should attribute 
to rc: a mesoscopic distance, which kills macroscopic superpositions (Δx
≫ rc) but preserves microscopic ones (Δx ≪ rc), which have been tested 
experimentally with success. The number suggested in the literature is:

rc ≃ 10-5 cm
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Amplification mechanism
This is a crucial property of collapse models. So far we considered only 
what happens for one particle. Suppose we have two particles (the 
generalization to an arbitrary number of particles tis straightforward), 
which form a bounded system, like a diatomic molecule, an example of a 
rigid object. The composite system is in a superposition  state as in the 
picture 

-a

+

a
-a-δ -a+δ a-δ a+δ

1 2 1 2+

collapse

a
a-δ a+δ

1 2

The initial state of the two-particle system is:

r ≪ rc
2a ≫ rc
δ ≪ a

 (x, y) =
1

N


e�

(x+a+�)2

2r2 e�
(y+a��)2

2r2 + e�
(x�a+�)2

2r2 e�
(y�a��)2

2r2

�

<latexit sha1_base64="u24I7wZpRmb6YGobyhBF/x9oIYo=">AAACtnicdVFLa9tAEF6pj6Tqy2mPvQw1BYfURnITmkshNJeeSgp1kiLJZrUe2UtWD3ZHJULoJ/bSW/9N1o+D8ujAsB/ffPPt7kxSKmnI9/857qPHT57u7D7znr94+ep1b+/NuSkqLXAiClXoy4QbVDLHCUlSeFlq5Fmi8CK5Ol3VL36jNrLIf1JdYpzxRS5TKThZatb7E4VeVBo5uP5Y78MXgCjVXDRB23xvIVKYUgg4bYYbenANB8BtRnNUxPdhOm6bMWh7tNDV1Wvd8GHdwW3HYdfx/4bDrmFXFmm5WFIMXhTPen1/5K8D7oNgC/psG2ez3t9oXogqw5yE4saEgV9S3HBNUihsvagyWHJxxRcYWpjzDE3crMfewgfLzCEttM2cYM12OxqeGVNniVVmnJbmbm1FPlQLK0qP40bmZUWYi81FaaWACljtEOZSoyBVW8CFlvatIJbczonspj07hODul++D8/EoOBwd/Rj3T75ux7HL3rH3bMAC9pmdsG/sjE2YcD45v5zEEe6xO3XRXWykrrPtectuhVveACyVzNA=</latexit>

The collapse processes for the two particles are independent. Suppose 
that particle 1 (with coordinate x) suffers a collapse around x = a – δ. 
From what seen before, this occurs with probability about ½. 

-a
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The wave function changes into:

 (x, y) ! ' 1

N 0


e
� 2(a��)2

2r2c e�
(x+a+�)2

2r2 e�
(y+a��)2

2r2 + e�
(x�a+�)2
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<latexit sha1_base64="uRstO+iSSlLyIHpHYUIJFOayOXM=">AAAC/nicdVLLjtMwFHXCawiP6QA7NldUiI6GVEkEAonNCDas0CDRmZHiTOW6TmuN88B2oJEViV9hwwKE2PId7Pgb3DSLzIMrXevo3HOu7WvPSsGVDoK/jnvl6rXrN7Zuerdu37m7Pdi5d6iKSlI2oYUo5PGMKCZ4ziaaa8GOS8lINhPsaHb6Zl0/+sSk4kX+QdclSzKyyHnKKdGWmu44D3Ds4VLx0eppvQtY8sVSEymLz4BfAWDFM/YRcCoJNWFj3j1pAAuW6hjYifE3fDQiPp4zocnuSdSYCOTUYM1W2q48r4E2jeWbnmO0gj0gNjsbdL5W1tfVrc6/XLd3tqPf7/j/hn6/YV+2uXsCHk6mg2EwDtqAiyDswBB1cTAd/MHzglYZyzUVRKk4DEqdGCI1p4I1Hq4UKwk9JQsWW5iTjKnEtM/XwGPLzCEtpM1cQ8v2HYZkStXZzCozopfqfG1NXlaLK52+TAzPy0qznG42SisBuoD1X4A5l4xqUVtAqOT2rECXxM5J2x/j2SGE5698ERxG4/DZ+Pn7aLj/uhvHFnqIHqERCtELtI/eogM0QdQxzlfnu/PD/eJ+c3+6vzZS1+k899GZcH//A5Og6OA=</latexit>

≃0

The first term of the superposition is exponentially suppressed. This 
means that the collapse for one particle has killed the superposition of 
the entire system.

This is the amplification mechanism: when we have a composite system, 
like a macroscopic object, in a macroscopic superposition (Δx ≫ rc) 
”here” plus “there” (what is called a Schrödinger’s cat state), then the 
collapse of one of its constituents cause the collapses of the entire wave 
function. Given that the collapse process for each constituent are taken 
to be independent, this means that:

• Collapse rate for one particle: λ

• Effective collapse rate for and N-particle object: Nλ

This allows to choose λ such that, for microscopic systems the collapses 
are rare and almost negligible for all practical purposes, while for 
macroscopic objects the amplification mechanism makes sure that their 
wave function is very rapidly localized. The original value suggested was

λ ≃ 10-16 s-1

For example, for a macroscopic object with N ≃ 2024 (Avogadro’s
number) particles, we have ΛMACRO = Nλ ≃ 1024 x 10-16 s-1 = 108 s-1. This
means that once every 10-8 s (almost immediately) there occurs a
collapse somewhere in the object, which kills the macroscopic
superposition, if present: macroscopic objects are always well localized
in space.
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A way to represent this is:

N, number of 
particles

Micro world Meso world Macro world

Few particles, 
few collapses

Many particles, 
many collapses

Transition 
region

Yet, not always a system with a large number of particles is so heavily 
affected by the collapse process. Consider again the two particle system, 
now mimicking an ideal gas rather than a rigid object: the two particles 
are independent from each other, which is represented by a factorized 
wave function:

-a a
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2
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+

r ≪ rc
2a ≫ rc
δ ≪ a

+
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<latexit sha1_base64="QTCJfcopuhrPvJY6EJDzb9pY/og=">AAAC0HicbVJNa9tAEF2paZuqX0577GWIKTi0NpJpSS+F0F5yaUhCnQS0ilmtV/aS1Qe7o2KhitJrf15u/QX9G13LDsSJB4Z9vHnD25nduFDSoO//ddwHWw8fPd5+4j199vzFy87OqzOTl5qLEc9Vri9iZoSSmRihRCUuCi1YGitxHl99XdTPfwhtZJ59x6oQUcqmmUwkZ2ipcecfDT1aGNmbv6/24DMATTTjddDURw1QJRIMQVzW/SXdm8M7YDbpRChke3A5bOohaHs0YOk1Zf+2ck1ItZzOMAKao0yF2eBTtT79zT7rRlVr1N9kdOPj0Wjc6foDvw24D4IV6JJVHI8713SS8zIVGXLFjAkDv8CoZholV6LxaGlEwfgVm4rQwozZQaK6fZAG3lpmAkmubWYILXu7o2apMVUaW2XKcGbu1hbkplpYYvIpqmVWlCgyvjRKSgWYw+J1YSK14KgqCxjX0t4V+IzZPaH9A55dQnB35PvgbDgIPgw+ngy7B19W69gmb8gu6ZGA7JMDckiOyYhw55tjnJ9O4566c/eX+3spdZ1Vz2uyFu6f/wc91sU=</latexit>
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δ ≪ a
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Suppose again that particle 1 (with coordinate x) suffers a collapse 
around x = a – δ; once again, this occurs with probability about ½. The 
wave function changes to: 
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≃0

The collapse has localized the state of particle 1, but not that of particle 
2: there is no amplification mechanism. 

This shows that the amplification mechanism occurs only when the 
multi-particle wave function is in a specific state, an entangled state of a 
significant number of particles composing the system. In all other cases, 
the collapse remains ineffective.  

This is important, because there is an increasing number of experimental 
results with cold atoms, superconductivity, superfluidity, where a larger 
and larger number of particles are set in a collective quantum state. All 
these cases turn out to be sufficiently stable against the collapse, 
because none of them is a Schrödinger’s cat state of the form “here” + 
”there”.

Ironically, entanglement, which is considered the characteristic feature 
of QM, is what is needed to recover classicality. 

18
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The overall picture, which emerges from collapse models, is the 
following 

Microscopic 
systems 

Macroscopic 
objects

Macro superpositions

BECs, 
SQUIDs, 

superfluids
…

Unstable! Nλ large and Δx >> rC

Stable. λ too small
Stable. Already localized (Δ << rC)

Stable. No cat-like 
superposition 
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Testing collapse models
By changing the dynamics, collapse models make predictions, which 
differ from standard quantum mechanical predictions. 

The direct way to test these models is via interferometric experiments: 
one takes a system as massive as possible, in order to trigger the 
amplification mechanism,  and creates a superposition state, with Δx as 
large as possible, keeping at as long as possible.  

Prediction of 
quantum mechanics

(no environmental noise)

Prediction of 
collapse models

(no environmental noise)

If one detects quantum coherence, than QM is right and Collapse 
models are wrong; if on the other hand there is a loos of coherence 
even if environmental noises are kept low, than one has to wonder what 
is happening in the experiment.

Such experiment are difficult to perform: it is difficult to create large 
mass macroscopic superpositions, for a variety of reasons.   
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The alternative way is to test them non-interferometrically. Such kind of 
experiments are based on the following property of collapse models.

Consider again example 3 of one particle in a narrow Gaussian state. 
Before we said that the collapse is practically ineffective. There we 
assumed that the collapse occurs exactly at x=a, which is the point with 
the highest probability density. But also nearby point have a similar, 
though slightly smaller, probability density to be the collapse point.

Suppose then that the collapse occurs near a, as a+δ. Then, under the 
usual approximation r ≪ rc, we have: 

 (x) =
1

4
p
⇡r

e�
(x�a��)2

2r2 ! 1

N
e
� (x�a)2

2r2c e�
(x�a)2

2r2

' 1
4
p
⇡rc

e�
(x�a��0)2

2r , �0 =
r2

r2 + r2c
�

<latexit sha1_base64="Ne14zccmdKA349u8tTUfeCi8XiM=">AAADa3icfVJLbxMxEHY2PEqANqUHEHAYERVSQaNsVAQXpAounFCR6EOK08jrnSRWd70b2wuJLB/4i9z4B1z4D3jzoI8URrI9ntc3/jxRnght2u2flaB64+at22t3anfv3V/fqG8+ONJZoTge8izJ1EnENCZC4qERJsGTXCFLowSPo7MPpf/4KyotMvnFTHPspWwoxUBwZrypv1n5TiMcCmlxLJlSbOpqNNeiOdmBd0AHinEbOkv1WJnuXs/SXIByDvDU7s69zQnsAvOLxpgYtnPacbYDyh8OngNVYjgyvnD2rbwt631arbBM7FtqcGL8LuQUuHNlpX8Fz1CozGSRRqiA0poH0SLF8UW0y92vAPzvOS+WSM69AjoeFyxeev7yU3ZRbvDy+u4XCed91ijK+Jzwfr3RbrVnAqtKuFAaZCEH/foPGme8SFEanjCtu2E7Nz3LlBE8Qf+Bhcac8TM2xK5XJUtR9+xsVhxse0sMg0z5JQ3MrBczLEu1nqaRj0yZGemrvtJ4na9bmMHbnhUyLwxKPgcaFAmYDMrBg1go5CaZeoVxJXyvwEfME2j8eNY8CeHVJ68qR51WuNd6/bnT2H+/oGONPCHPSJOE5A3ZJx/JATkkvPIrWA8eBo+C39Wt6uPq03loUFnkbJFLUt3+A/dkE9k=</latexit>

The shape an size of the wave function hasn’t changed significantly, but 
now the center has slightly moved, in this case to the right: its mean 
position has shifted. 

Since the probability that the collapse occurs exactly in x = a is zero, then 
every collapse causes a (slight) shift of the particle’s position → random 
motion 

Collapse modelsQuantum Mechanics
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The important point is that, while the collapse of the wave function is 
appreciable only when Δx ≫ rc, the random motion occurs also when 
the wave function is well localized in space. Therefore there is no need 
to create quantum superpositions in order to observe this effect. This 
experimental advantage can be used to test these models, via high-
precision position measurements, of microscopic or macroscopic 
systems.

Note that this effect is an unavoidable feature of any model which 
collapses the wave function in space. It is another way of saying that the 
collapse, being nonlinear, requires random terms in order to generate a 
linear evolution at the density matrix level, in order to avoid 
superluminal signaling.  
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Density matrix
From the previous analysis, the one particle Lindblad equation for the 
GRW model is:

d

dt
⇢(t) = � i

~ [H, ⇢(t)]� � (⇢(t)� T [⇢(t)])

T [⇢(t)] =

Z
d
3
xL(x)⇢(t)L(x)

<latexit sha1_base64="j8hp1eTrY1PTdDUixV4Ih53RJZ0=">AAACwnicbVFNb9QwEHXCR8vy0QWOXCxWVFsJVkkpgguiAg49cChSt60Uh5XtTDamjp3aDuoq5E9y67/B2U2rpWUky0/vvZmxZ1glhXVRdBmEd+7eu7+x+WDw8NHjJ1vDp8+Ora4NhynXUptTRi1IoWDqhJNwWhmgJZNwws6+dPrJLzBWaHXkFhWkJZ0rkQtOnadmw0vCYC5UA+eKGkMX7YDkhvIma5vMtcQUeux28Db+6M8bvNJE25CCUdPi5OA17j1pJ0vfOKP+htyNrxQvHCXXLmLEvPAkUVrVJQODCRls++prHt8NE6Eczn68vcDfxg1hOb5od64rrlNXdQYEVLb2j9lwFE2iZeDbIO7BCPVxOBv+IZnmdQnKcUmtTeKocmlDjRNcgh9MbaGi/IzOIfFQ0RJs2ixX0OJXnslwro0//uFLdj2joaW1i5J5Z0ldYW9qHfk/Lald/iFthKpqB4qvGuW1xE7jbp84Ewa4kwsPKDfCvxXzgvo1Ob/1bgjxzS/fBse7k3hv8u777mj/cz+OTfQCvURjFKP3aB8doEM0RTz4FECgAh1+DX+G56FdWcOgz3mO/onw918zQ9Su</latexit>

In the position representation is reads

d

dt
⇢(x,y, t) = � i

~ [H, ⇢(x,y, t)]� �

 
1� e

� (x�y)2

4r2C

!
⇢(x,y, t)
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Note that the Lindblad terms determine the decay of the off-diagonal 
elements of the density matrix (in position) es an effect of the collapse. 
Their strength is: 

⇤(�x) = �

✓
1� e

��x2

4r2C

◆
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|�x|
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|�x| ⌧ rC

<latexit sha1_base64="XboUEGb51Gudo5CXqUpRKOcPv2U=">AAACFnicbVDLSgMxFM3UV62vqks3wSK4scwURZdFXbisYKvQGUomvVODmcyQ3BHL2K9w46+4caGIW3Hn35g+Flo9kHA4596b3BOmUhh03S+nMDM7N79QXCwtLa+srpXXN1omyTSHJk9koq9CZkAKBU0UKOEq1cDiUMJleHMy9C9vQRuRqAvspxDErKdEJDhDK3XKe367dO+fgkRGcz+M6N3gnvpSUt3JfYQ7tLdQfXoyGJT8oFOuuFV3BPqXeBNSIRM0OuVPv5vwLAaFXDJj2p6bYpAzjYJLsCMzAynjN6wHbUsVi8EE+WitAd2xSpdGibZHIR2pPztyFhvTj0NbGTO8NtPeUPzPa2cYHQW5UGmGoPj4oSiTFBM6zIh2hQaOsm8J41rYv1J+zTTjaJMs2RC86ZX/klat6u1XD85rlfrxJI4i2SLbZJd45JDUyRlpkCbh5IE8kRfy6jw6z86b8z4uLTiTnk3yC87HN1opnuI=</latexit>

|�x| � rC

<latexit sha1_base64="AtQLvpCFAfSzyydnAYEneZcA1LQ=">AAACFnicbVDLSgMxFM3UV62vqks3wSK4scwURZfFunBZwVahM5RMeqcGM5khuSOWab/Cjb/ixoUibsWdf2Nau/B1IOFwzr03uSdMpTDouh9OYWZ2bn6huFhaWl5ZXSuvb7RNkmkOLZ7IRF+GzIAUClooUMJlqoHFoYSL8Lox9i9uQBuRqHMcpBDErK9EJDhDK3XLe36nNPRPQCKjuR9G9HY0pH6/T3U39xFu0d5CDWhjNCr5QbdccavuBPQv8aakQqZodsvvfi/hWQwKuWTGdDw3xSBnGgWXYEdmBlLGr1kfOpYqFoMJ8slaI7pjlR6NEm2PQjpRv3fkLDZmEIe2MmZ4ZX57Y/E/r5NhdBTkQqUZguJfD0WZpJjQcUa0JzRwlANLGNfC/pXyK6YZR5tkyYbg/V75L2nXqt5+9eCsVqkfT+Moki2yTXaJRw5JnZySJmkRTu7IA3kiz8698+i8OK9fpQVn2rNJfsB5+wRKIJ7Y</latexit>

• Quadratic increase for small Δx: good for experiments

• Saturation for |Δx| ≫ rc: it does not help experimentally to create too 
delocalized states, much larger than rc.
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The density matrix can also be written in the form

d

dt
⇢(t) = � i

~ [H, ⇢(t)]� �

2
[L(x), [L(x), ⇢(t)]]

<latexit sha1_base64="ZJiTLI7UohH2A3Xe8Bk1DzWdU/Y=">AAACX3icbVFdS9xAFJ2kttpoNbZP0pdLl8IKdkkWxb4UpL740AcLXRUyYZlMJu7g5IOZG+ky5E/2rdCX/pPO7ka06oWBc885lztzJmuUNBhFvz3/xdrLV+sbr4PNrTfbO+Hu2wtTt5qLCa9Vra8yZoSSlZigRCWuGi1YmSlxmd2cLvTLW6GNrKsfOG9EWrLrShaSM3TUNLylSUALzbjNO5tjR/WsHuI+wBeAT7BSZGfpLGO6g+TsAHpHeq9T5fblrLNj5/g2tDQr4Ge3fwAJPOzuBtOAptNwEI2iZcFTEPdgQPo6n4a/aF7zthQVcsWMSeKowdQyjZIr0QW0NaJh/IZdi8TBipXCpHaZTwcfHZNDUWt3KoQl+3DCstKYeZk5Z8lwZh5rC/I5LWmx+JxaWTUtioqvFhWtAqxhETbkUguOau4A41q6uwKfMZcZui8JXAjx4yc/BRfjUXw4Ovo+Hpx87ePYIO/JBzIkMTkmJ+SMnJMJ4eSP53ub3pb311/3t/1wZfW9fuYd+a/8vX8OZrFI</latexit>

Remembering that L(x) is function of the position operator q,  and 
considering the case of a free particle, one can quite easily derive the 
following results for the average position and momentum;

hqit = hqiSCH

t

hpit = hpiSCH

t
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where ”SCH” refers to the pure Schrödinger evolution, without the 
collapse. On the average, the (free) particle moves like in standard 
quantum  mechanics. For the variances we have:

�q2t = h(q� hqi)2it = �q2(SCH)
t +

�~2
6r2

C
m2

t3

�p2t = h(p� hpi)2it = �p2(SCH)
t +

�~2
2r2

C

t
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Both the variance in position as well as in momentum increase over time; this 
is an effect of the underlying random process. The physical picture is the 
following:

t
Initial state First collapse Second collapse

Green =  pure Schrödinger spread

�q2
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In particular, for the kinetic energy we have:

hEit = hEiSCH

t +
�~2
4r2

C
m
t
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There is a linear increase of the mean energy, sourced by the collapse 
process. It is a form of violation of energy conservation. 

All these results are useful to quantify the predictions of collapse models 
to be tested experimentally.  

For a N-particle system, being the collapse events related to each 
particle independent from each other, the Lindblad equation reads:  

d

dt
⇢(t) = � i

~ [H, ⇢(t)]� �

NX

n=1

(⇢(t)� Tn[⇢(t)])
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where for simplicity we assumed that the collapse rate λ is the same for 
all particles, and Tn[.] is the collapse operator for the n-th particle. 

By writing the explicit expression for Tn[.], moving to the center-of-mass 
(Q) and internal ({ri}) coordinates, and taking the partial trace over the 
internal coordinates, one finds that 

Tr({ri})(Tn[⇢]) = TQ[Tr
({ri})(⇢)] = TQ[⇢Q], ⇢Q ⌘ Tr({ri})(⇢)
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where ρQ is the (reduced) density matrix for the center of mass. 
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the center-of-mass motions of the composite systems decouple and, moreover, that the equation of
motion for the center of mass is formally identical to the equation prescribed by the theory for
the description of a single particle. Here we want to investigate whether it is possible to obtain
the nonpurely-Hamiltonian dynamics for macroscopic particles described in the previous subsections
from a modi!cation of the standard quantum dynamics for their microscopic constituents. If such
a modi!cation leaves practically unaltered the behaviour of microscopic systems as accounted for
by quantum mechanics we can say we have laid the foundations of a possible uni!ed description
able to account for both the quantum and the classical behaviours of microscopic and macroscopic
systems, respectively.
In Section 6.1 we have assumed that the localization process T [ · ] occurs individually for each

constituent of a many-particle system. We consider now a system of N particles in one dimension.
Assuming that the accuracy of the localizations is the same for all constituents, the evolution equation
for the composite system is

d
dt

!(t) =− i˝ [H; !(t)]−
N
∑

i=1

"i(!(t)− Ti[!(t)]) ; (6.39)

where

Ti[!(t)] =
√

#
$

∫ +∞

−∞
dx e−(#=2)(qi−x)2!e−(#=2)(qi−x)2 ; (6.40)

qi being the position operator for the ith particle of the system (throughout the subsection, we will
keep working in 1 dimension).
It is worthwhile to illustrate the physical consequences of the above equation for the important

conceptual problem of the possible occurrence of linear superpositions of states corresponding to
di"erent locations of a macroscopic object. Such a situation occurs, for instance, in the quantum
theory of measurement, in connection with possible macroscopically di"erent pointer positions. With
reference to such a case we consider the linear superposition  = 1+ 2 of two states corresponding
to two di"erent pointer positions. We remark that in the case under discussion there is a macroscopic
number N of particles which are located in macroscopically di"erent positions when the state is  1 or
 2 (to be precise, in our model this means located at a distance larger than 1=

√
#). If a spontaneous

localization process takes place for one of such particles, this particle is constrained to be either in
the spatial region which it occupies when the state is  1, or in the one corresponding to  2. The
linear superposition is consequently transformed into a statistical mixture of states  1 and  2. Since
the number of di"erently located particles is N , the reduction of states  1 and  2 occurs with a rate
which is ampli!ed by a factor N with respect to the one, "i, which characterizes the elementary
spontaneous localizations.
The model yields therefore a natural solution to the puzzling situation originating from the oc-

currence of linear superpositions of di"erently located states. These considerations, however, do not
exhaust the problems to be discussed. In fact, we must still check that the modi!cation of the dy-
namics for the microscopic constituents does not imply physically unacceptable consequences for
the dynamics of the system as a whole. Actually, according to the previous discussions, we would
like to have for the macroscopic object a dynamical equation of the type considered in Section 6.3.
To discuss this point, let us introduce the center of mass and relative motion position operators Q
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and rj (j = 1; 2; : : : ; N − 1), related to the operators qi by

qi = Q +
N−1
∑

j=1

cijrj : (6.41)

Eq. (6.39), when the Hamiltonian H can be split into the sum of the center of mass and internal
motion parts HQ and Hr acting in the respective state spaces, reads

d
dt

!(t) =− i˝ [HQ; !(t)]−
i
˝ [Hr; !(t)]−

∑

i

"i(!(t)− Ti[!(t)]) ; (6.42)

where the operator Ti[!] can now be written as

Ti[!] =
√

#
$

∫ +∞

−∞
dx e−(#=2)[Q+

∑N−1
j=1 cijrj−x]2!e−(#=2)[Q+

∑N−1
j=1 cijrj−x]2 : (6.43)

The dynamical evolution of the center of mass of the system is described by the statistical operator

!Q = Tr(r)[!] ; (6.44)

obtained by taking the partial trace on the internal degrees of freedom of the statistical operator !
for the complete N -particle system. Taking the r trace of the operation Ti[!] one gets

∫

dr1 : : : drN−1

√

#
$

∫ +∞

−∞
dx e−(#=2)[Q+

∑N−1
j=1 cijrj−x]2

·〈r1 : : : rN−1|!|r1 : : : rN−1〉e−(#=2)[Q+
∑N−1

j=1 cijrj−x]2 ; (6.45)

so that, by shifting the integration variable x by the amount
∑

j cijrj, one !nds

Tr(r)(Ti[!]) = TQ[Tr(r)(!)] ; (6.46)

where

TQ[ · ] =
√

#
$

∫ +∞

−∞
dx e−(#=2)(Q−x)2 [ · ]e−(#=2)(Q−x)2 : (6.47)

If one takes the r trace of Eq. (6.42) one then gets
d
dt

!Q(t) =− i˝ [HQ; !Q]−
∑

i

"i(!Q − T [!Q]) : (6.48)

We have thus shown that the equation describing the reduced dynamics of the center of mass has
exactly the same form of Eq. (6.8), the parameter " being replaced by the sum of the "i’s for
the individual constituents of the many-body system. This is a direct consequence of the formal
property (6.46).
It is worthwhile stressing that the non-Hamiltonian term in Eq. (6.48) is directly generated by the

analogous terms of Eq. (6.39) and is not due to the elimination of the internal degrees of freedom.
In fact, if within the standard formalism one considers a composite system with an Hamiltonian H=
HQ+Hr , the reduced dynamics for the center of mass motion is necessarily Hamiltonian, and therefore
it allows for the occurrence of linear superpositions of widely separated states of the center of mass.
To avoid this, one could couple the system to some other system whose dynamics is then eliminated

and integrating over x

Assuming also that the total Hamiltonian splits into a term HQ for the 
center of mass, plus a term H{ri} for the internal degrees of freedom, we 
arrive at the following equation for the center of mass coordinate

d

dt
⇢Q(t) = � i

~ [HQ, ⇢Q(t)]�N�(⇢Q(t)� TQ[⇢Q(t)])
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which is the equation for one particle, with the collapse rate amplified N 
times. It is the mathematical manifestation of the amplification 
mechanism.  
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The equation for the internal degrees of freedom depends very much on 
the internal structure. For a crystalline structure, typical of rigid objects, 
by working with the phonon formalism, one can show that phonon 
states are excited over time, since the systems warms up subject to the 
collapse.  

Open questions:

• The origin of the collapse: is it an intrinsic feature of Nature, or is it 
caused by some agent? Which agent? Penrose suggests it might be 
gravity.

• What is the role of the wave function? It is not a field in 3D space, 
therefore it does not allow for a naïve interpretation as 
representing the stuff in 3D space. 

FURTHER MATERIAL
• QUMPL and measurement process
• CLS equation
• DP model
• Experimental bounds
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