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Complex linear algebra

The basic mathematical objects in Quantum Mechanics are state
vectors and linear operators (matrices). Because the theory is
fundamentally linear, and the probability amplitudes are complex
numbers, the mathematics underlying quantum mechanics is 
complex linear algebra.

Vectors are members of a complex vector space, or Hilbert space,
with an associated inner product.

It is important to remember that these abstract mathematical 
objects represent physical things, and should be considered 
independent of the particular representations they are given by
choosing a particular basis.

State vectors in quantum mechanics are written in Dirac notation.
The basic object is the ket-vector |ψ⟩, which (given a particular 
basis) can be represented as a column vector. The adjoint of a ket-
vector is a bra-vector ⟨ψ|, represented as a row vector.

If the vector |ψ⟩ is normalized, that means
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Vectors



Inner and Outer Products. 

Given two vectors |ψ⟩ and |φ⟩,

the inner product between them is written

The inner product is independent of the choice of basis. ⟨φ|ψ⟩ is
called a bracket. Note that ⟨φ|ψ⟩ = ⟨ψ|φ⟩∗, and for a normalized 
vector ⟨ψ|ψ⟩ = 1. If two vectors are orthogonal then ⟨ψ|φ⟩ = 0.
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The inner product is independent of the choice of basis.
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It is also handy to write the outer product (also sometimes called a 
dyad):

A dyad |ψ⟩⟨φ| is a linear operator. As we shall see, it is common 
(and often convenient) to write more general operators as linear 
combinations of dyads.

〈φ|ψ〉 is called a bracket. Note that 〈φ|ψ〉 = 〈ψ|φ〉∗, and for
a normalized vector 〈ψ|ψ〉 = 1. If two vectors are
orthogonal then 〈ψ|φ〉 = 0.
It is also handy to write the outer product (also sometimes
called a dyad):

|ψ〉〈φ| =
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A dyad |ψ〉〈φ| is a linear operator. As we shall see, it is
common (and often convenient) to write more general
operators as linear combinations of dyads.
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Orthonormal bases.

An orthonormal basis for an N -dimensional space has N vectors that 
satisfy

Orthonormal bases and the trace

It is normally most convenient to choose a particular ortho-
normal basis {|j〉} and work in terms of it. As long as one
works within a fixed basis, one can treat state vectors as
column vectors and operators as matrices. An orthonormal
basis for an N -dimensional space has N vectors that satisfy

〈i|j〉 = δij ,
N
∑

j=1

|j〉〈j| = Î .

The trace of an operator is the sum of the diagonal elements:

Tr{Ô} =
∑

j

〈j|Ô|j〉 =
∑

j

ajj .

A traceless operator has Tr{Ô} = 0.
– p. 9/31

It is normally most convenient to choose a particular orthonormal basis 
{| j⟩ }  and work in terms of it. As long as one works within a fixed basis, 
one can treat state vectors as column vectors and operators as 
matrices. 



Linear operators

A linear operator O transforms states to states such that

for all states |ψ⟩, |φ⟩ and complex numbers a, b. Given a choice of basis
{| j⟩}, an operator can be represented by a matrix

are called matrix elements. The operator can be written as a sum over 
outer products

Linear operators

A linear operator Ô transforms states to states such that

Ô(a|ψ〉+ b|φ〉) = aÔ|ψ〉+ bÔ|φ〉

for all states |ψ〉, |φ〉 and complex numbers a, b. Given a
choice of basis, an operator can be represented by a matrix

Ô =







a11 · · · a1N
... . . . ...

aN1 · · · aNN






≡ [aij ].

The matrix representation depends on the choice of basis.
We will only be dealing with orthonormal bases in this class.
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where

Matrix elements

Similar to an expectation value is a matrix element 〈ψ|Ô|φ〉
where |ψ〉 #= |φ〉. If |ψ〉 and |φ〉 are both members of the
orthonormal basis {|j〉} then

〈i|Ô|j〉 = aij ,

where aij is an element of the matrix representing Ô in the
basis {|j〉}. The operator can be written as a sum over
outer products,

Ô =
∑

ij

aij|i〉〈j|.
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Three operations on operators are of particular relevance in Quantum 
Mechanics: the trace, the commutator and the Hermitian conjugation.  



The trace.

The trace of an operator is the sum of the diagonal elements:
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A traceless operator has Tr{O} = 0. The trace is independent of the choice
of basis. If {| j⟩ } and {|φk⟩} are both orthonormal bases, then

The trace also has the useful cyclic property:

This applies to products of any number of operators:

This invariance implies that Tr{|φ⟩⟨ψ|} =  ⟨ψ|φ⟩.

The trace is independent of the choice of basis. If {|j〉} and
{|φk〉} are both orthonormal bases, then

Tr{Ô} =
∑

j

〈j|Ô|j〉 =
∑

k

〈φk|Ô|φk〉.

The trace also has the useful cyclic property

Tr{ÂB̂} = Tr{B̂Â}.

This applies to products of any number of operators:

Tr{ÂB̂Ĉ} = Tr{ĈÂB̂} = Tr{B̂ĈÂ}.

This invariance implies that Tr{|φ〉〈ψ|} = 〈ψ|φ〉.
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The Commutator.

Matrix multiplication is noncommutative, in general. That is, in 
general AB differs from BA. Given two operators A and B the 
commutator is [A,B] = AB – BA. 

[A,B] = 0 if and only if a and B commute. Occasionally, one will 
encounter matrices that anticommute: AB = - BA. For example, the 
Pauli matrices anticommute with each other. In these cases, it is 
sometimes helpful to define the anticommutator:

The Commutator

Matrix multiplication is noncommutative, in general. That
is, in general ÂB̂ != B̂Â. Given two operators Â and B̂,
their commutator is [Â, B̂] ≡ ÂB̂ − B̂Â. [Â, B̂] = 0 if and
only if Â and B̂ commute.
Occasionally, one will encounter matrices that
anticommute: ÂB̂ = −B̂Â. For example, the Pauli
matrices anticommute with each other. In these cases,
it is sometimes helpful to define the anticommutator:

{Â, B̂} ≡ ÂB̂ + B̂Â.

If two normal operators Â and B̂ commute, it is possible
to find an eigenbasis which simultaneously diagonalizes
both of them. (The converse is also true.)
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Hermitian Conjugation.

One of the most important operations in complex linear algebra is 
Hermitian conjugation. The Hermitian conjugate O † is the complex 
conjugate of the transpose of an operator O. If in a particular basis

O = [a i j ] then      O †= [a j i * ]

Hermitian conjugation works similarly to transposition in real linear 
algebra: (AB)† = B †A †. When applied to state vectors, (|ψ⟩)† =  ⟨ψ|. 
Similarly, for dyads (|ψ⟩⟨φ|)† =  |φ⟩⟨ψ|.

Note that Hermitian conjugation is not linear, but rather is 
antilinear:

Hermitian Conjugation

One of the most important operations in complex linear
algebra is Hermitian conjugation. The Hermitian conjugate
Ô† is the complex conjugate of the transpose of an operator
Ô. If in a particular basis Ô = [aij ] then Ô† = [a∗ji].
Hermitian conjugation works similarly to transposition in
real linear algebra: (ÂB̂)† = B̂†Â†. When applied to
state vectors, (|ψ〉)† = 〈ψ|. Similarly, for dyads
(|ψ〉〈φ|)† = |φ〉〈ψ|.
Note that Hermitian conjugation is not linear, but rather
is antilinear:

(aÔ)† = a∗Ô†, (a|ψ〉)† = a∗〈ψ|.
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We now introduce the most relevant type of operators for Quantum 
Mechanics: normal operators, Hermitian operators, unitary 
operators, and projection operators.   



Normal operators.

A normal operator satisfies O †O = O O †. Operators are 
diagonalizable if and only if they are normal. That is, for normal O 
we can always find an orthonormal basis { |φj  ⟩}  such that

and any diagonalizable operator must be normal. This is called the 
spectral theroem.

These values λ j  are the eigenvalues of O and {|φj ⟩} the corresponding 
eigenvectors, O|φj ⟩ =  λ j  |φj ⟩. If O is nondegenerate—i.e., all the λ j  are 
distinct—then the eigenvectors are unique (up to a phase). Otherwise 
there is some freedom in choosing this eigenbasis.

If two normal operators A and B commute, it is possibleto find an 
eigenbasis which simultaneously diagonalizes both of them. (The 
converse is also true.)

Normal operators

A normal operator satisfies Ô†Ô = ÔÔ†. Operators are
diagonalizable if and only if they are normal. That is, for
normal Ô we can always find an orthonormal basis
{|φj〉} such that

Ô =
∑

j

λj |φj〉〈φj|, Tr{Ô} =
∑

j

λj ,

and any diagonalizable operator must be normal.
These values λj are the eigenvalues of Ô and {|φj〉} the
corresponding eigenvectors, Ô|φj〉 = λj |φj〉. If Ô is
nondegenerate—i.e., all the λj are distinct—then the
eigenvectors are unique (up to a phase). Otherwise
there is some freedom in choosing this eigenbasis.
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Hermitian operators.

One very useful class of operators are the Hermitian operators H 
that satisfy H = H † .  These are the complex analogue of symmetric 
matrices. They are obviously normal: H  †H = H2 = H H †. The 
eigenvalues of a Hermitian matrix are always real. 

An example are the Pauli matrices

– p. 7/31
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Wolfgang Pauli (1900–1958), ca.
1924. Pauli received the Nobel Prize
in physics in 1945, nominated by
Albert Einstein, for the Pauli
exclusion principle.

Pauli matrices

In mathematical physics and mathematics, the Pauli matrices are a set of three 2 × 2 complex matrices
which are Hermitian, involutory and unitary. Usually indicated by the Greek letter sigma (σ), they are
occasionally denoted by tau (τ) when used in connection with isospin symmetries.

These matrices are named after the physicist Wolfgang Pauli. In quantum mechanics, they occur in the
Pauli equation which takes into account the interaction of the spin of a particle with an external
electromagnetic field. They also represent the interaction states of two polarization filters for
horizontal/vertical polarization, 45 degree polarization (right/left), and circular polarization (right/left).

Each Pauli matrix is Hermitian, and together with the identity matrix I (sometimes considered as the
zeroth Pauli matrix σ0), the Pauli matrices form a basis for the real vector space of 2 × 2 Hermitian
matrices. This means that any 2 × 2 Hermitian matrix can be written in a unique way as a linear
combination of Pauli matrices, with all coefficients being real numbers.

Hermitian operators represent observables in quantum mechanics, so the Pauli matrices span the space of observables of the complex 2-
dimensional Hilbert space. In the context of Pauli's work, σk represents the observable corresponding to spin along the kth coordinate axis in
three-dimensional Euclidean space 

The Pauli matrices (after multiplication by i to make them anti-Hermitian) also generate transformations in the sense of Lie algebras: the
matrices iσ1, iσ2, iσ3 form a basis for the real Lie algebra , which exponentiates to the special unitary group SU(2).[a] The algebra

generated by the three matrices σ1, σ2, σ3 is isomorphic to the Clifford algebra of ,[1] and the (unital associative) algebra generated by
iσ1, iσ2, iσ3 is effectively identical (isomorphic) to that of quaternions ( ).

All three of the Pauli matrices can be compacted into a single expression:

where the solution to i2 = -1 is the "imaginary unit", and δjk is the Kronecker delta, which equals +1 if j = k and 0 otherwise. This expression
is useful for "selecting" any one of the matrices numerically by substituting values of j = 1, 2, 3, in turn useful when any of the matrices (but
no particular one) is to be used in algebraic manipulations.

The matrices are involutory:

where I is the identity matrix.

The determinants and traces of the Pauli matrices are:

From which, we can deduce that each matrix σj has eigenvalues +1 and −1.

Algebraic properties
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It is easy to check that any 2 x 2 Hermitian matrix can be written as
a linear combination of the Pauli matrices and the identity
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Consider a 2 x 2 matrix
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where a, b, c, d are real numbers. Therefore we have  

Ô = aÎ + b�̂x + c�̂y + d�̂x

<latexit sha1_base64="tpTqqCp2eNqzw0OYJBxOSR9mb0g=">AAACNnicbZDLSgMxFIYz9VbHW9Wlm2ARBKHMFEU3QtGNLsQKthVmhnImTdvQzIUkI5bSp3Ljc7jrxoUibn0E0+kItvVA4OM7JyTn92POpLKskZFbWFxaXsmvmmvrG5tbhe2duowSQWiNRDwSDz5IyllIa4opTh9iQSHwOW34vctxv/FIhWRReK/6MfUC6ISszQgorZqFG9cx3S4ofIvPMeAUr/ER9ifoStYJoPmkDZkyfW1aqfkdMV3PbBaKVslKC8+DnUERZVVtFl7dVkSSgIaKcJDSsa1YeQMQihFOh6abSBoD6UGHOhpDCKj0BunaQ3ygTQu3I6FPqHBq/94YQCBlP/D1ZACqK2d7Y/lfz0lU+8wbsDBOFA3J5KF2wrGK8DhD3GKCEsX7GoAIpv+KSRcEEKWTHodgz648D/VyyT4undyVi5WLLI482kP76BDZ6BRV0BWqohoi6BmN0Dv6MF6MN+PT+JqM5ozszi6aKuP7B+wip+s=</latexit>



Unitary Operators.

A unitary operator satisfies U †U = U U †= I. It is clearly a normal operator. 
All of its eigenvalues have unit norm; that is, |λ j  | =  1 for all j .  This 
means that

λ j  =  exp( i θj  )

for real 0 ≤  θj <  2π.

There is a correspondence between Hermitian and unitary 
operators: for every unitary operator U there is an Hermitian operator 
H such that

Û =  exp(iH).

(We will clarify what exp(iH) means shortly.)

– p. 9/31

A unitary operator is equivalent to a change of basis. This is easy to check: 
if {| j⟩ }  is an orthonormal basis, then so is {U|j⟩}:

For spin-1/2, the most general 2 × 2 unitary can be written (up to a 
global phase)

where n is again a real unit three-vector (nx ,  ny,  nz  )  and sigma = (sigmax, 
sigmay, sigmaz). In the Bloch sphere picture, U is a rotation by θ about the 
axis n.

We have already seen that a unitary operator is
equivalent to a change of basis. This is easy to check: if
{|j〉} is an orthonormal basis, then so is {Û |j〉}:

(Û |i〉)†(Û |j〉) = 〈i|Û †Û |j〉 = 〈i|j〉 = δij.

For spin-1/2, the most general 2× 2 unitary can be
written (up to a global phase)

Û = cos(θ/2)Î + i sin(θ/2)#n · #̂σ,

where #n is again a real unit three-vector (nx, ny, nz) and
#̂σ = (X̂, Ŷ , Ẑ). In the Bloch sphere picture, Û is a
rotation by θ about the axis #n.

– p. 17/31

We have already seen that a unitary operator is
equivalent to a change of basis. This is easy to check: if
{|j〉} is an orthonormal basis, then so is {Û |j〉}:

(Û |i〉)†(Û |j〉) = 〈i|Û †Û |j〉 = 〈i|j〉 = δij.

For spin-1/2, the most general 2× 2 unitary can be
written (up to a global phase)

Û = cos(θ/2)Î + i sin(θ/2)#n · #̂σ,

where #n is again a real unit three-vector (nx, ny, nz) and
#̂σ = (X̂, Ŷ , Ẑ). In the Bloch sphere picture, Û is a
rotation by θ about the axis #n.

– p. 17/31



Operator space.

The space of all operators on a particular Hilbert space of dimension N  is 
itself a Hilbert space of dimension N 2; sometimes this fact can be very 
useful. If A and B operators, so is aB + bB for any complex a, b.

One can define an inner product on operator space. The most commonly 
used one is (A, B) ≡ Tr{A†B} (the Frobenius or Hilbert-Schmidt inner 
product).

It is easy to see that (A, B) =  (B, A)∗, and (A, A) ≥  0 with equality only
for A = 0. With respect to this inner product, the Pauli matrices together 
with the identity form an orthogonal basis for all operators on 2D Hilbert 
space.

A linear transformation on operator space is often referred to as a 
superoperator. – p. 10/31

Orthogonal projectors.

An orthogonal projector P is  an Hermitian operator that obeys 
P2 = P. All the eigenvalues of P are either 0 or 1. The complement of a 
projector 1–P is also a projector. Note that |ψ⟩⟨ψ| is a projector for 
any normalized state vector |ψ⟩. Such a projector is called one-
dimensional; a projector more generally has dimension d = Tr[P].

In dimension 2, any projector can be written in the form

  

where n is a (real) unit three-vector (nx ,  ny,  nz  )  (i.e., with nx
2 +  ny

2 +  nz
2 

=  1) and sigma are the three Pauli matrices .In the Bloch sphere picture, n
is the direction in space, and P the projector onto the state |ψn⟩ that is 
spin up along that axis.

Orthogonal projectors

An orthogonal projector P̂ is an Hermitian operator that
obeys P̂2 = P̂. All the eigenvalues of P̂ are either 0 or
1. The complement of a projector Î − P̂ is also a projector.
Note that |ψ〉〈ψ| is a projector for any normalized state
vector |ψ〉. Such a projector is called one-dimensional; a
projector more generally has dimension d = Tr{P̂}.
In dimension 2, any projector can be written in the form

P̂ =
(

Î + "n · "̂σ
)

/2 = |ψ!n〉〈ψ!n|,

where "n is a (real) unit three-vector (nx, ny, nz) (i.e., with
n2x + n2y + n2z = 1) and "̂σ = (X̂, Ŷ , Ẑ). In the Bloch sphere
picture, "n is the direction in space, and P̂ is the projector
onto the state |ψ!n〉 that is spin up along that axis.

– p. 14/31



Functions of Operators.

It is common to consider a function of an operator f (O), where f  is 
ordinarily a function on the complex numbers, which is itself an 
operator.

Suppose that f (x ) is defined by a Taylor series: f (x ) = c0 + c1 (x − x 0)
+ c2(x − x 0)2 + · · · . For the operator  version, we write

In practice, only the case x0 = 0 is of interest, in which case:

For particular functions and operators, this series can sometimes be
summed explicitly. If O is normal, we simplify by writing O in diagonal
form:

It is easy to show that 

And therefore 

In particular, for projectors, Pn = P for all n greater or equal to 1. Then  

Functions of Operators

It is common to write a function of an operator f(Ô) (where
f is ordinarily a function on the complex numbers) which is
itself an operator. Usually f(x) is defined by a Taylor series:
f(x) = c0 + c1(x− x0) + c2(x− x0)2 + · · · . For the operator
version, we write

f(Ô) = c0Î + c1(Ô − x0Î) + c2(Ô − x0Î)
2 + · · ·

For particular functions and operators, this series can
sometimes be summed explicitly. For instance, for a nilpotent
operator Ô2 = 0, the series obviously truncates after the
first-order term (taking x0 = 0). For projectors, P̂n = P̂ for all
n ≥ 1. For idempotent operators obeying Ô2 = Î (such as the
Pauli matrices), one can sum the even and odd terms
separately.

– p. 19/31

– p. 11/31

f(Ô) = c0Î + c1Ô + c2Ô
2 + . . .
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f(P̂ ) = c0Î + c1P̂ + c2P̂ + . . .

= c0Î ± c0P̂ + c1P̂ + c2P̂ + . . .

= f(0)[Î � P̂ ] + f(1)P̂
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For idempotent operators obeying O2 = I (such as the Pauli matrices),
one can sum the even and odd term separately. In particular:

As in the previous example, the most commonly-used function is 
the exponential

exp(x )  =  1 +  x  +  x 2/2! +  · · · ,

but others also occur from time to time:

cos(x )  =  1 −  x 2/2 +  x 4/4! −  · · ·

sin(x )  =  x  −  x 3/3! +  x 5/5! −  · · ·

log(1 +  x )  =  x  -  x 2/2 +  x 3/3 - · · ·
– p. 12/31

As an application, let a be n real, three-dimensional unit vector and θ a 
real number. Then 

(~n · ~�)2 = 1
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where we used the property of the Pauli matrices  

(~n · ~�)(~m · ~�) = (~n · ~m)Î + i(~n⇥ ~n) · ~�
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As such:

ei✓~n·~� = cos(✓)Î + i sin(✓)~n · ~�
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= Î + i✓Ô � ✓
2

2
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Show explicitly that the Hadamard transform on n qubits, H⊗n, may be written
as

H⊗n =
1√
2n

∑

x,y

(−1)x·y|x〉〈y|. (2.55)

Write out an explicit matrix representation for H⊗2.

2.1.8 Operator functions
There are many important functions which can be defined for operators and matri-
ces. Generally speaking, given a function f from the complex numbers to the com-
plex numbers, it is possible to define a corresponding matrix function on normal ma-
trices (or some subclass, such as the Hermitian matrices) by the following construc-
tion. Let A =

∑

a a|a〉〈a| be a spectral decomposition for a normal operator A. Define
f (A) ≡

∑

a f (a)|a〉〈a|. A little thought shows that f (A) is uniquely defined. This pro-
cedure can be used, for example, to define the square root of a positive operator, the
logarithm of a positive-definite operator, or the exponential of a normal operator. As an
example,

exp(θZ) =
[

eθ 0
0 e−θ

]

, (2.56)

since Z has eigenvectors |0〉 and |1〉.

Exercise 2.34: Find the square root and logarithm of the matrix
[

4 3
3 4

]

. (2.57)

Exercise 2.35: (Exponential of the Pauli matrices) Let "v be any real,
three-dimensional unit vector and θ a real number. Prove that

exp(iθ"v · "σ) = cos(θ)I + i sin(θ)"v · "σ, (2.58)

where "v ·"σ ≡
∑3

i=1 viσi. This exercise is generalized in Problem 2.1 on page 117.

Another important matrix function is the trace of a matrix. The trace of A is defined
to be the sum of its diagonal elements,

tr(A) ≡
∑

i

Aii. (2.59)

The trace is easily seen to be cyclic, tr(AB) = tr(BA), and linear, tr(A + B) =
tr(A)+tr(B), tr(zA) = z tr(A), where A and B are arbitrary matrices, and z is a complex
number. Furthermore, from the cyclic property it follows that the trace of a matrix
is invariant under the unitary similarity transformation A → UAU †, as tr(UAU †) =
tr(U †UA) = tr(A). In light of this result, it makes sense to define the trace of an operator
A to be the trace of any matrix representation of A. The invariance of the trace under
unitary similarity transformations ensures that the trace of an operator is well defined.
As an example of the trace, suppose |ψ〉 is a unit vector and A is an arbitrary op-

erator. To evaluate tr(A|ψ〉〈ψ|) use the Gram–Schmidt procedure to extend |ψ〉 to an
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<latexit sha1_base64="FUlMvMESZUtiZyIS8wYvqVVP+tI=">AAACCHicbZDLSsNAFIYnXmu8RV26cLAIglCSWtFl0Y3uKtgLJCFMppN26EwSZiZiKV268VXcuFDErY/gzrdxmmahrT8MfPznHM6cP0wZlcq2v42FxaXlldXSmrm+sbm1be3stmSSCUyaOGGJ6IRIEkZj0lRUMdJJBUE8ZKQdDq4m9fY9EZIm8Z0apsTnqBfTiGKktBVYB55r1qDXRwrewBN4mqMnaY+j4MH0/MAq2xU7F5wHp4AyKNQIrC+vm+CMk1hhhqR0HTtV/ggJRTEjY9PLJEkRHqAecTXGiBPpj/JDxvBIO10YJUK/WMHc/T0xQlzKIQ91J0eqL2drE/O/mpup6MIf0TjNFInxdFGUMagSOEkFdqkgWLGhBoQF1X+FuI8EwkpnZ+oQnNmT56FVrTi1ytlttVy/LOIogX1wCI6BA85BHVyDBmgCDB7BM3gFb8aT8WK8Gx/T1gWjmNkDf2R8/gDbIJdc</latexit>

Then the eigenvectors are those of the Pauli matrix and the 
eigenvalues equal to 4+3 = 7 and 4-3 = 1.  The eigenprojectors are:

A =

P+ =
1

2


1
1

�
⌦
⇥
1 1

⇤
=

1

2


1 1
1 1

�

<latexit sha1_base64="INcWQoUJRbEHm112rMlIpo3/O+4=">AAACunicjVFda9swFJW9j7bqPrL1sS9ioWMwCHZYaR82KOvLHjNY2oJlgqxcOyKybKTrQjD+kdvb/s0U14OtzWAXBIdzdc79ymqtHEbRzyB89PjJ0739A3r47PmLl6NXr69c1VgJc1npyt5kwoFWBuaoUMNNbUGUmYbrbH25zV/fgnWqMt9wU0NaisKoXEmBnlqMvvOEzhbv2SfGcytkG3fttGNcQ44J5RkUyrTCWrHpWtnRmHHOYsrBLAeWcquKFaaUV6hKcHS3tNe+3S1l9L+q/7boW/iXF+XpYjSOJlEf7CGIBzAmQ8wWox98WcmmBINSC+eSOKox9caopAZv3TiohVyLAhIPjfBjpm2/+o6deGbJ8sr6Z5D17J+KVpTObcrM/ywFrtz93JbclUsazM/TVpm6QTDyrlDeaIYV296RLZUFiXrjgZBW+V6ZXAm/RPTXpn4J8f2RH4Kr6ST+MDn9Oh1ffB7WsU+OyRvyjsTkjFyQL2RG5kQGZ0Ea5EERfgyzUIXru69hMGiOyF8R4i+tS9NH</latexit>

P� =
1

2


1
�1

�
⌦

⇥
1 �1

⇤
=

1

2


1 �1
�1 1

�

<latexit sha1_base64="pbcGKVsOU6T4ysKe1P7m/Lw697E=">AAACvnicjVFbixMxFM6MtzXeuvroS7AovmyZKSsKslDWFx8r2N2FyVAy6Zk2NpMMyRmxDPMnBR/235i2g+hewAOBj+/kO5fvFLVWHpPkMorv3L13/8HBQ/ro8ZOnzwaHz8+8bZyEmbTauotCeNDKwAwVarioHYiq0HBerD9t8+ffwXllzVfc1JBXYmlUqaTAQM0Hv3hGp/MjdsJ46YRs064dd4xrKDGjvIClMq1wTmy6VnY0ZZyzo5RyMIueptyp5Qpzyi2qCjy9WbsTv7lFy+h/9f9TYz9FgLdMks8Hw2SU7IJdB2kPhqSP6Xzwky+sbCowKLXwPkuTGvNQGJXUEEo3Hmoh12IJWYBGhE3zdmd/x14HZsFK68IzyHbs34pWVN5vqiL8rASu/NXclrwplzVYfshbZeoGwch9o7LRDC3b3pItlAOJehOAkE6FWZlciWAjhovTYEJ6deXr4Gw8So9H776Mh5PT3o4D8pK8Im9JSt6TCflMpmRGZPQxEtG3aB1P4jKuYrv/Gke95gX5J+IfvwFJJdQl</latexit>

Therefore:

p
A =

p
7P+ + P� =

1

4

 p
7 + 1

p
7� 1p

7� 1
p
7 + 1

�

<latexit sha1_base64="c3cQqUF5ILubfxYLD4vY+1drBq8=">AAACgnicbVFdT9swFHUytkE2tm488mJRgRAVXcKY4AEkYC88dtIKSHVUOe5Na+E4mX0zqYryQ/hbvPFrwG0jxseuZOvcc+85tq+TQkmLYXjn+W+W3r57v7wSfPi4+ulz68vXC5uXRkBf5Co3Vwm3oKSGPkpUcFUY4Fmi4DK5/jmrX/4FY2Wuf+O0gDjjYy1TKTg6ati6YYOA2T8Gq9OaHtMFPKhpb9ihHbfvzsjUcFFFdbVfU6YgRSdJYCx1xY3h07oSog4elR0a0a1/RrsuZex5/qTsugMGetRYBczI8QTjgMXDVjvshvOgr0HUgDZpojds3bJRLsoMNArFrR1EYYGxM0YpFDjr0kLBxTUfw8BBzTOwcTUfYU03HTOiaW7c0kjn7FNFxTNrp1niOjOOE/uyNiP/VxuUmB7GldRFiaDF4qC0VBRzOvsPOpIGBKqpA1wY6e5KxYS7gaP7tcANIXr55NfgYq8b7Xd//Nprn5w141gm62SDbJOIHJATck56pE8Eufc2va73zV/yd/zI/75o9b1Gs0aehX/0ANwIvWA=</latexit>

As a mater of fact, if one takes the square, the original matrix A is 
recovered.



Tensor products.

The tensor (or Kronecker) product is a way of combining two Hilbert 
spaces to produce a higher dimensional space. Let |ψ⟩ be a state in a D1-
dimensional Hilbert space H 1  and |φ⟩ be a state in a D2-dimensional 
Hilbert space H2. Then we define |ψ⟩ ⊗ |φ⟩ to be a state in the D 1 D 2-
dimensional  space H 1⊗ H2. Such a state is called a product state. Any 
state in this larger space can be written as a linear combination of 
product states

where |ψℓ⟩ ∈ H 1  and |φℓ⟩ ∈ H2.

Tensor products

The tensor (or Kronecker) product is a way of combining
two Hilbert spaces to produce a higher dimensional space.
Let |ψ〉 be a state in a D1-dimensional Hilbert space H1 and
|φ〉 be a state in a D2-dimensional Hilbert space H2. Then
we define |ψ〉 ⊗ |φ〉 to be a state in the D1D2-dimensional
space H1 ⊗H2. Such a state is called a product state. Any
state in this larger space can be written as a linear
combination of product states

|Ψ〉 =
∑

!

α!|ψ!〉 ⊗ |φ!〉

where |ψ!〉 ∈ H1 and |φ!〉 ∈ H2.
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What are the properties of this product?

We need also to define bra-vectors, and the inner product:

What are the properties of this product?

(a|ψ〉+ b|ψ′〉)⊗ |φ〉 = a|ψ〉 ⊗ |φ〉+ b|ψ′〉 ⊗ |φ〉.

|ψ〉 ⊗ (a|φ〉+ b|φ′〉) = a|ψ〉 ⊗ |φ〉+ b|ψ〉 ⊗ |φ′〉.

We need also to define bra-vectors, and the inner product:

(|ψ〉 ⊗ |φ〉)† = 〈ψ|⊗ 〈φ|.

(〈ψ′|⊗ 〈φ′|)(|ψ〉 ⊗ |φ〉) = 〈ψ′|ψ〉〈φ′|φ〉.
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If {| j⟩1}  is a basis for H 1  and {|k⟩2} is a basis for H2 then {| j⟩1 ⊗ |k⟩2} is 
a basis for H 1  ⊗ H2. Given two states in H 1 and H2

in terms of this basis

Generic states in H 1⊗ H2 are not product states:

If {|j〉
1
} is a basis for H1 and {|k〉

2
} is a basis for H2 then

{|j〉
1
⊗ |k〉

2
} is a basis for H1 ⊗H2. Given two states in H1

and H2

|ψ〉 =
D1
∑

j=1

αj |j〉1, |φ〉 =
D2
∑

k=1

βk|k〉2,

in terms of this basis

|ψ〉 ⊗ |φ〉 =
∑

j,k

αjβk|j〉1 ⊗ |k〉
2
.

Generic states in H1 ⊗H2 are not product states:

|Ψ〉 =
∑

j,k

tjk|j〉1 ⊗ |k〉
2
.

This is only a product if t = α β for some set of numbers – p. 25/31
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Operator Tensor Products.

If Â is an operator on H 1 and B on H 2, we construct a  similar product to 
get a new operator Â ⊗ B̂ on H 1 ⊗ H 2. Its  properties are similar to tensor 
products of states:

Operator Tensor Products

If Â is an operator on H1 and B̂ on H2, we construct a
similar product to get a new operator Â⊗ B̂ on H1 ⊗H2. Its
properties are similar to tensor products of states:

(aÂ+ bÂ′)⊗ B̂ = aÂ⊗ B̂ + bÂ′ ⊗ B̂.

Â⊗ (aB̂ + bB̂′) = aÂ⊗ B̂ + bÂ⊗ B̂′.

(Â⊗ B̂)† = Â† ⊗ B̂†.

(Â⊗ B̂)(Â′ ⊗ B̂′) = ÂÂ′ ⊗ B̂B̂′.

Tr{Â⊗ B̂} = Tr{Â}Tr{B̂}.
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We can also apply these tensor product operators to tensor product states:

A general operator on H 1 ⊗ H 2 is not a product operator, but  can be written 
as a linear combination of product operators:

Tensor products play an important role in quantum mechanics! 
They describe how the Hilbert spaces of subsystems are 
combined.

We can also apply these tensor product operators to tensor
product states:

(Â⊗ B̂)(|ψ〉 ⊗ |φ〉) = Â|ψ〉 ⊗ B̂|φ〉.

(〈ψ|⊗ 〈φ|)(Â⊗ B̂) = 〈ψ|Â⊗ 〈φ|B̂.

A general operator on H1 ⊗H2 is not a product operator, but
can be written as a linear combination of product operators:

Ô =
∑

!

Â! ⊗ B̂!.

Tensor products play an important role in quantum
mechanics! They describe how the Hilbert spaces of
subsystems are combined.
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We can also apply these tensor product operators to tensor
product states:

(Â⊗ B̂)(|ψ〉 ⊗ |φ〉) = Â|ψ〉 ⊗ B̂|φ〉.

(〈ψ|⊗ 〈φ|)(Â⊗ B̂) = 〈ψ|Â⊗ 〈φ|B̂.

A general operator on H1 ⊗H2 is not a product operator, but
can be written as a linear combination of product operators:

Ô =
∑

!

Â! ⊗ B̂!.

Tensor products play an important role in quantum
mechanics! They describe how the Hilbert spaces of
subsystems are combined.
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Matrix representation.

What does the matrix representation of a tensor product look like? If 
|ψ⟩ has amplitudes (α1 , · · · , αD 1 )  and |φ⟩ has  amplitudes (β1 , · · · , 
βD 2 ) , the state |ψ⟩ ⊗ |φ⟩ in H 1 ⊗ H 2 is  represented as a D1D2-
dimensional column vector:

Matrix representation

What does the matrix representation of a tensor product
look like? If |ψ〉 has amplitudes (α1, · · · ,αD1

) and |φ〉 has
amplitudes (β1, · · · ,βD2

), the state |ψ〉 ⊗ |φ〉 in H1 ⊗H2 is
represented as a D1D2-dimensional column vector:

|ψ〉 ⊗ |φ〉 =











α1|φ〉

α2|φ〉
...

αD1
|φ〉











=



























α1β1
α1β2
...

α1βD2

α2β1
...

αD1
βD2



























.
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to a convenient matrix representation known as the Kronecker product. Suppose A is
an m by n matrix, and B is a p by q matrix. Then we have the matrix representation:

nq
︷ ︸︸ ︷

A ⊗ B ≡











A11B A12B . . . A1nB
A21B A22B . . . A2nB
...

...
...

...
Am1B Am2B . . . AmnB





























mp . (2.50)

In this representation terms like A11B denote p by q submatrices whose entries are
proportional to B, with overall proportionality constant A11. For example, the tensor
product of the vectors (1, 2) and (2, 3) is the vector

[

1
2

]

⊗
[

2
3

]

=









1× 2
1× 3
2× 2
2× 3









=









2
3
4
6









. (2.51)

The tensor product of the Pauli matrices X and Y is

X ⊗ Y =
[

0 · Y 1 · Y
1 · Y 0 · Y

]

=









0 0 0 −i
0 0 i 0
0 −i 0 0
i 0 0 0









. (2.52)

Finally, we mention the useful notation |ψ〉⊗k, which means |ψ〉 tensored with itself k
times. For example |ψ〉⊗2 = |ψ〉 ⊗ |ψ〉. An analogous notation is also used for operators
on tensor product spaces.

Exercise 2.26: Let |ψ〉 = (|0〉 + |1〉)/
√
2. Write out |ψ〉⊗2 and |ψ〉⊗3 explicitly, both

in terms of tensor products like |0〉|1〉, and using the Kronecker product.

Exercise 2.27: Calculate the matrix representation of the tensor products of the Pauli
operators (a) X and Z; (b) I and X ; (c) X and I. Is the tensor product
commutative?

Exercise 2.28: Show that the transpose, complex conjugation, and adjoint operations
distribute over the tensor product,

(A ⊗ B)∗ = A∗ ⊗ B∗; (A ⊗ B)T = AT ⊗ BT ; (A ⊗ B)† = A† ⊗ B†.(2.53)

Exercise 2.29: Show that the tensor product of two unitary operators is unitary.

Exercise 2.30: Show that the tensor product of two Hermitian operators is Hermitian.

Exercise 2.31: Show that the tensor product of two positive operators is positive.

Exercise 2.32: Show that the tensor product of two projectors is a projector.

Exercise 2.33: The Hadamard operator on one qubit may be written as

H =
1√
2

[

(|0〉 + |1〉)〈0| + (|0〉 − |1〉)〈1|
]

. (2.54)

Example



Similarly, if Â =  [aij] and B̂ =  [bij] then

For brevity, |ψ⟩ ⊗ |φ⟩ is often written |ψ⟩|φ⟩ or even |ψφ⟩. One can 
similarly condense the notation for operators; but one should be very 
careful not to confuse A ⊗B with AB.

Similarly, if Â = [aij ] and B̂ = [bij ] then

Â⊗ B̂ =







a11B̂ · · · a1D1
B̂

... . . . ...
aD11B̂ · · · aD1D1

B̂






.

For brevity, |ψ〉 ⊗ |φ〉 is often written |ψ〉|φ〉 or even |ψφ〉. One
can similarly condense the notation for operators; but one
should be very careful not to confuse Â⊗ B̂ with ÂB̂.
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Similarly, operators on two spins can be written as linear
combinations of tensor products of the Pauli matrices and
the identity. For instance,

Î ⊗ Î =











1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1











, Ẑ ⊗ Î =











1 0 0 0

0 1 0 0

0 0 −1 0

0 0 0 −1











,

Î ⊗ X̂ =











0 1 0 0

1 0 0 0

0 0 0 1

0 0 1 0











, X̂ ⊗ Ŷ =











0 0 0 −i

0 0 i 0

0 −i 0 0

i 0 0 0











.
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Example: Two Spins

Given two states in the Z basis, 
|ψ⟩ =  α1| ↑⟩ +  α2| ↓⟩ and |φ⟩ =  β1| ↑⟩ +  β2| ↓⟩ 

we can write

|ψ⟩ ⊗ |φ⟩ =  α1 β1 | ↑↑⟩ +  α1 β2| ↑↓⟩ +  α2β1 | ↓↑⟩ +  α2β2| ↓↓⟩.

A general state of two spins would be

|Ψ⟩ =  t11| ↑↑⟩ +  t12| ↑↓⟩ +  t21| ↓↑⟩ +  t22| ↓↓⟩.

As a column vector this is

Example: Two Spins

Given two states in the Z basis, |ψ〉 = α1| ↑〉+ α2| ↓〉 and
|φ〉 = β1| ↑〉+ β2| ↓〉, we can write

|ψ〉 ⊗ |φ〉 = α1β1| ↑↑〉+ α1β2| ↑↓〉+ α2β1| ↓↑〉+ α2β2| ↓↓〉.

A general state of two spins would be

|Ψ〉 = t11| ↑↑〉+ t12| ↑↓〉+ t21| ↓↑〉+ t22| ↓↓〉.

As a column vector this is

|Ψ〉 =











t11
t12
t21
t22











.
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