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7.3 Surface code

The surface code is a QEC code that is related to topology. The idea is that a logical qubit is encoded in L⇥L
physical qubits as in the layout presented in Fig. 7.12. The array they construct has to be considered with
periodic boundary conditions. The L2 qubits are divided in two classes:
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Figure 20: (a) The surface code. Data qubits are open circles (�), measurement qubits are
filled circles (•), with measure-Z qubits colored green and measure-X qubits colored orange.
Away from the boundaries, each data qubit contacts four measure qubits, and each measure
qubit contacts four data qubits; the measure qubits perform four-terminal measurements. On
the boundaries, the measure qubits contact only three data qubits and perform three-terminal
measurements, and the data qubits contact either two or three measure qubits. The solid line
surrounding the array indicates the array boundary. (b) Geometric sequence of operations
(left), and quantum circuit (right) for one surface code cycle for a measure-Z qubit, which
stabilizes ZaZbZc Zd . (c) Geometry and quantum circuit for a measure-X qubit, which stabilizes
XaX bXcXd . The two identity I operators for the measure-Z process, which are performed by
simply waiting, ensure that the timing on the measure-X qubit matches that of the measure-Z
qubit, the former undergoing two Hadamard H operations. The identity operators come at
the beginning and end of the sequence, reducing the impact of any errors during these steps.
Figure from Ref. (Fowler, Mariantoni, Martinis and Cleland, 2012a).

7 Quiescent state of the surface code

The measure-Z and measure-X qubits are operated in the cycle shown in Fig. 20b and c. After
initializing each measure qubit in its ground state |g�, the sequence comprises four CNOTs fol-
lowed by a projective measurement. For the measure-Z qubit, the CNOTs target the measure
qubit with the four nearest-neighbor data qubits as the controls, with the projective measure-
ment yielding an eigenstate of the ZaZbZc Zd product operator. For the measure-X qubit, after
the ground state initialization, a Hadamard is applied to the measurement qubit, putting it
in |+�, the four CNOTs then target the nearest-neighbor data qubits using the measure qubit
as the control, and a Hadamard follows this operation; the projective measurement yields an
eigenstate of the XaX bXcXd product operator.

29

Fig. 7.12: Graphical representation of the L2 physical qubits (full and open circles) in the array generating the
surface code through their interaction (green and yellow connections).

• Half of the physical qubits are used as data qubits: they store quantum states | Li that will be used for
computation. They are represented with open circles .

• Half of the physical qubits are called measurement qubits and they are employed as error detecting qubits.
They are represented with full circles . There are two types of measurement qubits:

– Measure Z or Z-syndrome qubits, which are represented in green,
– Measure X or X-syndrome qubits, which are represented in yellow.

Each data qubit is coupled to two X-syndrome and two Z-syndrome qubits. Each measurement qubit is coupled
to four data qubits. These couplings are describe as the following. For the green block, i.e. the Z-syndrome, we
have
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Figure 20: (a) The surface code. Data qubits are open circles (�), measurement qubits are
filled circles (•), with measure-Z qubits colored green and measure-X qubits colored orange.
Away from the boundaries, each data qubit contacts four measure qubits, and each measure
qubit contacts four data qubits; the measure qubits perform four-terminal measurements. On
the boundaries, the measure qubits contact only three data qubits and perform three-terminal
measurements, and the data qubits contact either two or three measure qubits. The solid line
surrounding the array indicates the array boundary. (b) Geometric sequence of operations
(left), and quantum circuit (right) for one surface code cycle for a measure-Z qubit, which
stabilizes ZaZbZc Zd . (c) Geometry and quantum circuit for a measure-X qubit, which stabilizes
XaX bXcXd . The two identity I operators for the measure-Z process, which are performed by
simply waiting, ensure that the timing on the measure-X qubit matches that of the measure-Z
qubit, the former undergoing two Hadamard H operations. The identity operators come at
the beginning and end of the sequence, reducing the impact of any errors during these steps.
Figure from Ref. (Fowler, Mariantoni, Martinis and Cleland, 2012a).

7 Quiescent state of the surface code

The measure-Z and measure-X qubits are operated in the cycle shown in Fig. 20b and c. After
initializing each measure qubit in its ground state |g�, the sequence comprises four CNOTs fol-
lowed by a projective measurement. For the measure-Z qubit, the CNOTs target the measure
qubit with the four nearest-neighbor data qubits as the controls, with the projective measure-
ment yielding an eigenstate of the ZaZbZc Zd product operator. For the measure-X qubit, after
the ground state initialization, a Hadamard is applied to the measurement qubit, putting it
in |+�, the four CNOTs then target the nearest-neighbor data qubits using the measure qubit
as the control, and a Hadamard follows this operation; the projective measurement yields an
eigenstate of the XaX bXcXd product operator.
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=

|0 i

| abcdi
(7.118)

where |0 i indicates that the qubit has been initiallised in |0i. Similarly, for the yellow block one has
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Figure 20: (a) The surface code. Data qubits are open circles (�), measurement qubits are
filled circles (•), with measure-Z qubits colored green and measure-X qubits colored orange.
Away from the boundaries, each data qubit contacts four measure qubits, and each measure
qubit contacts four data qubits; the measure qubits perform four-terminal measurements. On
the boundaries, the measure qubits contact only three data qubits and perform three-terminal
measurements, and the data qubits contact either two or three measure qubits. The solid line
surrounding the array indicates the array boundary. (b) Geometric sequence of operations
(left), and quantum circuit (right) for one surface code cycle for a measure-Z qubit, which
stabilizes ZaZbZc Zd . (c) Geometry and quantum circuit for a measure-X qubit, which stabilizes
XaX bXcXd . The two identity I operators for the measure-Z process, which are performed by
simply waiting, ensure that the timing on the measure-X qubit matches that of the measure-Z
qubit, the former undergoing two Hadamard H operations. The identity operators come at
the beginning and end of the sequence, reducing the impact of any errors during these steps.
Figure from Ref. (Fowler, Mariantoni, Martinis and Cleland, 2012a).

7 Quiescent state of the surface code

The measure-Z and measure-X qubits are operated in the cycle shown in Fig. 20b and c. After
initializing each measure qubit in its ground state |g�, the sequence comprises four CNOTs fol-
lowed by a projective measurement. For the measure-Z qubit, the CNOTs target the measure
qubit with the four nearest-neighbor data qubits as the controls, with the projective measure-
ment yielding an eigenstate of the ZaZbZc Zd product operator. For the measure-X qubit, after
the ground state initialization, a Hadamard is applied to the measurement qubit, putting it
in |+�, the four CNOTs then target the nearest-neighbor data qubits using the measure qubit
as the control, and a Hadamard follows this operation; the projective measurement yields an
eigenstate of the XaX bXcXd product operator.
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=

|0 i

| abcdi

H H

(7.119)

In such a way, the measurement qubits are coupled to the data qubits. These circuits are run in cycles, between
one logical operation and the following one, so to keep track of the errors that occur in between.

To understand the logic of the surface code, let us focus on the case where one has only four physical qubits:
2 are data qubits and 2 are measurement qubits (one in X and one in Z). The generators of the stabilisers are

the operators X̂aX̂b and ẐaẐb. Here, we employ the notation Ẑi to identify the �̂(i)
z Pauli operator acting on

the i-th physical qubit. One can easily show that these operators commute, i.e.
h
X̂aX̂b, ẐaẐb

i
= 0, although

they do not at the level of single qubit, i.e.
h
X̂i, Ẑi

i
6= 0. Thus, they have common eigeinstates, which identify

the division of the Hilbert space H
0 in the code and error subspaces (for the sake of simplicity, we will drop all

the normalisation constants):
| i X̂aX̂b ẐaẐb

|00i + |11i +1 +1
|00i � |11i �1 +1
|01i + |10i +1 �1
|01i � |10i �1 �1

(7.120)

The circuit that applies these two stabilisers is 41

11. A Toffoli gate is a three-qubit, controlled-controlled
NOT gate. In the basis |ggg⟩, |gge⟩, |geg⟩, |gee⟩,
|egg⟩, |ege⟩, |eeg⟩, |eee⟩, where the first and second
states are the two controls and the third state is
the target, the Toffoli is represented by

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0
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⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

. (A2)

Hence if both controls are in |e⟩ the Toffoli is equiv-
alent to X̂ operating on the target, while otherwise
the Toffoli is equivalent to Î operating on the tar-
get.

12. The jth Z (X) stabilizer operator Ẑsj (X̂sj) is a

product Ẑsj = Ẑj,aẐj,bẐj,cẐj,d of its four neigh-

boring a, b, c and d physical qubit Ẑ operators
(analogously for X̂). Each cycle of the surface code
yields a measurement of these operators, yielding
the measurement outcome Zsj (Xsj).

We have chosen to modify the names we apply to many
of the functional elements in the surface code, using terms
we believe are more suggestive of each element’s function.
We have compiled these names changes as shown in Table
V.

Published
terminology
(Ref. [20]) This paper
code state quiescent state

X syndrome (light) measure-X (orange/light)
Z syndrome (dark) measure-Z (green/dark)
syndrome symbol • measure symbol •

data symbol ◦ data symbol ◦
Z, X, H, I Ẑ, X̂, Ĥ, Î

smooth boundary X boundary
rough boundary Z boundary

rough/primal qubit single X-cut qubit
smooth/dual qubit single Z-cut qubit
double rough defect (double) X-cut qubit
double smooth defect (double) Z-cut qubit

measurement Xabcd

measurement Zabcd

TABLE V. Translation between the “traditional” language
used in the published literature (e.g. from [20]) and the ter-
minology used here.

Appendix B: Ẑ and X̂ stabilizer circuits

In this Appendix, we explicitly work through the op-
eration of the surface code Ẑ and X̂ stabilizer circuits
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FIG. 34. (Color online) (a) Two data qubits a and b are
stabilized by one measure-Z and one measure-X qubit, con-
nected as shown. (b) Quantum circuit for the two measure
qubits operating on the two data qubits. The CNOT order
is critical: First, the measure-X qubit acts as the control of
the CNOT on data qubits a followed by that on b; the two
CNOTs are preceded and followed by a Hadamard Ĥ. The
measure-Z qubit is then the target of a CNOT with a as the
control, followed by that with b as a control. The two identity
Î operators for the measure-Z process, which are performed
by simply waiting, ensure that the timing on the measure-Z
qubit matches that of the measure-X qubit. The measurement
operators that correspond to steps 3 through 6 of the control
sequence, followed by the projective measurement at the end
of the circuit, are indicated below the relevant CNOTs, with
the measure-X qubit stabilizing the product X̂aX̂b and the
measure-Z qubit stabilizing ẐaẐb.

shown in Fig. 1b and c of the main text, respectively.
For simplicity, we will look at a system with just two
data qubits, a and b, stabilized by one measure-Z and
one measure-X qubit; the extension to the full four-qubit
stabilization is straightforward. The simplified layout
and corresponding stabilizer circuits are shown in Fig. 34,
which now involve two CNOTs per measure qubit instead
of the four CNOTs in the full circuit.

The claim is that this circuit will stabilize the two data
qubits a and b in a simultaneous eigenstate of X̂aX̂b and
ẐaẐb, i.e. precisely the Bell states listed in Table II in the
main text, with the measurement outcomes correspond-
ing to the eigenvalues listed in that table. We show how
this occurs, using an arbitrary entangled state of the two
data qubits as an input to the circuits in Fig. 34. Note
the circuit will entangle all the qubits together during
the CNOT operations; we write the quantum states in
the form |ψXψaψbψZ⟩, i.e. the first element is the state
of the measure-X qubit, the second and third those of
data qubits a and b, respectively, and the fourth ele-
ment that of the measure-Z qubit (this order makes the
CNOTs easier to compute, with the measure-X control-
ling data qubits a and b, and the data qubits controlling
the measure-Z qubit).

The state after executing the Nth step of the circuit is
|ψN ⟩. We work through each numbered step in Fig. 34.

Step 1: The measure-X and measure-Z qubits are reset
to their ground states. The data qubits can be entangled

=

|0 i

|0 i

X H H

a
| abi | 0

abi
b

Z

(7.121)

where the first qubit is the X-syndrome and the last is the Z-syndrome. Considering the generic state | abi for
the qubits a and b being

| abi = A |00i + B |01i + C |10i + D |11i , (7.122)

one can input this state in the circuit in Eq. (7.121) and, before the measurements, obtains that the total state
reads

| XabZi = (A + D) |0i (|00i + |11i) |0i
+ (A � D) |1i (|00i � |11i) |0i
+ (B + C) |0i (|01i + |10i) |1i
+ (B � C) |1i (|01i � |10i) |1i .

(7.123)

It follows that, after the measurement of the X and Z-syndrome qubits, one obtains — depending on the
outcomes {MX ,MZ } — the following states with the corresponding probabilities P| 0

abi:
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{MX ,MZ } | 0
abi P| 0

abi

{ +1,+1 } |00i + |11i |A + D|2
{ �1,+1 } |00i � |11i |A � D|2
{ +1,�1 } |01i + |10i |B + C|2
{ �1,�1 } |01i � |10i |B � C|2

(7.124)

After the collapse on one of these common eigenstates of X̂aX̂b and ẐaẐb, subsequent applications of the circuit
in Eq. (7.121) will provide always — in the assumption of no noise — the same state.

Example 7.4
Consider the state in Eq. (7.123) and suppose the first cycle (which acts e↵ectively as an encoding) provides
the measurements {MX = �1,MZ = �1 } and | 0

abi = |01i�|10i. Now, | 0
abi is equal to | abi in Eq. (7.122)

when setting A = D = 0 and B = �C = 1. The corresponding output state at the end of the second cycle
before the measurement will be | XabZi = |1i (|01i � |10i) |1i. This has two important implications: 1) the
state | 0

abi remains untouched by the circuit, which is the implementation of the stabilisers: Ŝ2Ŝ1 | 0
abi =

| 0
abi; 2) also the output of the measurement {MX = �1,MZ = �1 } remains the same.

This example shows that, without measuring directly | 0
abi, one can use the output of the measurements to

infer the state of the data qubits. Turning the argument upside-down, an error occuring in the data qubits will
be identified by the change in the outcomes of the measurements.

We notice that, in the case of 2 data qubits and 2 measurement qubits, one has

• 4 degrees of freedom where to encode a logical state: there are 2 physical qubits having 2 dimensions. The
total Hilbert space H

0 has 2 ⇥ 2 dimensions.
• 4 constrains from the stabilisers: we have 2 stabilisers and each divides H

0 in 2 subspaces.

Then, there are no free degrees of freedom where one can perform logical operations. In order to do that, one
needs to impose the length of the array of physical qubits L being an odd number > 1. In such a way, one has
2 free degrees of freedom that can be employed. The minimal array is that having L = 3 with 5 data qubits
and 4 measurement qubits. Such an array in shown in Fig. 7.13. The circuit corresponding to the stabilisers

Fig. 7.13: Graphical representation of the surface code with 5 data qubits and 4 measurement qubits.

application is given by
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|0 i

|0 i

|0 i

|0 i

a

| acegii | 0
acegii

c

e

g

i

b,Z

d,X H H

f,X H H

h,Z

(7.125)
Suppose we input the state | acegii = |00000i. Then, the action of this circuit before the measurement is given
by

|00000, 0000i circuit in Eq. (7.125)�������������!

(|00000i + |10110i + |01101i + |11011i) |0000i
+(|00000i � |10110i + |01101i � |11011i) |0100i
+(|00000i � |10110i � |01101i + |11011i) |0010i
+(|00000i + |10110i � |01101i + |11011i) |0110i ,

(7.126)

where we expressed the states in the form | acegi,�bdfhi. Suppose the measurement results in {Mb,Md,Mf ,Mh } =
{ +1,+1,�1,+1 }, which corresponds to the measurement state |�bdfhi = |0010i. Then, the data state is given
by

|datai = | 0
acegii = |00000i � |10110i � |01101i + |11011i , (7.127)

which remains untouched by subsequent applications of the circuit in Eq. (7.125). This is an easy but lengthy
computation if performed in terms of states. However, it becomes trivial and immediate if considering that the
circuit corresponds to the application of the stabilisers Ŝ4Ŝ3Ŝ2Ŝ1 on the state |datai, which has been already
stabilised by the same circuit. Thus, Ŝ4Ŝ3Ŝ2Ŝ1 |datai = |datai.

7.3.1 Detecting errors

There are several kinds of errors that can be detected with surface code. For the sake of simplicity, we consider
the case of the array with 5 data and 4 measurement qubits, and that the logical state is encoded in |datai
shown in Eq. (7.127). The latter corresponds to the measurement state |0010i, i.e. to the measurement outcomes
{Mb,Md,Mf ,Mh } = { +1,+1,�1,+1 }. We construct the table of outcomes with respect to the number of
cycles that are performed. In the case of no errors and no logical operations, such table reads
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# cycles Mb Md Mf Mh

1 +1 +1 �1 +1
2 +1 +1 �1 +1
3 +1 +1 �1 +1
4 +1 +1 �1 +1
5 +1 +1 �1 +1
...

...
...

...
...

(7.128)

We now introduce an error, that will appear exactly at the third cycle. There are also other relevant errors,
but we only focuses on the following two kinds.

1) Errors on the measurement or on the syndrome qubits;
These are the errors due to the erroneous output of a measurement Mi, or errors that are applied to the
syndrome qubit. The latter will appear as the former. Suppose we have an error on the measurement of the
f qubit. Then, the above table becomes

# cycles Mb Md Mf Mh

1 +1 +1 �1 +1
2 +1 +1 �1 +1
3 +1 +1 +1 +1
4 +1 +1 �1 +1
5 +1 +1 �1 +1
...

...
...

...
...

(7.129)

where we highlighted the di↵erence between the two tables. The error is only momentaneous. Later appli-
cations of the cycle will erase the action of these kind of errors. Indeed, if the error is due to the random
erroneous measurement outcome, then the following cycle will (most probably) provide the exact outcome.
This will not be the case if there is a systematic error in the measurement process, which cannot be corrected.
Conversely, if the error is caused by the application of an external action on the measurement qubit (say the
surrounding environment acts with Ẑ on the f qubit), then the error vanishes in the next cycle since the
qubit’s state is initialised at the beginning of each cycle.

2) Errors on the data qubits. These are the errors on the data qubits that can be, for example, due to the
surrounding environment, and that can corrupt the information encoded in the data state. It becomes then
fundamental to being able to detect and account for such errors for the sake of computation.
Suppose we have a phase-flip error on the e qubit. The state is then transformed as

| 0
acegii

phase-flip error on qubit e����������������! Ẑe | 0
acegii . (7.130)

Then, the Z-syndrome qubits will be unable to detect it. However, X-syndrome qubits d and f will detect
the error: their coupling to the data qubit e imposes the action of X̂e, which does not commute with Ẑe.
Then, what happens is that the state of the X-syndrome qubits will flip. By supposing that the error occurs
at the third cycle. Then, the table of outcomes becomes

# cycles Mb Md Mf Mh

1 +1 +1 �1 +1
2 +1 +1 �1 +1
3 +1 �1 +1 +1
4 +1 �1 +1 +1
5 +1 �1 +1 +1
...

...
...

...
...

(7.131)
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Importantly, the outcomes Md and Mf change sign for any subsequent cycle (if no other errors or logical
operations take place). This is how one can distinguish an error on the measurement and on the data qubits.
The best way to account for this error is to employ a classical control software that will changes the sign of
every subsequent measurement of that data qubit’s two adjacent X-syndrome qubits.

When one has an array of larger dimensions, then the situation is more complicated. For example, one might
have that several data errors that form paths on the array. If this happens, the errors will be highlighted only
by two syndrome qubits at the ends of the error path. An example is shown in Fig. 7.14, where the X-syndrome
qubits a and f indicate that an error occurred. However, there is no indication about which path between a
and f the Z-errors are covering.

a b c

ed f

A B

C D E

F G

Fig. 7.14: Graphical representation of Z noises detected by the measurement qubits a and f . Di↵erent paths
(blue, purple and orange) can produce this error syndrome.

This could be one among ABE (blue path), ADG (purpkle path) or CFG (orange path). When accounting
via classical control software for the errors, one needs to select one of these paths. The question is what happens
if one selects the wrong path? The beauty of the surface code kicks in: as long as the error path and the selected
one form a closed loop, the error is well accounted. This is shown with the following argument. Suppose the error
path is ABE, which is produced by ẐAẐBẐE , and we select the path CFG to be corrected, whose correction
is given by ẐCẐF ẐG. This is however not a problem, indeed we have that

(ẐAẐBẐE) = (ẐCẐF ẐG)ŜeŜd, (7.132)

where we defined the stabilisers

Ŝe = ẐBẐEẐDẐG, and Ŝd = ẐAẐCẐDẐF . (7.133)

Therefore, the two errors are related by two stabilisers. This means, that recovery operator R̂k that corrects
ẐAẐBẐE can correct also for ẐCẐF ẐG. This has been discussed in Sec. 7.2.5. Thus, every time we can form
closed loops, the error can be accounted properly. These are harmless errors.

Conversely, consider now the case shown in Fig. 7.15. Here the error path (shown in orange) crosses the
boundary of the array, and due to the periodic boundary conditions only two syndrome qubits highlight the
error path. In such a case, one would still be tempted to connect directly the syndrome qubits with a path
fully in the array (shown in purple). However, such a correction is not the proper one. Indeed, the two paths
would form a logical operation. To visualise harmless and harmful paths, one maps the array on a torus. If the
path can be closed, then it is harmless. If the path cannot be closed, then it is harmful. Figure 7.16 shows the
mapping between the array and the torus, and highlights the harmless and harmful paths.
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Fig. 7.15: Graphical representation of an error path that crosses the boundary of the array (orange path). If
corrected with the purple path, it leads to a logical operation, thus not correcting for the error.

Fig. 7.16: Graphical representation of the mapping of the array on a torus surface. The red path corresponds to
a logical X, while the blue path to a logical Z operation. These are harmful error. The purple path is an error
that can be corrected.

7.4 Fault-tolerant computation

Let us suppose we want to implement the following logical circuit

|0i

|0i

H
(7.134)

so that if an error occurs it can be successfully corrected via a QEC code. The error can essentially occur in
any of the components of the circuit. Namely,

- in the state preparation,
- in the logic quantum gates,
- in the measurement,
- in the simple transition of the quantum information along the quantum wires.

To combat the e↵ect of the noise, one encodes the logical qubits in blocks of physical ones, using QEC codes.
However, one needs also to replace the logical operations with encoded gates. Performing QEC periodically on
the encoded states prevents the accumulation of errors in the state. However, it is not su�cient to prevent the
build-up of errors, even if QEC is applied after each encoded gate.

There are two main reasons:
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