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Analisi dell’associazione tra due variabili

Indagine Istat 2021 “Bambini e ragazzi: comportamenti, atteggiamenti e progetti futuri”, campione casuale nazionale di circa 41 mila 
alunni scuole secondarie di I e II grado. a.s. 2020/2021 
FVG: oltre 2 mila bambini e ragazzi, (39,8% secondarie di I grado e 60,2% secondarie II grado; 16,1% con cittadinanza straniera)

SPPS: Servizio programmazione, pianificazione strategica, controllo di gestione e statistica della Direzione generale della
Regione Autonoma Friuli Venezia Giulia (report VITA QUOTIDIANA A DISTANZA, 21/12/2023)



Analisi dell’associazione tra due variabili
L’obiettivo delle indagini statistiche che coinvolgono più variabili è quello di studiare l’associazione tra le variabili in esame

Associazione: quando una variabile cambia il suo valore, l’altra variabile tende ad assumere certi valori

Un’analisi tra due variabili è detta bivariata

C’è associazione tra:
• tipologia  familiare e situazione economica?
• sesso e retribuzione?

• numero di ore passate all’aria aperta e l’età?

Utilizzando le tabelle di contingenza è possibile osservare la distribuzione dei soggetti secondo tutte le possibili combinazioni tra le modalità di 
due variabili

La tabella mostra la distribuzione degli intervistati al GSS 2004, secondo il sesso e l'orientamento politico



Tabelle di contingenza
Utilizzando le tabelle di contingenza è possibile osservare la distribuzione dei soggetti secondo 
tutte le possibili combinazioni tra le modalità di due variabili

Sesso Numerosità

F 6

M 2

8

Unità Sesso Età Statura Colore occhi

1 F 24 163 Marrone

2 F 21 165 Azzurri

3 M 34 185 Azzurri

4 F 22 164 Marroni

5 F 21 167 Marroni

6 F 22 175 Verdi

7 M 24 178 Verdi

8 F 21 155 Marroni

Colore occhi Numerosità

Azzurri 2

Marroni 4

Verdi 2

Sesso/Colore occhi Azzurri Marroni Verdi

F 1 4 1 6

M 1 0 1 2

2 4 2 8



Dati due caratteri X e Y si definisce distribuzione 
doppia di frequenze l’insieme delle frequenze 
congiunte 𝑛!", ovvero le frequenze assolute 
delle unità che presentano congiuntamente la 
modalità i-esima della variabile X e la modalità j-
esima della variabile Y

• Si possono costruire per tutti i tipi di variabili 
ma per migliorare la leggibilità della tabella è 
opportuno ricodificare la variabile in 
categorie o classi (soprattutto nel caso di 
caratteri quantitativi continui)

Possiamo identificare le distribuzioni marginali e 
le distribuzioni condizionate

•Una distribuzione marginale di una variabile 
corrisponde alla distribuzione di frequenza della 
singola variabile (totali di riga/totali di colonna)
•Una distribuzione condizionata di una variabile 
corrisponde alla distribuzione di frequenza di 
una variabile condizionata rispetto ad una o più 
modalità dell’altra variabile

Distribuzione condizionata 
della X data Y=yj

Distribuzione condizionata 
della Y data X=xi 
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Distribuzione doppia, marginale e condizionata

Con riferimento alla tabella, individuare
◦ la distribuzione congiunta della variabile Sesso e Orientamento Politico:
◦ la distribuzione marginale della variabile Sesso:
◦ la distribuzione condizionata della variabile Orientamento Politico rispetto alla modalità Femmine:
◦ la distribuzione condizionata della variabile Sesso rispetto alla modalità Repubblicani:



Distribuzioni doppie
Distribuzione marginale della X

Distribuzione marginale della  Y

Numerosità campionaria

Distribuzione marginale del Sesso
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𝑛#. = 2

Distribuzione marginale del Colore degli occhi
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Sesso/Colore occhi Azzurri Marroni Verdi

F 1 4 1 6

M 1 0 1 2

2 4 2 8



Dividendo per il corrispondente totale si ottiene:
◦ la distribuzione di frequenze doppie relative 𝑓!" (dividendo le frequenze congiunte per il totale n) 

◦ le distribuzioni marginali relative (dividendo le frequenze marginali per il totale n)

◦ le distribuzioni relative condizionate (dividendo le frequenze condizionate per il corrispondente totale di riga/colonna)

Moltiplicando le frequenze relative per 100 otteniamo le corrispondenti frequenze percentuali

Sesso/Colore occhi Azzurri Marroni Verdi

F 1 4 1

M 1 0 1

8

Sesso/Colore occhi Azzurri Marroni Verdi

F 6

M 2

2 4 2 8

Sesso/Colore occhi Azzurri

F 1

M 1

2

Sesso/Colore occhi Azzurri Marroni Verdi

F 1/8 4/8 1/8

M 1/8 0/8 1/8

1

Sesso/Colore occhi Azzurri Marroni Verdi

F 6/8

M 2/8

2/8 4/8 2/8 1

Sesso/Colore occhi Azzurri

F 1/2

M 1/2

1

Sesso/Colore occhi Azzurri Marroni Verdi

F 1 4 1 6

Sesso/Colore occhi Azzurri Marroni Verdi

F 1/6 4/6 1/6 1



Distribuzione condizionata 
del gruppo di laurea rispetto 
alla condizione 
occupazionale

Distribuzione condizionata 
della condizione 
occupazionale rispetto al 
gruppo di laurea 

Distribuzione percentuale 
congiunta

Distribuzione marginale 
percentuale



Medie condizionate
Per ogni distribuzione condizionata di un
carattere quantitativo si può calcolare la media
aritmetica condizionata
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Il numero di medie condizionate aumenta
all’aumentare delle modalità del carattere

Nel caso di carattere quantitativo suddiviso in
classi si può calcolare la media aritmetica
approssimata utilizzando il valore centrale di
ogni classe
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Calcola le medie condizionate della variabile numero di auto rispetto alle modalità  2 e 3 della variabile numero di case: 

2𝑦+$% =
1
29

1 ∗ 21 + 2 ∗ 8 + 3 ∗ 0 = 1,28

29=𝑛%.
24
15

X

Y

40 25 3 68
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2𝑦+$' =
1
24

1 ∗ 12 + 2 ∗ 11 + 3 ∗ 1 = 1,54
𝑥̅)$% =

1
40

1 ∗ 21 + 2 ∗ 12 + 3 ∗ 7 = 1,65

Calcola la media condizionata della variabile numero di case rispetto alle modalità  3 della variabile numero di auto: 

𝑥̅ =
1
18 1 ∗ 29 + 2 ∗ 24 + 3 ∗ 15 = 1,790𝑦 =

1
68 1 ∗ 40 + 2 ∗ 25 + 3 ∗ 3 = 1,45



Rappresentazione grafica
Se entrambi i caratteri sono quantitativi 
possiamo utilizzare il grafico di dispersione

Grafico di dispersione delle importazioni e 
delle esportazioni dei paesi OCSE, 2010



Con 2 variabili: scatterplot
Tipologia di relazioni (una sola variabile indipendente)

Y

X

Y

X

Y

Y

X

X

Relazione Lineare Relazione non lineare 

Grafico di dispersione (scatterplot): esempi di relazione/1

Il grafico di dispersione fornisce un 
riscontro sul fatto che la
relazione sia approssimativamente 
lineare o non lineare (curvilinea)



Tipologia di relazioni

Y

X

Y

X

Y

Y

X

X

Relazione forte Relazione debole

Grafico di dispersione (scatterplot): esempi di relazione/2



Tipologia di relazioni

Y

X

Y

X

Nessuna relazione

Grafico di dispersione (scatterplot): esempi di relazione/3



Rilevazione delle variabili su 10 negozi

Esempio: vendite e superfice negozio



E’ ragionevole ipotizzare che
a maggiori spazi espositivi 
tendano a corrispondere 
valori più elevati delle 
vendite.
La disposizione dei punti 
sembra essere approssimata 
bene da una retta. 

Diagramma di dispersione (scatter plot) per esame grafico della relazione tra le variabili

Esempio: vendite e superfice negozio



Esempio su dati reali: reddito e spesa mensile di 
30 famiglieEsempio: reddito e spesa mensile 



Esempio: tasso di omicidi e di povertà 
(50 stati USA + Washington DC = 51 osservazioni)

DC

La disposizione dei punti sembra 
essere approssimata bene da una 
retta (n.b. un punto –DC– è lontano 
dal resto delle osservazioni).



Indipendenza statistica
Attraverso le tabelle di contingenza è possibile studiare l'eventuale dipendenza di una variabile 
dall'altra
È possibile verificare ciò attraverso la presenza o meno di indipendenza. Se due variabili categoriali 
non sono indipendenti, allora sono associate
Due variabili categoriali sono statisticamente indipendenti se nella popolazione le distribuzioni 
condizionate di una variabile rispetto a ciascuna categoria dell’altra sono identiche

Due variabili categoriali sono statisticamente dipendenti se nella popolazione le distribuzioni 
condizionate di una variabile rispetto a ciascuna categoria dell’altra non sono identiche

Molto utile è la trasformazione delle frequenze in percentuali, per agevolare la comprensione

Che tipo di 
distribuzioni 
sono?



Due variabili categoriali sono statisticamente indipendenti se nella popolazione le distribuzioni 
condizionate di una rispetto a ciascuna categoria dell’altra sono identiche

• Dall’evidenza empirica, 
l’orientamento politico 
dipende dal sesso perché 
le distribuzioni 
condizionate percentuali 
sono diverse

• Nel campione osservato, 
l’orientamento politico non 
dipende dal gruppo etnico 
perché le distribuzioni 
condizionate percentuali 
sono uguali

L’indipendenza statistica è una proprietà simmetrica per le due 
variabili: se le distribuzioni condizionate per ogni riga sono identiche, 
sono identiche anche quelle per colonna 
• Ad esempio per l’orientamento ed il gruppo etnico le distribuzioni 

condizionate del gruppo etnico rispetto alle modalità dell’orientamento 
politico sono: 



Test chi-quadro di indipendenza
Il concetto di indipendenza statistica è riferito alla popolazione, in genere noi disponiamo di dati 
campionari. Le distribuzioni condizionate campionarie possono essere diverse pur essendo le 
variabili indipendenti a livello di popolazione

Per verificare statisticamente la reale esistenza di indipendenza tra due variabili categoriali (a 
livello di popolazione), possiamo applicare il test chi-quadro per l'indipendenza

Le ipotesi saranno: 
• 𝐻-: le variabili sono statisticamente indipendenti. 
• 𝐻.: le variabili sono statisticamente dipendenti.

Requisiti minimi per l'applicazione del test: campionamento casuale o esperimento 
randomizzato e campione sufficientemente grande.



Frequenze attese per l’indipendenza
Il test del chi-quadro si basa sul confronto tra frequenze osservate e frequenze attese

La frequenza attesa 𝑛′$% è quella che potremmo osservare in presenza di indipendenza tra le due 
variabili, corrisponde cioè alla numerosità attesa in una cella se le due variabili sono indipendenti:

𝑛′$% =
𝑛$.𝑛.%
𝑛 =

𝑡𝑜𝑡𝑎𝑙𝑒 𝑑𝑖 𝑟𝑖𝑔𝑎 𝑝𝑒𝑟 𝑙𝑎 𝑚𝑜𝑑𝑎𝑙𝑖𝑡à 𝑖 ∗ 𝑡𝑜𝑡𝑎𝑙𝑒 𝑑𝑖 𝑐𝑜𝑙𝑜𝑛𝑛𝑎 𝑝𝑒𝑟 𝑙𝑎 𝑚𝑜𝑑𝑎𝑙𝑖𝑡à 𝑗
𝑛𝑢𝑚𝑒𝑟𝑜𝑠𝑖𝑡à 𝑐𝑎𝑚𝑝𝑖𝑜𝑛𝑎𝑟𝑖𝑎 𝑡𝑜𝑡𝑎𝑙𝑒

Nel caso di indipendenza tra sesso e orientamento politico avremo:

𝑛′!! =
1511 ∗ 959

2771
= 522,9

𝑛′!# =
1511 ∗ 991
2771

= 540,4

𝑛′!& =
1511 ∗ 821

2771
= 447,7

𝑛′#! =
1260 ∗ 959

2771
= 436,1

𝑛′## =
1260 ∗ 991

2771
= 450,6

𝑛′#& =
1260 ∗ 821

2771
= 373,3



Se c’è indipendenza, ci aspettiamo che le frequenze osservate siano «vicine» a quelle attese

Calcoliamo le differenze tra le frequenze osservate e quelle attese:

𝑛!! − 𝑛'!! = 573 − 522,9 = 50,1
𝑛!# − 𝑛'!# = 516 − 540,4 = −24,4
𝑛!& − 𝑛'!& = 422 − 447,7 = −25,7

Riusciamo a valutare se le differenze sono grandi o piccole?

𝑛#! − 𝑛'#! = 386 − 436,1 = −50,1
𝑛## − 𝑛'## = 475 − 450,6 = 24,4
𝑛#& − 𝑛'#& = 399 − 373,3 = 25,7



La statistica test del chi-quadro
Poichè in 𝐻! si è ipotizzata l'indipendenza tra le due variabili, il test statistico viene 
costruito con l'intenzione di evidenziare l'allontanamento da 𝐻!

Si basa sulle differenze tra frequenze osservate e frequenze attese

La statistica test è la statistica chi-quadro 𝜒" data da

𝜒"= ∑#,%
('!"('!"

# )$

'!"
#

Sommiamo per ogni cella, il rapporto tra differenza al quadrato tra frequenza attesa e 
osservata e la frequenza attesa

• Se 𝜒! = 0 le due variabili sono indipendenti (applicando il test a dati campionari, può bastare 
che sia sufficientemente piccolo)

• Al crescere del valore di 𝜒! aumenta l'evidenza contro 𝐻"
• 𝜒! non può essere negativo

Questo valore viene confrontato con i valori della distribuzione teorica sotto l’ipotesi di 
indipendenza

Si ottiene il p-value, un valore che misura quanto i dati osservati sono compatibili con 
l’ipotesi di indipendenza

Valori soglia per il p-value sono in genere: 0,1; 0,05;0,01

𝑛** − 𝑛+** = 573 − 522,9 = 50,1
𝑛*" − 𝑛+*" = 516 − 540,4 = −24,4
𝑛*, − 𝑛+*, = 422 − 447,7 = −25,7
𝑛"* − 𝑛+"* = 386 − 436,1 = −50,1
𝑛"" − 𝑛+"" = 475 − 450,6 = 24,4
𝑛", − 𝑛+", = 399 − 373,3 = 25,7

𝜒" =
50,1"

522,9
+

−24,4 "

540,4
+ ⋯+

24,4"

450,6
+
25,7"

373,3
= 4,8 + ⋯+ 1,8 = 16,2

Il p-value in questo caso è pari a 0,0003

Concludiamo che c’è una forte evidenza empirica contro l’ipotesi di 
indipendenza 𝐻!, quindi le due variabili sesso e orientamento politico 
sembrano essere associate nella popolazione

Se le variabili fossero indipendenti, dovrebbe essere davvero inusuale per un 
campione casuale avere un valore della statistica 𝜒" così elevato



Il test chi-quadro risponde alla domanda «C’è associazione?»

Esistono misure di associazione che sintetizzano la forza di dipendenza tra due variabili

Nel caso A della tabella vediamo un caso di indipendenza 

Nel caso B vediamo un caso di dipendenza forte 

La statistica chi-quadro indica quanta evidenza c’è a favore della dipendenza, non ne misura la 
forza (valori più grandi si verificano quando la numerosità è grande)

Chi-quadro e associazione



Il valore di 𝜒' non fornisce una misura della forza dell'associazione, in quanto fortemente dipendente 
dalla dimensione campionaria.

Chi-quadro e associazione



Misura della correlazione per variabili 
quantitative
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- Indicato anche con: r, rho, 𝜌 o anche R
- Il coefficiente è simmetrico: rxy = ryx e misura 

l’interdipendenza tra X e Y
- Il valore di r non risente dell’unità di misura e 

dell’ordine di grandezza di X e Y
- Assume valori compresi tra -1 e 1 (estremi inclusi)
- rxy= -1 perfetta relazione lineare inversa (negativa) tra 

X e Y
- rxy=  1 perfetta relazione lineare concorde (positiva) 

tra X e Y
- rxy= -0 X e Y sono incorrelati (anche se non si può 

escludere una relazione non lineare - ad es. 
parabolica – tra X e Y
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Coefficiente di correlazione

numeratore della 
deviazione standard di X 

numeratore della 
deviazione standard di Y 



Coefficiente di correlazione – Esempio
12 congelatori: capacità totale (in litri) e prezzo (in euro)

Grafico di dispersione 



Esempio calcolo coefficiente di correlazione



Grafici a dispersione e diversi valori di r


