Theorem 0.1 (Riesz-Thorin). Let T be a linear map from LPo(R) N LP1(RY) to L% (RY) N
LT (RY) satisfying
\Tfllre; < M|l fllges forj=0,1.

Then fort € (0,1) and for p; and q; defined by

11—t n t I 11—t t
Dt Pbo b1 ’ qt q0 q1
we have
T fllLoe < (Mo)' (M) fllwe for f € LP(RT) N LP*(RY).

Proof. First of all notice that if f € L* N L? with a < b then f € L¢ for any ¢ € (a,b). To

see this recall Holder L1

1
Ifgller < W fllzeligllpe for —=—+ -~
r P q

+ % for t € (0,1) from |f| = |f[*| f|*~* we have

t
a

A llze = WA Nze < WP e A ey = DNzl F 1"

Then, since % =

For p; = po = p1 = oo (in fact we can repeat a similar argument for p; = pp = p; any fixed
value in [1,00]) we then have

ITfllzse < ITFNZar 1Tl g < (Mo)' ™ (M) f | poe

So let us suppose p; < co. Then it is enough to prove
\/ngdw! < (Mo) " (M) | fllLoelgll o = (Mo) (M)

considering only [|f|[zr: = 9]l 4
take the E; to be finite measure sets mutually disjoint. If ¢; < oo we can also reduce to

= 1 for simple functions f = Z;”:l ajxg; where we can

simple functions g = Zévzl biXF, where the F; are finite measure sets mutually disjoint.
The case ¢; = oo reduces to the case p; = oo by duality. In fact, see Remark 16 p. 44 [2],

HTHﬁ(Lpt,Ll) = HT*”[/(Loo’L;Dé)'

Notice that if both py < oo and p; < oo and since we are treating qo = ¢1 = 1, then

T zezri )y = HT*”L(LOO,L”;) < M; and so one reduces to the case p; = oo. If, say,

po = oo, then ||Tzpe 1y = [ T7 < My since p1 < oo, but [T zzro,1) =

L(L>,LP1)
IT* || z(zo0 (L)) < Mo, so in other words, we don’t get a Lebesgue space. However, the
issue is to bound for f € LPPNL>® a T*f € L' N (L>®) = L' where ||T* f||(zooy = IT* f| 1,
so that one can still apply the above argument used for p; = oo.



Let us turn to the case p; < oo and ¢, < co. For a; = €%|a;| and by = €'¥*|bg| the polar
representations, set

s a(z) . 1—2z =z
fo=_lag| =@ e yp; with a(z) := + =
N j:l‘ il I =) Po P1
Noooise 1—
gs = E b | T80 eVEx . with B(z) == qOZ i

k=1
Notice that since we are assuming ¢; < oo, then ¢; > 1 and so 5(t) = q—lt < 1, so that g, is

well defined. Similarly, since p; < oo we have «a(t) = plt > 0, so also f, is well defined.
We consider now the function

F(:) = [ Th.g.de

Our goal is to prove |F(t)| < My~ ‘Mj.
F(z) is holomorphic in 0 < Re z < 1, continuous and bounded in 0 < Re z < 1. Boundedness
follows from estimates like

l|a; | Co) | = |aj] o which is bounded for 0 < Rez < 1.

We have F(t) = [T fgdz since f; = f and g, = g.
By the 3 hnes lemma, see below, which yields |F(z)] < Mj 8¢ MJe? if the two estimates
below are true, our theorem is a consequence of the followmg two inequalities

|F(2)| < M for Rez=0;

|F(2)] < M for Rez=1.

For z = iy we have for pg < oo

m a(iy) Ppo m %+iy(§7%) po
[figo = lagl =@ | Xz, = |lag] Pt XE;
s =1
= yPt ) oy |PO =
Z il lajlm | xm = laPxe, = fIP
j=1 j=1

This implies

il = ([ 15alde) ™ = ([ 1) ™ =1 0.)

Notice that we have also || fiy||oc = 1 when py = oo.

Proceeding similarly, using 1 — §(z) = 1(1_,Z + o7, for z =iy and ¢, < oo we have
0 1
/
w2 — 1 a |%
, "\l " 90
q N 1-8(iy) |90 N T a N . 4
il =D 1Bkl PO | xm =D (el (bl | xmo= ) [kl %xm = 1g]%.
k=1 k=1 j=1



This implies

1
/ a;
ol = ([ loutac) ™ = ([ lariaz )’

Notice that we have also ||giy|/cc = 1 when g = oo.
Then

O“’_'

= 1.

|F(iy)| < HTfinquginq() < Mo”finpoHQinqO = Mo.

By a similar argument
[ frait = [fIP*

! /
|914+iy|™ = |g]*.

Indeed by a(l + iy) = 1% - ;T%

m

| fraiy[” = Z
j=1
m
Z M%‘

andbyl—ﬁ(l—l—iy):l;r—,liy—;—z

a(l+iy) h
laj| =@

m
= lajPPxe, = |f"
j=1

N

!
‘91+iy‘q1 = Z

k=1

9
(%)
1 0
1-8(0+iy) |1 N

!
el 0 | X =Y bkl (b
k=1

Finally

m | w(erag)
=> |l Pt
j=1

N
/
- Z ’bk|thFk =
j=1

qt

[FA+iy)| < T frviglla lgriylle, < Millfrviglp 914 llg = Mlele Hqu1 =

Here we have used the following lemma.

lg]%.

O

Lemma 0.2 (Three Lines Lemma). Let F(z) be holomorphic in the strip 0 < Rez < 1,

continuous and bounded in 0 < Rez <1 and such that

|F'(2)] < My for Rez =0,
|F(2)| < My for Rez=1.

Then we have |F(z)] < My~ *MRe* for all 0 < Rez < 1.



Proof. Let us start with the special case My = M; = 1 and set B := ||F||e. Set he(z) :=
(1 + ez)~! with € > 0. Since Re(1 + €z) = 1 + ex > 1 it follows |h(2)| < 1 in the strip.
Furthermore Im(1 + €z) = ey implies also |h(2)| < |ey| . Consider now the two horizontal
lines y = £B/e and let R be the rectangle 0 <z <1 and |y| < B/e. In |y| > B/e we have

| < b B
eyl T [eB/e]

[F'(2)he(2)

On the other hand by the maximum modulus principle

sup [F(2)he(2)] = sup |F(2)he(2)] < 1,
R OR

where on the horizontal sides the last inequality follows from the previous inequality and
on the vertical sides follows from |F(z)| <1 for Rez = 0,1 and from |h.(z)| < 1.
Hence in the whole strip 0 < x < 1 we have |F(2)he(z)| < 1 for any € > 0. This implies

lim [F(2)he(2)] = |F(2)] <1

in the whole strip 0 < z < 1.
In the general case (Mo, M) # (1,1) set g(z) := My~ *M7. Notice that

glz) = 008 Ms s |g()) = MI=T 07 =

min(Moy, M) < |g(2)| < max(My, My).
So F(z)g~!(z) satisfies the hypotheses of the case My = M; = 1 and so |F(2)| < |g(2)| =
Mol—ReleRez

O
One application of the Riesz—Thorin Theorem is the following.

Theorem 0.3 (Hausdorff-Young). For p € [1,2] and f € LP(R™,C) then (??) defines a

function Ff € LV (R™,C) where p' = -2~ and an operator remains defined which satisfies
p—1

_p(1_1
||‘Ff||LP/(]R"7(C) S (271') n<2 p/) HfHLp(Rn’C). (03)
Another example of application of M. Riesz’s Theorem is the following useful tool.

Lemma 0.4 (Young’s Inequality). Let

Tf(z)= A K(z,y)f(y)dy
where
sup / |K (z,y)|dy < C, sup / |K(x,y)|dz < C. (0.4)
rER" n yeRn n
Then

1T fllo@ny < CllfllLowny for all p € [1,00]

4



Proof. The case p = 1,00 follow immediately from (0.4). The intermediate cases from
Riesz’s Theorem. O
Recall the formula

1€ ~ lz|?
e = (27‘(6)_% / e %= 3 dg for any € > 0. (0.5)
R4

1  Schrodinger equations
For ug € S'(R?, C) the linear homogeneous Schrédinger equation is
iug + Au=0,u(0,z) = ug(z). (1.1)
By applying F we transform the above problem into
i +1l¢*a =0, 8(0,€) = To(€).

d ilz|?

This yields (¢, &) = e T(€). We have e EI° = G(t, ) with G(t,z) = (2ti) 2e ar .
This follows from the following generalization of (0.5) for Rez > 0

_ole2 _d Zigp 122
e * 2 = (27z) 2/ e e 2 .
Rd

This formula follows from the fact that both sides are holomorphic in Re z > 0 and coincide
for z € Ry. Then taking the limit z — 2i for Rez > 0 and using the continuity of F in
S'(R4,C) we get

12 d : i|$|2
e 1E° = (4ni)~2 / e %0 d,
Rd
Then u(t,x) = (271)*%G(t, ) * ug(z). In particular, for ug € LP(R?,C) for p € [1,2] and by
Reisz’s interpolation defines for any ¢ > 0 an operator which we denote by

ilz—y|2

ePltug(z) = (477125)_g /Rde  up(y)dy (1.2)

which is s.t. €t : LP(RY C) — LY (R%,C) for p € [1,2] and p/ = 2= with |ePlug|,, <
1 L

p
1_1
o

(47rt)7d(5 P )H'LLOHLP by Riesz interpolation.

Remark 1.1. Notice that for no p # 2 and t > 0 we have that €2 defines a bounded
operator LP(R? C) — LP(R?,C), see [9].

Remark 1.2. Notice that e : LP(R?) — L9(R?) is a bounded operator for all 1 < p < ¢ <
0.

Notice that (1.1) is time reversible. and if u(t, ) = e®tug(x), then v(t, z) = u(—t,z) =
eg(x) is a solution.



Let now u(t, z) = e'®tug(z), and for v, D € R? consider vy(z) = €2 ug(x — D). Then
o(t, z) == ePlug(x) = eév'x*i%tu(t, x—tv—D).
In the sequel, given v,w € L*(R%,C) we will use the notation
(v,w) = Re /]Rd v(x)w(x)dz. (1.3)

In the sequel we will reinterpret the equation

iu +Au=f, u(0)=uge H (R (1.4)
in the integral form
t
u(t) = etPug — i / A pdt. (1.5)
0

To understand this formula we will need Strichartz’s inequalities.
We say that a pair (g, r) is admissible when

2 d d

2422 1.

PRI (1.6)
2d . .

2§r§ﬂ(2§r§001fd:1,2§7“<001fd:2). (1.7)

Remark 1.3. The pair (co,2) is always admissible. The endpoint (2, ) is admissible

d—2
for d > 3 but the point (2,00) is not for d = 2. The equality (1.6) needs to be true by the

parabolic scaling u(t, z) ~ u(\%t, A\x), which preserves the set of solutions to (1.1).

We have the following important result.

Theorem 1.4 (Strichartz’s estimates). The following facts hold.

(1) For every up € L*(RY) we have ¢®tug € LI(R, L"(RY)) N CO(R, L2(R%)) for every
admissible (q,r). Furthermore, there exists a C s.t.

1€ uo | pagr, 1 rayy < Clluol 2. (1.8)

(2) Let I be an interval and letty € 1. If (7, p) is an admissible pair and f € LY (I, L¥' (RY))
then for any admissible pair (q,r) the function

Tr(t) = /t U9 £(5)ds (1.9)

belongs to LI(I, L™ (RY))NCO(I, L>(RY)) and there exists a constant C independent of
I and f s.t.

1T fllzar,Lrwayy < CUF v (1, ne ey (1.10)

6



2 Keel and Tao’s proof of Strichartz estimates

We will follow the argument by Keel and Tao [8]. We will assume that (X,dx) is a
measurable space and that H is a Hilbert space. We consider a family of operators
U(t): H— L*(X). We assume the following two hypotheses.

(1) There exists a C' > 0 s.t.

U@ fllg> < Cllfller for all f € H;

(2) there exist a 0 > 0 and a C > 0 s.t. for all t # s and all g € L'(X) we have

1T U ()" gl < Clt = |~ [gl -

We say that a pair (g, r) is o—admissible when

2 20
2L s
qg T (2.1)
rq 2 2 and (Q>T7 U) 7& (27007 1)
. . . . 20
Particularly important, for ¢ > 1 , is the point P = ( 2, 1)
O' pe—

Notice that (1) implies |U*(t)F|2 < C|F|[z2 by duality and that (U()h, f) 2(x) =
(h, (U®)) fy

Theorem 2.1 (Keel and Tao’s Strichartz estimates). If U(t) satisfies (1) and (2), and if
furthermore there exists an appropriate scaling operator in X and H, then we have

(3)
10 (¢l o ey < Cawluoll
)
H /R (U())F(s)dsllir < ClFll g
(5)

U@)(U () F(s)ds| Law,zr(x)) < Corgil Fll Lo @ 17 (x))-

|
t>s
for all admissible pairs (q,r) and (q,7).

(3) is called the homogeneous estimate and (5) the non-homogeneous estimate or also
the retarded estimate. (3) and (4) are equivalent by duality. The scaling operators are used
only in Sect. 2.2.

'Notice that since h — (U(t)h, f)r2(x) is continuous, an element f* € H remains defined such that
(U@, frr2(xy = (h, f*) - The map f — f* is linear, bounded and (U(¢))" f := f".

7



2.1 Proof of the nonendpoint homogeneous estimate

We consider the case (¢,7) # P. The proof of this case predates the paper by Keel and
Tao.
It is elementary that (4) is by duality and hypothesis (1) equivalent

/Rz (U(s))"F(s), (U(1))"G(1)) y dtds

S CIF N Lo w o xpllGll Lo w1 (x)-

So we have to prove the above estimate. Furthermore, it is enough to prove the above
bound for

T(F,G) = / (U(3))*F(s), (UL)*G(t))  dtds. (2.2)

t>s
By (1) we know that (3) holds for ¢ = co and r = 2. So pointwise

{(U) F(s), U0 G0) 4l = U@V ) F(), G0 o |

< UBU () F($)]l 200 IG@) 1200 < C2IF ) 200 IGO ] 120)-
Furthermore
(U6 Fs), UOY Gl = [T E) F(s), G| < IVOTE) FS) e 1G22 0x)
< Clt = s F($) 1 o) I GO 12 x)-

From the Riesz—Thorin Interpolation Theorem, see Theorem 0.1, we have (omitting the
constant) for any r € [2, 0]

* —o(1-2 —1=p(r,r
UMW) F ()l prx) S N = sl DIES) oy = 1= 81720 F )]
o o
h =0—1———=.
where B(r,7) :=0o -

Then we conclude
(U () F(s), U®)G0) | S |t =57 PEINES) o ) IGO0

For % - % = —p(r,r), using the Hardy,Littlewood Sobolev inequality, see Theorem 7?7,

which requires q¢ > ¢/,

IT(F.G) < | /R |t — 5‘_1_B(T’T)||F(5)||Lr’(x)d5||Lq(R)HGHLq/(R,LW(X)) S HFHLq’(R,Lr’(X))||G||Lq/(R,Lr/(X))-

Notice that % - % = —f(r,r) means
2 2 2
1-2=—0+1+22 e+ =4
q r q r
and —f(r,r) > 0 means
< 20
r .
o—1



2.2 Proof of the endpoint homogeneous estimate

Here we consider the endpoint case (¢,7) = P = (2, %), when o > 1.

The introduction of a scaling operator will simplify considerably the discussion. We
will denote it by D) for A > 0. We assume the following:
1. there exist operators Dy : H — H s.t. (Daf,Dxg)y =A"7(f,9)y
2. there exist operators Dy : L"(X) = L"(X) s.t | Dxfllzrx)y = A7 | fllrx)
3. in all cases Dy' = Dy-1 and D} = A7Dy 1.

Notice that for o = ¢, H = L?(R?) and X = R? with L"(X) the standard Lebesgue spaces,

then Dy f(x) := f ()\%a:) satisfies the desired requirements. Notice that we used the same
notation for dilation operators in H and L"(X), but they are distinct operators.

Lemma 2.2. Let the function t — U(t) satisfy (1) and (2) in Sect. 2. Then t —
D)\U(Mt)Dy-1 satisfies (1) and (2) in Sect. 2 with exactly the same constants C.

Proof. Indeed
IDAUA) Dy £l 2 = A2 [UN) Dy-1 fll 2 < CA"2 | Dy fllr = Cllf
and from (D \U(As)Dy-1)* = D\(U(As))*Dy-1,

[IDAU (M) D=1 (DAU (As) Dy-1)" f| oo [ DAU (At) (U (As)) " D=1 f1| oo
= [[UA)UAs))" Dy fllzee < CAT[t = 8|77 | Dy-1 fll 1 = CJt = s[77[| fll 1

O
After the above preliminary on scaling operators, expand
T(F,G) = 3" T;(F,G) where Tj(F,G) = / (U () F(s), (U(t))*G(1)) ,y dtds.
jez t—21>s>t—27+1
(2.3)
We will prove
D TF.G) S Fll o G oo (2.4)

JEZL
We will prove the following.

Lemma 2.3. For a fized constant C' dependent only on the constants in (1) —(2) Sect. 2.
we have '
IT3(F, G)| < C27 | F|| pa |Gl 2 (2.5)

with (1/a,1/b) in a sufficiently small, but fixed neighborhood of (1/r,1/r), dependent only
ono.



Proof. Notice that
T;(F.G) = / | ~ {(U(s))"F(s),(U(t)"G(t))  dtds
t—27>s>t—27+1
= 9%igjo / (Do; (U(275))* Dy Do; F(275), Dy (U(271))* Dy—3 Doy G(2't) ) ,, dtds.
t—1>5>t—-2
Suppose now that we have (2.4) in the particular case j = 0. Then we have

IT;(F, G)| < C2%2 || Dy F(25)|| 2 o [| Doy G(270) | 2 = C225297 2790+ TFT) | F|| Lt |Gl o o
= Czj(2+a_1_20+5+3> ”F||L2La’ HGHL2Lb’ = CQj(l_U+E+3)||FHL2La’ HG||L2Lb’ = szjﬁ(a’b)HFHL%u’ ”GHL2Lb’

where we recall 8(a,b) =0 —1—-2 — 7.
So we have reduced to the case j = 0. Next we do another reduction. We claim that to
prove the case 7 = 0 it is enough to assume that F' and G are supported in time intervals

of length 1. Indeed, assuming this case, then we have

e[ w [ () FEL O 0) G0y ds

ne’l

1
2
< C E HFHLQ( n,n+1),Le HGHLQ( (n—2,n),L%) < C <: :HF”LQ((n n+1),L ) (Z ”GHL2 (n—2,n), e )

nel neZ neZ

[N

‘”(Z”F” ) (ZHGllmlm) = OVl o [

neZ nez

Hence, in the rest of the proof we will assume that F' and G are supported in time intervals
of length 1. To prove (2.5) for j = 0 we consider three cases:

(i) a=b=ox;
(ii) 2<a<rand b=2
(ili) a=2and 2 < b < 7.

Then the desired result follows by interpolation.
Let us start with (i). The proof is elementary and straightforward, because we have

To(F,G)) < / i / I WOWE) ). C0) e s

<c / dat / it — s IF) | IGE) 11 < C / dat / 1) | GOl
t—1>s>t—2 t—1>s>t—2
< C|F|\\piplGllpipr < C\Flp2pi||Gll p2pr-

10



Let us now consider (ii). Here we will use the Strichartz estimates in Sect. 2.1. We have

|To(F, G)| g/|</t_1>s>t_2(U(s))*F(s)ds, (U(t))*G(t)> |dt

9l H

<o)

U @) G )| dt
H

[ 1w®)y 6@ ud
H

/ (U(s))" F(s)ds
t—1>s5>t—2

t

/ (U(s))" F(s)ds
t—1>s>t—2

)

< ClGllpze sup‘
t H

/ (U ()" F(s)ds
t—1>s>t—2

where we used (1) in Sect. 2. Now, using the non endpoint Strichartz estimates in Sect.
2.1 (notice here 2 < a < r) we have, for (¢(a),a) admissible,

/ (U(s))" F(s)ds
t—1>s>t—2

This proves (ii) and by symmetry yields also (iii). O
Now we need to show that (2.5) implies (2.4). Obviously, we cannot just take a = b =r
and sum up, since (r,r) = 0. To give an intuition on how to overcome this problem, Keel

< CHFHLq(a)’La’ < CHFHL?La"

sup ’

t H

and Tao consider functions of the form

B

k

F(t) =277 f(t)xpw)(z) and G(s) =277

9(5)X 500 (@), (2.6)

with scalar functions f(t), g(s) and E(t) resp. E(s) sets of size 2 resp. ok Applying (2.5)
we obtain

IT3(F,G)| < C27 (e 1=2=8) 2772277 25 || £ 12l 2
N_k_k
VAL ) 2l 2
— 02 =55+ £l 2 gl 22
S HE)GER) | £ gelg e (27)

Il
Q
[\
.
—
x‘q“
|
e
|
SIS}
N—
[\
L
Ed
+
=
N
/-\
\T\
S =

— ook—jo)(
Notice now that we can adjust (a,b) s.t. for a fixed small £ > 0 the last term equals
Ol g (28)

whose sum for j € Z is finite.
To convert the above intuition in a proof we consider the following preliminary lemma.

Lemma 2.4. Let p € (0,00). Then any f € L% can be written as

F=> cx

kEZ

k 1
where meas(suppxr) < 2 2%, |xx| <27r and |kl < 27 || f]|Le-

11



Proof. Consider the distribution function A(«) = meas({|f(z)] > «}). Then for each k
consider

1

k
Qf 1= A(;[I)IEZICO(, Ck = 2pak7 Xk = aX(akH,ak}(‘f‘)f

Notice that {ag}rez is decreasing in k (since, the larger k, the larger is the set {a: M) <

2F1),

We show the desired properties. We have
suppxk C {2 : app1 <|f(2)] < ar} SH{z : [f(2)] > ars}
Then we get the 1st inequality:

meas(suppxg) < meas({z : |f(x)] > ag41}) = linri AMa) = sup{A(a) : a > appq}) < 28FL

a—)ak+1

Next, by |f(z)| < aj in suppx, we have
i |f(@)]

893

hSAES

Ixk(z)] <2 <2

Let now lim o« = inf ap = @ and lim «p = sup o = @. Then we claim that o = 0 and
k—+o00 keZ k——o0 kEZ

that |f(x)] < @ a.e. Indeed, suppose that |f(x)| > @ on a set of positive measure. There
there is o > @ with A(a) > 2% for some k € Z. Then oy, > a > @, which is a contradiction.
On the other hand, suppose we have 0 < a < . Then \(a) = oo, since otherwise \(a) < 2¥
for a k, and then a > ap > a > «a, getting a contradiction. But by Chebyshev’s inequality,

00 > [|f[I7 = o’ Ae),

hence getting a contradiction. The above claim and the obvious fact that for any x we

have |f(z)| € (ag41, 0] for at most one k, prove f = ZCka (the claim guarantees the

kEZ
existence of one such k).

1
We have || f||z» < 27||ck|ler by

17112, = / flPde = / S el aelPds = 3 Jexl? / elPdz < 3 exlP2 Fmeas(suppx)
keZ kEZ kEZ
<2 el
kEZ
Next we have

Z lex|P = Z2kai = /

kcz kez Ry

aP (Z 2k5(a — ak)> do = / o (—F'(a))da

R+

12



where

Fla)=> 2"H(ap—a)= » 2"< Z 2 < 2\(ax

keZ ap>a 2k <\«

Then, integrating by parts and using (?7),

S ekl =p / P F(a)da < 2p / P \(@)da = 2] |2,

keZ R+

1
S0 that flcgller < 251110
O
Furthermore we have the following.

Lemma 2.5. Let 1 < q,r < oo and let f € LY(I,L]) with I an interval. Then we can write
the expansion of Lemma 2.4

F=>ar)x(t) (2.9)

keZ
with t — {cx(t)} a map in LI(I1, 7).

Proof. Formally this follows immediately from

Ier(® ¥ lzarery = H{ex@® e lay < 22 11 Fllzg Nzocr.

However one needs to argue that the function ¢ — {ck(t)} is measurable. By a density

argument it is enough to consider the case of simple functions f = Z X, (t)gj(x) with
Jj=1,..,n

E; mutually disjoints sets. Then (¢, ) = meas({|f(t,z)| > a}) = Z XE; (t)Aj(a) with
j717 7

Aj the distribution function of g;. Then ay(t) = >_;_;  , XE (t)oag) with 04/,(c 7 defined like

in Lemma 2.4 for each g;. Then

. . E .
{a®y= Y xi; () {eV} for &) = 2000,

j=1l,...n
This is measurable in ¢.
O
Consider now the
F(t) = fil®)xu(t), G(s)=)_ gu(s)Xu(s). (2.10)
keZ k€eZ
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By (2.6)—(2.8) e have

Z T;(F,G)| < Z 1T (freXrs 9:X7)] < CZ gelk—jol—| JJ’kaHLng};HLf
J jikk jikk

=0 [ ST aEterelel gl )y p e gz -
kk J
We claim that for a fixed C' = C(o,¢)

Z 275|k7j0|f€|E*jU| < Cz—EVf—F’a(l + |k — %D (2.11)
J

To prove this inequality, it is not restrictive to assume k£ < k. Then the summation on the
left can be rewritten as

Z 92ejo—e(k+k) + Z 9—e(k—k) i Z o (k+k)—2ejo
jo<k k<jo<k k<jo

Then (here [t] € Z is the integer part of ¢ € R, defined by [t] <t < [t] + 1)

Z 226ja—€(k+E) — 2—5(k+E) Z 92ejo _ 2—5(19—&-%) 22250([5]73') =C.y 275(k+75)+250[§]
J

<[2] =0

jo<k
1

_ s k (b —elk—F
< 0602 e(ktk)+2e0; _ 060_2 e(k—k) _ 0602 elk—k| where Csa — 1_27—250-'

We have

3 oe(k-+R)~2ejo o ge(k+h) S g o oe(b®) N~ o200 ([E]4145) _ 06025(16%)7250([5]“)

M

E<j0’ JZ[%] +1 7=0
< 08025(k+};)*250§ - Cgazfs@;k) — 050278“67%‘-
Finally
Z 2—€(E—k) — 2—5(%—/&) Z 1= 2—6(E—k) E _ ﬁ 1) < 0__12_6('];_@ (E B k;)
~ - pu p <
k<josk [§]+1§jo§[§]
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Hence (2.11) is proved. From this we conclude that for a fixed C'

S IT(FG) < O3 2 H o — B fel 2 92
J k.k

< ClIHIxl 2 e D22 M + 1k = kDlggll 2}
k 2(7)

=C (Z 271+ Ik!)> Ikl 22 Hle2(zy {1951l 2 o2z
k

where we used Lemma 0.4. So, using v’ < 2,

S ITE.G) < Il 2 e lgel 2 @ = T el 2o} ee
J
< "Nt e 2y N gl 2 < C7NIEN ol 2 NG e 22

which completes the proof of (2.4).

2.3  Proof of the non homogeneous estimate

We need to prove that for all admissible pairs (¢,7) and (¢g,7) we have

T(F,G)| < Cq,r,&,?”FHLq’(R,Lr’(X))HG||L§’(R,LF’(X))- (2.12)

We have already proved that this is true for (¢, ) = (¢, 7). Furthermore, proceeding like in
Lemma 2.3

1(r.6) < [ \< [ W) Fes wre)
< [ W) F@islalw©y cwlud < swl [ ©) sl [ 100) GOl

t>

K

< CIGl e | / (U(s))" F(s)dsl .
>s

Then, by (4) in Theorem 2.1 (that is the dual homogenous estimates, which are already
proved) for any admissible pair (g, r)

sup | t (U(s))"F(s)ds||mr = sup | A(U(S))*F(S)X(—m,t)(S)dSHH < ClEX(—oop | @ Ly < ClIFl Lo @1y
>s

So (2.12) holds for (g,7) = (00, 2) and any admissible pair (g, ). Obviously, symmetrically
(2.12) holds for (g,7) = (00,2) and any admissible pair (¢g,7). Finally, let us consider (g, r)

15



and (g,7) not in one of the cases already covered. Then it is not restrictive to assume that
(q,7) = (aty, by,) for to € (0,1) where

o) =+ G7) oo ()

In the cases ¢ = 0,1 the inequality holds, because these are cases considered above. By a
generalization of Riesz—Thorin, Theorem 0.1, the inequality holds also for the intermediate
t’s. O

2.4 Improved non—homogeneous Strichartz estimates

While the homogeneous Strichartz estimates (1.8) are optimal, the non-homogeneous Strichartz
estimates (1.10) as described in Claim 2 of Theorem 1.4 are not optimal.
We say that a pair (g,r) is acceptable when

1 d d

1o 2.13
q 2 r ( )
2<r<oocand 2<r < 0. (2.14)

Remark 2.6. Admissible pairs are acceptable, but the viceversa is not necessarily true.

We state without proof the following theorem from [7]

Theorem 2.7 (Inhomogeneous Strichartz estimates). Statement 2 in Theorem 1.4 is true
for any pairs (q,r) and (v, p) which are acceptable, satisfy

1 1 d 1 1
- == 1——) 2.15
q 7 2( roop (2.15)

and the following conditions:
e if d =1 no further conditions;
e ifd=2,r<ooandp < oo
e if d > 3 we distinguish two cases.

1. The non—sharp case

<1, (2.16)

QL=

_I_

B 5|
S| =
AN
=

(2.17)

S|

Q‘
QN
D=

16



2. The sharp case

1 1

o=, (2.18)

qa 7

d—21 1 d—21 1

—— - < —and — — < - and 2.19
7 T<pan y p<ran (2.19)

1 1 1 1

- <-and - < —. (2.20)

r q p

3 The semilinear Schrodinger equation

There is a vast literature on semilinear Schrédinger equations. For a survey, with a concise
discussion of some physical motivations, we refer to [14]. Here though, we consider only the
mathematical formalism and only the pure power semilinear Schrédinger equations

{iut —Au+ ANulP~tu for (t,2) € [0, 00) x RY (3.1)

t
u(0, ) = uo(x

for A € {1,—1} and p > 1. Here p < d* with d* = oo for d = 1,2 and d* = 2*2 for d > 3.

We collect here a number of facts needed later. -
Lemma 3.1. We have the following facts.
(1) For 1 < p < d* we have the Gagliardo—Nirenberg inequality:
1 1 «
([l o1 (RD) = C HVUHL'z Rd)”UHLz (R4) for m =570 (3.2)

(2) The map u — |u|P~'u is a locally Lipschitz from H'(RY) to H~1(R?).

2
(8) For u € WHPHH(R? C) we have V(|ulP u) = plulP~'Vu + (p — 1)|ulP ™! (‘u|> Vu
u
and belonging to L5 (Rd C).

Proof. For (1) see Theorem ?7.
We turn (2). By (3.2) we know that v — |u[P~'u maps H'(R?) — LPTY(RY) —
L' v (Rd) Furthermore this map is locally Lipschitz:

lal™ = ol oll e < ClI(Jul™ + [0l (@ = 0)|| 2

< O'(Jullfy + HUIILPH)IIU o]l pp1
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where we have used, for w = v — u,

1

d

\u|p—1u—|u\p—1v:/ (ot (4 1)) di =
0

1 1 1
d p=1
/ lu 4 tw[P~ dtw + / (u+ tw)% ((ur + tw1)? + (up + two)?) T gt = / lu + tw[P~ dtw+
0 0 0
2 1 _
p—1 2 N
Z ; (u+ tw)T ((u1 + twi)” + (ug + twa)?) 2 2(uj + tw;)dtw,
j=1

which from |u + tw| < |u| + |v| for t € [0,1] and

—_ p—3

1 —
(u+ tw)pT ((u1 + tw1)® + (ug + twa)?) 2 2(uj + twj)w;| < (p— Du + tw]P~wl

yields
[P~ — folP o] < p(ful + [0))P7Hu = o] < p2P7H(JulP [0 |u - o],
where in the last step we used, for |u| > |v],
(Jul + Jol)P~t < 227 HufP~h < 227 (ufP~h o o).

Next, we show that we have an embedding L (RY) — H~Y(R?). Indeed, this is equivalent
to H'(RY) «— LPT1(R?) with in turn is a consequence of (3.2).

We turn (3). First of all we claim that if G € C'(C,C) with G(0) = 0 and |VG| <
M < o0, then V(G(u)) = 0,G(u)Vu + 0zG(u)Vu in the sense of distributions. This claim
can be proved like Proposition 9.5 in [2] and we skip the proof here.
Let us now consider an increasing function g € C*° (R, R) s.t.

sTl for0<s<1

p—1
272 for s > 2

Juf?

W) u for m € N. Then, by the claim, for all ¢ €
C>®(R4,C) and all u € WPTL(R? C) we have

and let us define G, (u) = mp_lg(

~ [ Gntw) 330 = [ (.G + 06Gin(wds) . (3.3)

Let us take now the limit for m — co. We have

/ Gon(u) Dyp = / P~ B0 — / P~ B + / Gon(u) Ds¢.
|u|>m [u|>m

18



Now we have

/ lulP~1u 9, e %% 0 by Dominated Convergence
|lu|>m
since X {ju|>m} () 7% 0 ae. by Chebyshev’s inequality. Similarly

[ Gnwog < [ (Gatw el <2 [l oy
lul>m |u|>m |u|>m

— —
< 2P 1/|> [ulP|0;p] —— 20
ul>m

Next, we consider the limit of the r.h.s. of (3.3). For G(u) = |u|P~!u we have
/ (OuGon ()51 + 0Gi (w) D) 9 = / (0uG ()0 + OuG(u)057)
- / (0uG (u)ju + OaG(u)dju) ¢ + / (0uGin(u)0ju + FaGm(u)dju) ¢
[u[>m |u|>m

Then, like before, the terms of the 2nd line converge to 0 as m — oo and so we conclude
that all p € C®°(R? C) and all u € WHPH (R, C) we have

2
—/ﬁm1u@w=/<mml@u+@—nww1QZ>aw>¢

The fact of belonging to L% (]Rd C) follows immediately from Holder inequality.

O
Important are the following quantities:
/ |Vu|*dx + / lu[PTda
Pj(u) = = Im Ojutudx (3.4)

2 Rd
mmzéme.

Here E(u) is the energy, Pj(u) for j = 1,...,d are the linear momenta and @(u) is the mass
or charge.

Remark 3.2. Notice that Q,P; € C®(H'(RY),R) while £ € C'(H'(R?),R). We will
show that the above quantities are conserved for solutions in H!(R% C). Here E is the
hamiltonian. The system is invariant under the transformation v — eu for ¥ € R and the
transformations w(z1,...xj—1, 5, Tj41, ..., q) = w(T1,...Tj—1,Tj — T, Tj41, ..., 2q) for 7 € R.
The related Noether invariants are ) and P;.
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2
Remark 3.3. Notice that if u(t,x) solves the equation (3.1) then also 7ru(72t,7z) solves

the equation (3.1), with initial value 77ug(7-). Notice that
2 d 2
HTpuO(aT')HHSP(]Rd) = HUOHHSp(Rd) for s, = 27

He#r(RY) is the critical space for the equation (3.1) and equation (3.1) is critical for H*» (R%).
Equation (3.1) is supercritical for H*(R?) with s < s,. In practice when an equation is
critical or supercritical the well-posedness is either hard to prove or not true.

3.1 The local existence

We will consider the following integral formulation of (3.1):

t
u(t) = et ug — i)\/ )2 () [P u(s)ds. (3.5)
0
Proposition 3.4 (Local well posedness in L?(R%)). For any p € (1,1+4/d) and any
ug € L2(RY) there exists T > 0 and a unique solution of (3.5) with
2 d d
we C([-T,T], L*(R?)) N LY([-T, T), LP*(R?)) with = + 1= (3.6)
qQ p

Furthermore, there exists a (decreasing) function T(-) : [0,400) — (0,+0o0] such that the
above T satisfies T > T(||ugl|z2) > 0.

Moreover, for any T' € (0,T) there exists a neighborhood V of ug in L*(R?) s.t. the map
vo — v(t), associating to each initial value its corresponding solution, sends

V = C([-T', T, L*(RY)) N LY([-T",T"], LPTH(RY)) (3.7)

and is Lipschitz.
Finally, we have u € L%([~T,T], L°(R?)) for all admissible pairs (a,b).

Remark 3.5. We will prove later that for p € (1,1 + 2/d) that we can take T' = oo always.

Proof. The proof is a fixed point argument. We set for an a > 0 to be fixed below
E(T,a) = {v € C([-T,T), L*(R) N LA(~T, T], ¥ (RY)) :

vl == (vl poo (=, L2Rey) + 0l Lagmr, ), Lo+ (RAY) < a}

and we denote by ®(u) the r.h.s. of (3.5). Our first aim is to show that for 7' = T'(|luo||z2)
sufficiently small, then ® : E(T,a) — E(T,a) is a contraction.
By Strichartz’s estimates

P(u < + colllulP1u
[®(u)ll7 < eolluollz2 + col||ul HL(I'([—T,T],LPTﬂ)

= COHUOHL2 + COHU’”IZ/M’([—T,T],LPJFI)
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We will see in a moment that
pe(1,1+4/d) < pq <q. (3.8)
Assuming this for a moment, by Holder we conclude that for a § > 0
(w7 < colluollze + o@DV [l i < collunlz +co(2T)a?.
So for c(2T)?aP~1 < 1/2, which can be obtained by picking 7' small enough, we have
[#(w)llr < eolluollzz + 5 <a

if a > 2¢p||uo||z2. Hence ® (E(T,a)) C E(T,a). Let us fix here an a > 2¢pl|ug|| 2.
Now let us show that ® is a contraction for 7" small enough. We have

O(u) — P < p=Ly — Jy|P1
() = B < eoll ol 0l e

1 1
< COcH(Hu”IEpH + Hngp-&-l)Hu — 0|1 HLq’(—T,T)
-1 -1
< COC(HUH}zq([,T,T],LpH + HUHiq([,T,TLLpH)H“ - UHLP([—T,T],LPH)

where % + % = %. Since we are still assuming (3.8), we must have p < ¢, for p > ¢ would

imply pq¢’ > ¢, contrary to (3.8). Then by Holder and for an appropriate 6 > 0
() - B(0)lr < o020 T — vl o o) < C20P T — ol

So, for cgC2aP~1T? < 1, where a > 2collug||z2, We obtain that @ is a contraction and we
obtain the existence and uniqueness of the solution.

Next, let us prove (3.8). Obviously p¢’ < ¢ is equivalent to p/q < 1 —1/gq, in turn to
(p+1)/g <1, thatisto1/g<1/(p+1). But 1/g =d/4—d/(2p+ 2), so the last inequality
is equivalent to
2 +4 4

94 =
d +d

d/4 < <§+1>/(p+1)<:>p+1<

and this yields the desired result.
We have proved the existence of a T' = T'(||ug||z2) with the desired properties. Then
there exists a neighborhood V' of ug in L?(R%) such that for any vg € V we have a >
2¢o||vol| 2. Then there is a corresponding solution v(t) in C([~T, T, L*(R))NL4([~T, T], LP*1(R%)).
Let now 77 € (0,T') to be fixed. Using the equation and proceeding like above,

lu = vl < colluo = voll 2 + coC 2T (Jfullf + ol ) u = ol

< colluo — vol| 2 + coC(2T")%2 ((2co|[vollz2)P ™t + (2co]luollz2)P ™) lu — o]z
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Adjusting T, we can assume that it satisfies (recall a > 2co max{||lvo||z2, ||uol|z2})
4eoC(2T")aP~t < 1/2.
Notice that here 7" = T"(||up||z2). Renaming T'=T", from the above we get
lu = vllr < 2¢oljuo — wvol| 2

and this gives the desired Lipschitz continuity.
Finally, the last statement follows from (3.5) and the Strichartz Estimates.
O

Proposition 3.6 (Local well posedness in H'(R%)). For any p € (1,d*) and any up €
HY(RY) there exists T > 0 and a unique solution of (3.5) with

we O([-T, T}, H'(R%) N LI([-T, T}, WP+ (RY)) with > + 4 (3.9)
q p+1 2
Furthermore, there exists a (decreasing) function T(-) : [0,400) — (0,+00] such that the
above T satisfies T > T(||uo||gz1) > 0.
Moreover, for any T' € (0,T) there exists a neighborhood V' of ug in H'(RY) s.t. the map
vo — v(t), associating to each initial value its corresponding solution, sends

V = C([-T', T, L*(RY)) N LY([-T", "], WP (RY))

and is continuous (Lipschitz continuous if p > 2).
Finally, we have u € L([~T,T], WY (R%)) for all admissible pairs (a,b).

Proof. The proof is similar to that of Proposition 3.4. The proof is a fixed point argu-
ment. This time we set

EMT,a) = {v e O([-T,T), H\(RY) N LY([~T, T], WP+ (RY)) -

loll = [0l Loo (=1, 110 Ry + 10l Loz, w1 (mey) < a}

and, as before, use ®(u) for the r.h.s. of (3.5). We need to show that by taking 7" sufficiently
small then ® : EY(T,a) — E'(T,a) and is a contraction. The argument is similar to the
one in Proposition 3.4 and is based on the Strichartz estimates. We will only consider some
of the estimates. By Lemma 3.1 and Strichartz’s estimates, we have

IV®(u)llz < colluoll g + colllulP~ V| pt1

Lo (-TT),L P )

= colluoll 2 + collwlT s gy poen) IVl a(r,77,0001)- (3.10)

where % + % = ?. Notice that if 8 < ¢, we can proceed exactly like in Proposition 3.4.
However this works only for p € (1,1 + 4/d), which is not necessarily true here. Instead,
using the Sobolev Embedding we bound

<(@n)F < @D)'F ()l

HUHL,B ([-T,T),Lpt1) ~ HUHLB( [-T,T),H!) ﬂ HuHLoo ([-T,7],HY)
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So, inserting this in the previous inequality we get

V@) 7 < colluollmr + co2T)"F (). (3.11)

Here it is important to remark that the admissible pair (¢,p + 1) is s.t. ¢ > 2. Indeed, for
d = 1,2 it is always true that, if p + 1 < oo, then the ¢ in (3.37) is ¢ > 2. On the other
hand, for d > 3 recall that

d+2 2d
l1<d"+1=——+1= ——.
p+l<a + d—2 + 1—2
- . . . . 2d
And so again, since (q,p + 1) differs from the endpoint admissible pair (2, ﬁ), we nec-

essarily have ¢ > 2 also if d > 3.
In turn, the fact that ¢ > 2 implies that the § in the above formulas is § < oo. This

1
implies that we can pick 7" small enough s.t. (2T)p7ap_1 < 1/2, which from (3.11) yields

H@(u)Hg}) < c|luollgr + a/2 < a for a > 2¢q||ug||gr. From these arguments, it is easy to
conclude that there exists a T(||ug|| 1) s.t. for T € (0, T(||uo|| 1)) we have ® (EX(T,a)) C
EY(T,a). Proceeding similarly and like in Proposition 3.4, it can be shown that there exists
a Ty (|Juol| 1) s.t. for T € (0, T1(|luo||z1)) the map @ is a contraction inside E'(T,a). The
continuity in terms of the initial data can be shown like in Proposition 3.4 and the last
statement follows from the Strichartz estimates. Let us sketch this point. We skip the
proof of

lu = vllr < Crlluo = vol g
for an appropriate T' = T'(||ug||g1). Let us consider

— < — =1\ _ p—1 pil .
IVu = Volir < colluo — voll a1 + coll V (Jul" u) = V (J] U)||Lq,([_T7T]7L%1)

Considering Lemma 3.1 the last term in the right hand side can be bounded by

(1 ATl Gl e < ([l = [P V| Pt
o ([~T,T),L 7 ) LY (T, T),L 7 )

+ [P~ (Vu— Vo) | w1 = I+ 11
LY (-T,T),L 7 )
Then
11 < HU”LL?[ T,T),Lr+1) [Vu — vU”Lq —T,T],Lp+1) S (QT) ﬂ H’UHLOO( —T,T),H') [Vu — vfUHL‘I([—T,T],LPH)
<) HUHLoo _rr = o+ @1) 7 (I — ol
(I
We have

< p=1 _ |,|p—1
DMl =P ey o sy IVlagorny o).
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If now p — 1 > 1 it is easy to show that [[u[P~1 — [v|P7!] < Cp(|ulP~2 + |v[P72)|u — v| and
proceed. If 0 < p — 1 < 1 we actually have

P~ = o~ < Jlul = olP~ < Ju — o7

In this case we get

p—1
I< Hu UHLB ([-T,T), Lp+1)HVUHL‘I(}T,T},LPH) 5 (2T) s Hu UHLoo ([-T,17, Lp+1)HVUHL‘I([fT,T],LP'*‘l)'

Next, consider zﬁ = 2 — % Notice that s = g - 1% = % € (0,1). Using Gagliardo
Nirenberg inequality we obtain
1) (1 1)
15ens HVu—VvH‘Z(i[ e = oISt 1oy IVl ooz o)
1) 1— 1)
< C(luoll )T |Vu = Vol Vlluo = vol iV ||VU||L4 L)

< C(lluoll )T s(p — )|V — Vol + C(lluoll ) TF *Huo — ol IVl Y e

for v = ﬁ and v/ = L. Putting everything together, we get

1 1 1
uu—vuéﬁécouuo—voum+c<uuoHH1>uuo v Gy E 1Y

p—1 1 p—1 (1)\P
+ 77 Cluo ) fu— ol + 75 (Jju—ol))

Suppose that

||lu — UH(Tl) < Mjug — vo||ép where A :=min (1, (1 —s)(p — 1)7').
For a constant M > 1 yet to be defined. Notice that the continuity in ¢ of u(¢) and v(t) tels
us that for sufficiently small T" the last inequality is true. Then

ETCY < _ C _ A
lu = wllp" < colluo = vollgr + C([luollg1)lluo — voll 7

p=1 _ A(p—
+ 75 (Clllwoll ) + M7 g = woll770) lu = ol) -
Picking now T so that T (C’(Hu0||H1) + MP~|lug — UOHHP 1)) < 1/2 we get

1
lu— ol < 2 (co + C(luollz71)) lluo — voll -

Now, choosing M = 1+ 2(co + C(||ug||g1)) we obtain that the latter bound is true. Notice
that for p — 17, we have 1 — s — 1 and

1ty 2= _qa=20—1) port

, 1.
g gl q q

+
From which we see that (1 —s)(p— 1)/ P21 and so 4 2255 0
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Proposition 3.7 (Conservation laws). Let u(t) be a solution (3.5) as in Proposition 3.6.
Then all the three quantities in (3.4) are constant in t.

Proof. For u € C((—~Ty,T1), H'(RY)) a maximal solution of (3.5) we will show that there
exists [=T,T) C (=T»,T1) where E(u(t)) = E(u(0)), Q(u(t)) = Q(u(0)) and P;(u(t)) =
P;(u(0)). In fact this shows that E(u(t)), Q(u(t)) and P;(u(t)) are locally constant in ¢.
Since these functions are continuous in ¢, the set of ¢t € (—T1%,77) where E(u(t)) = E(u(0))
is closed in (—7%,71); on the other hand, it is also open in (—T%,7T7) since E(u(t)) is
locally constant, and hence we have E(u(t)) = E(u(0)) for all t € (=T1%,71). Similarly
Q(u(t)) = Q(u(0)) and Pj(u(t)) = P;(u(0)) for all t € (=T, T1).

Step 1: truncations of the NLS. For ¢ € C*(R,[0,1]) a function with ¢ = 1
near 0 and with support contained in the ball Bga(0,7q), consider 2 the operators Q,, =
¢o(v/=A/n). The truncations Q,(|ulP~'u) are locally Lipschitz functions from H'(R?) into

JulP 1

itself as they are compositions H!(R%) = * H-1(R9) R H'(RY)) of a locally Lipschitz
function, Lemma 3.1, and of bounded linear maps.
We consider the following truncations of the NLS

{iunt = —Pro Aty + AQ (|Quun P Quuy) for (¢,z) € R x R¢
un(o) = Quuo.

By the theory of ODE’s, there exists a maximal solution u, (t) € C*(=T1(n), Ta(n)), H' (R%))
of (3.12) . Furthermore, if T5(n) < co then we must have blow up

(3.12)

lim  ||u,(t = 400 if TH(n) < 0o 3.13
t/TM)H Ol 2(n) (3.13)

with a similar blow up phenomenon if T (n) < oco.
To get bounds on this sequence of functions we consider invariants of motion. The following
will be proved later.

Claim 3.8. The following functions are invariants of motion of (3.12):

1 A
En(’l)) = §||anv1)”%2 + p—’—]./]Rd |an|P+1de
Pj(v) with j =1, ..., d,
Q(v).

We assume Claim 3.8 and proceed. It is easy to check that u, = Py, u,. We claim
that T7(n) = Ta(n) = co. Indeed by Q(un(t)) = Q(Qnuo) < Q(up) we have

(3.14)

[un(®)l 1 = [Prrgun ()1 < nrollun(®)|| 2 = nrol|Quuoll 2 < nrolluollz2. (3.15)

2Notice that using everywhere the projections P, = X[0,n](v/—A) would be a bad choice for this proof.
Difficulties would arise from the fact proved by C.Feffermann [6] that P, for d > 2 is bounded from LP(R%)
into itself only if p = 2. On the other hand it is elementary that the Q,, are of the form p1 * for a p € S(R?)

and so are uniformly bounded from L?(R?) into itself for all p and form a sequence converging strongly to
the identity operator.
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Let us now fix M such that |Jug||g:1 < M and let us set
O, == sup{T > 0 : |Jun(t)|| g1 < 2M for |t| < 7.} (3.16)

Our main focus is now to prove that there exists a fixed T'(M) > 0 s.t. 6, > T (M) for all
n.

First of all we prove that u, € C’O’%((—Hm 0,,), L?) with a fixed Holder constant C'(M). By
interpolation

() = () 112 S [t (8) — ()] 2 ltm (£) — 14 (5)]12

1 1
< \/iHun”Zw((—en,Gn),Hl)Hu”tHzoo((fGn,Hn),H—l) |t —s| (3.17)

< C(M)y/|t —s| for t,s € (=6, 0,)
Now we want to prove

lun ()12 < lluol|Z + C(M)t® for some fixed b > 0 and for ¢ € (—6,,6,,). (3.18)

From E, (u,(t)) = E,(Qpuo) and Q(u,(t)) = Q(Qnuo) we get

2A 2
p+1 Jpa |Quun [ dz = | Quuollfp + ——— [ |Quuol" da.
R n

wn ()2 +
(Ol i

Hence using Holder and Gagliardo—Nirenberg

2
lun (O)17 < lluollFp + p+1/md | 1Quun ()P — |QRuol"*!| da

< [luollF +C/d(|Qnun(t)|p +1Q7uol”) | Quun (t) — Qpuoldz
R
< Jluollz + ClllQuun(®)IP + IQiUOIPIIL% 1Quun(t) — Qpuol| L1
< Jluollz + Cr (1Quun (N1 + 1QRu0llTp51) lun(2) — Quuol|Fa llun () — Quuoll2®

Then by (3.17) with s = 0, the Sobolev Embedding Theorem and (3.16) we get (3.18).
Now for T(M) defined s.t. C(M)T(M)® = 2M? (for the C(M) in (3.18)) from (3.18) we
get

[t ()| oo (- (vry, T (0 11y < VBM. (3.19)

Since v/3M < 2M this obviously means that T(M) < 6, since, if we had 6,, < T(M) then,
by the fact that u, € C1(R, H'!), the definition of 6,, in (3.16) would be contradicted.
Hence we have
l|unll Loo (= a0y, T (00, H1Y) < 2M (3.20)
This completes step 1, up to Claim 3.8.
The proof of Claim 3.8 is rather elementary and involves applying to (3.12) (, un),
(,iu,) and < , Oz, un> and integration by parts. We will do this now, but then we will discuss
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also the fact that Claim 3.8 is just a consequence of the fact that (3.12) is a hamiltonian

system with hamiltonian E, and that the invariance of () resp. P; just due to Nother

principle and the invariance with respect to multiplication by e!¥ resp. translation.
Indeed, applying (-, un¢) to (3.12)

0= _<PnroAUm unt> + )\<Qn(|Qnun|p_1Qnun)7 Unt)
d

= —(Dup, tuny) + )\<|Qnun’p_1QnUm Qnunt> = £En(un)

Notice furthermore that, by u, = Py, u,, we have

1 A

Similarly when we apply (-, iu,) to (3.12) we get

1d

E@HUH(QHLQ = —(Prro Atn, iuy) + )‘<Qn(|Qnun|p71Qnun)’iun)‘ (3.21)

We have to show that r.h.s. are equal to 0. We observe that the the 1st term is 0 because
the bounded operator iP,,, A of L?(R%) into itself is antisymmetric: (iPpry A)* = —iPpp, A
For the 2nd term we use

<Qn(|Qnun|p_1Qnun)a iun> = <|Qnun’p_1Qnuna 1Qn“n> = )\Rei/Rd |Qnun|p+1d$ = 0.

This yields %Q(un(t)) = 0. In a similar fashion we can prove %Pj(un(t)) =0.

These computations obscure somewhat the following simple facts. First of all, (3.12)
and, in a somewhat formal sense also (3.1), is a hamiltonian system. First of all, the
symplectic form is

QX,Y) = (iX,Y) (3.22)

where

(F9)=Re [ f@)gia)da. (323)

Notice that  satisfies the following definition for X = L2(R?%, C) or X = H'(R%,C).

Definition 3.9. Let X be a Banach space on R and let X’ be its dual. A strong symplectic
form is a 2-form w on X s.t. dw = 0 (i.e. w is closed) and s.t. the map X 3 z — w(x,-) € X’
is an isomorphism.

Definition 3.10 (Gradient). Let F' € C'(L?(R?, C),R). Then the gradient VF € C°(L?(R%,C), L2(R%,C))
is defined by

(VF(u),Y) =dF(u)Y for all u,Y € L*(R% C).
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Notice that

d (1 A
TE ) = G (GIPwm Tt I+ 2 [ auurmptian)| e

dt
= (=Pry Au + AQn (|Quulf ' Quu),Y) .

t=0

We are interested in hamiltonian vector fields.

Definition 3.11 (Hamiltonian vector field). Let w be a strong symplectic form on the
Banach space X and F € C!'(X,R). We define the Hamiltonian vector field Xy with
respect to w by

w(Xp(u),Y) :=dF(v)Y for all u,Y € X.

From Q(Xr,Y) = (iXp,Y) = (VEY) we conclude Xp = —iVF. Then from (3.24) it
is straightforward to conclude that (3.12) is a hamiltonian system with hamiltonian E,,.

Definition 3.12 (Poisson bracket). Let w be a strong symplectic form in a Banach space
X and let F,G € C*(X,R). Then the Poisson bracket {F,G} is given by

{F,G}(u) := w(Xp(u),Xg(u)) = dF(u)Xg(u).

So, for ©Q we have {F,G} = (VF,—iVG) = (iVF,VG). Now notice that if F €
C'(X,R) then

d

5 Ewn())) = (VE(un(t)), tn(t)) = (VE(un(t)), -1V En(un(t)) = {F, En}ly, ) (3.25)

Notice now that the map v — eVu leaves E,, invariant. In particular the last assertion
implies that

d d

0= —FE,(u) En ()

¥=0 B @ ¥=0
= (VEu(u),1u) = (VEL(u),iVQ(u)) = (iVQ(u), VE.(u)) = {Q, En}l,

But then, since {Q, E,,} = 0, by (3.25) we obviously have % (Q(un(t))) =0.

Let us consider now, for { € }?:1 the standard basis of R¢, the transformation (e, F)(@) ==
F(z — \€;). Obviously E, is invariant by this transformation and

A ro dA =0
= —(VEy,(u),0ju) = (VE,(u),iVPj(u)) = (iVPj(u), VE,(u)) = {P}, En}|,
But then, since {P;}, E,,} = 0, by (3.25) we obviously have < (P;(u,(t))) = 0.

The above argument gives a link between group actions and invariants.
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Step 2: Convergence u, — u. Let us consider I := [-T,T] C [-T(M),T(M)] N
(—=T5,T1). Obviously we have

)= Qg — A [ A QU Qi () Quit(5)ds
Taking the difference with (3.5) we obtain
u(t) — un(t) = (1 — Qn)ug — i /O t DB (1 — Q) |ul(s) P u(s)ds
=it [ IR () als) ~ 1Qus) Q) s

—iA /t ei(tis)AQn (|Qnu(8)|p71Qnu(5) - ’Qnun(sﬂpilQnun(S)) ds
0
Then we have

=l par oy + 1w =l oo 7,1y < coll(1 = Qu)uolla + coll(1 = Qu)lulP ™ ull

+eolllul’ e = [QuulP ' Quull e
La (L,wh )
+ col| |Qnu‘p71Qnu - |Qnun|p71QnunHqu([,Wl,pr).

and so, for a fixed ¥ > 0
= unll pagrwroery + 1w = unll oo (z,m1) < coll(1 = Qu)uollr + coll (1 — Qu)lul" ™ ul

+ coCHP (Il g iy + 1Quully o gy ) L = Qu)etl zarwroeny

+enClI1 (1Quull gy + 1Qutunl s gy ) 1@t = ) ooy

< oll (1= Quuollms + ol = QuulMull e

+ CUC|I‘192HUHLOO ILHY) H(l - Qn)uHLq(I,WLP“)
+ coC " (ull s gy + (CODYP ™ = wnl parwroesy

where |I| = 2T. Then, taking T small so that cqC|2T| (HUHII);OI(I,Hl) + (C(M))p_l) <1/2
we conclude

lu = unllLacrwietry + [u = wnll Lo 1,51y < 2¢0[l(1 — Qu)uo|l gt +

201~ QU Tl e+ 20C 2l )l (L= Q).

)

But now we have r.h.s."=° 0. Hence we have proved that there exist T' > 0 s.t.

hmoo ||U - un”LOO([fT,T},Hl) =0. (326)

n—-+
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Now, taking the limit for n — 400 in Q(un(t)) = Q(Qnuo) and Pj(un(t)) = P;(Qnuo)
we obtain Q(u(t)) = Q(uo) and Pj(u(t)) = Pj(ug) for all t € [-T,T]. Similarly, taking
the limit for n — +o0 in E,(u,) = E,(Quup) and with a little bit of work, we obtain
E(u(t)) = E(up) for all t € [-T,T].

O

Corollary 3.13. Let u(t) be a solution (3.5) as in Proposition 3.4. Then Q(u(t)) = Q(uo).
In particular, the solutions in in Proposition 3.4 are globally defined.

Proof. As above it is enough to show that Q(u(t)) = Q(ug) for t € [T, T] for some T > 0.
So let us take the T in the statement of Proposition 3.4 and let us take T" € (0,7"). There
exists a sequence u((]n) € H' (R4, C) with ué") "0 wp in L2(RE,C). So for n > 1 we
have ué") € V, the V in (3.7). In particular, for the corresponding solutions u, we have
u™ "%y in C([-T',T'), LA(R%)). Then, since Qu™ (1)) = Q(u{") for t € ([-T',T",
taking the limit we obtain Q(u(t)) = Q(uo) for t € ([-T1",T"]. Since T' € (0,T) is arbitrary
and t — Q(u(t)) is continuous, we have Q(u(t)) = Q(ug) for t € ([=T,T]. This implies that
t — Q(u(t)) is locally constant, and hence it is constant.

O

Remark 3.14. It can be shown that under the hypotheses of Proposition 3.6 there are unique
maximal solutions to (3.5) of the type u € C°((—S,T), H'(R%)) with T > 0 and S > 0 and
with

lim |[Vu(t)[| 2 (ray = 400 if T < +00 and
t—T—

lim [ Vu(t)]|p2ue) = +oo if S < +oc,

3.2 Conservation of regularity

In this subsection we will prove the following.

Theorem 3.15 (Conservation or regularity). Let u € CO((—S,T), H(R?)) be a mazimal
solution of (3.5). Suppose that the initial value satisfies ug € H*(R?). Then

ue CO(=8,T), H*(RY). (3.27)

Proposition 3.16 (Local well posedness in H?(R9)). For any p € (1,d*) and any ug €
H?(R?) there exists T > 0 and a unique solution of (3.5) with

u e L®([-T,T], H*R)NWL=([-T, T], L*(RY))NWL4([-T, T], WPH(RY)) with 3+pjl_1 = g.
(3.28)

Furthermore, there exists a (decreasing) function T(-) : [0,4+00) — (0, +00] such that
the above T satisfies T > T'(||uo||z2) > 0.
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Proof (sketch). As before we use ®(u) for the r.h.s. of (3.5). Recall that for a an
appropriate multiple of |lug||g1 we have that ® is a contraction of E'(T,a) into itself.
Let now set for an M to be defined below,

Ez(Tv M) = {?} = LOO([_Ta T]v H2(Rd)) N Wl,l]([_T’ T]?Lp+1(Rd)) N El(Tv CL) :
oll® = 101l oo (0, B2ty + 1000l a7y, o1 (Re)) < M} :

We need to show that by taking 7 sufficiently small then ® : E?(T, M) — E?(T, M) and is
a contraction. First of all, T will be smaller than the T in Proposition 3.6. Here we consider
estimates not done already. Starting from (3.5) we write

t
B(u)(t) = Py — i / 52yt — $)P~Lu(t — 5)ds.
0
Now we have
t
D@ (u)(t) = ie™ Aug — Aie™ u(0)|P~Tu(0) — i) / 520, (Ju(t — )P u(t — 5)) ds.
0

Then for any admissible pair (v, r)
[ie™ Aug|| 1 (g 1 (ray) < Ctrichartz|tol| 2 (ra)
and
32 [u(0) [P~ w(0) | 1r (.1 () < Costrichartz|l[u(0)[P u(0)]| fo(ray = Cstrichartz[[1(0)||7 25 (ga)
< Cstrichart=Csobotes||w(0)|” 5 (RY)

where we used H2(R?%) — L?’(R%) which follows by Sobolev’s embedding by % =1—2%for
a s € (0,2). Notice that for s < 1 we can bound the above by ||« (0)l| ) If s >1,itis
elementary to check that

p
H1(Rd

s=(l—a)+2aforaac(0,1) with ap < 1.

Indeed,

1 1 s d 1 dp—1 d 1
—=-——-=s=—|1l--)=-—=- —.
2p 2 d 2 D 2 p 2 p

Notice that incidentally that

1 d—2

L oo o L d=2)_ 2
20 2d+4 2 d T d 2 d+2) d+2




from which we derive o = d2f2 < 2 and we have s < o (confirming that s < 2). Now

=(l-a)+2a=1+a=>a=s—-1=

d
ap=sp—p=5(p—1) - < )
d—2, d d—2d+2
-z s 2 _ 2~ -2 =1.
R R S N S

1\3\&

Then using interpolation in all cases we conclude

||€itA‘U(0)|p_1u(0)”LT(R LY(RA)) S CStrichartz”|u(0)|p_1u(0)||L2(Rd)

(1
< CStrichartzCSObolevHu( )H?{l RO; ” ( )HH2 (Re) (329)
< CStTichartzCSObolevap(l @) MP* for 0 < ap < 1.

We have
||/ 589, (Ju(t — )P ult — s)) ds|| Lr((—1,77,17 (ReY)

= / =2, (ju(s)P~ u(s)) ds] (1 2ty

< CStrichartz|||u|p 1615 || pr1 < CStrichartzHuHi;z

La ’([ TT,L P ) [—T,T},LPH)HatUHLq([—T,T],LpH)

< CStmchartz(2T) B ||U|| [ T,T7, Hl)Hatu”Lq [-T,T],LP+1)

< CStrichartz(2T) ﬁ ap_lM'

—1
From the above we see that for a constant C'(d, a) and T' = T'(d, a) such that C’Smcha,ﬂtz(2T)pTap*1 <
% and
p(1—a) p ypo M
1@l 7,1 ey < Oy @) ([l ey + a? =007 + =
Choosing M s.t.
M M
= 2 Cd: a)l[uoll2qgay and —- > max{1,C(d, a)}aP(=a) ppre (3.30)

we obtain

M
10:@ ()|l Lr (-1, (Re)) < 1 for all admissible pairs (7, 7). (3.31)

Next, we have

AD(u) = —i0,®(u) + Mu[Pu (3.32)
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Then like in (3.29)

||A‘I>(U)HLOo [~T,T],L2(R)) < [0:®(u )||L°o[ T,7),L2(R%)) T H|u‘p71uHL‘X’([fT,T},LQ(Rd))
< |0 @ () | oo (=117, L2(Re)) T (2T) 7 Hquolo [a)TT] HL(RY) ||UHLOQ( T2 (RY))

Hence we conclude

MM
8

M e M
AP (w)|| oo (j—1,1),L2(RA)) < Vil P~ M < Vil 5

< (3.33)

So we have found that ® maps E?(T, M) into itself. We skip the proof that, by taking T
appropriately small, ® is a contraction. Notice also that by Theorem 1.4 we have ®(u) €
CO[~T,T], L*(RY)) for all u € E*(T, M). O

Proof of Theorem 3.15. 1f (3.27) by Proposition 3.16 it follows that we have a maximal

u e CO(=S,, Tx), HA(RY))

with (=S.,T*) G (=S, T). We show now that it is not possible to have T, < T. By time
reversibility this will exclude also S, < S and so we get a contradiction. Let us suppose
then that T, < T By standard arguments Proposition 3.16 implies that since T, < 400 in
(3.27) then

lim [[u(t)]] g2y = +oc. (3.34)

t—T,

On the other hand there is an @ > 0 such that

”UHLoo([o,T*],Hl(Rd)) <a.

Let us now pick ¢y € (0,7%). We can always assume ¢ty = 0. Then there exists a constant
C,, dependent only on a such that from v = ®(u) and (3.31) for T} € (0,T%) we have

10¢ull La(o,1u),Lr+1) + [1AUll Loo(j0,13), L2 (R4))
p—1
< coluoll g2 (ray + CaTy | Osul| Lagomy), Loty + C T1 ||AUHLOO (0.73].02 (R4))
+ ulP~ ull oo o7, 22 (RE))-
p—1

We can always assume C’CLTlT < 1/2. Then

0ewl| La(jo,my], Lo+ 1y + HAUHLOO([O,Tl},LQ(Rd))

1
< *HatUHLq([o,Tl],LP“) + COH“OHH?(W)

1
5 (L 10Ul o 2 may)
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Then
2 2)\ P
) < 260 luo | sy + 1 + ()

Since pa < 1 if

) BT oo (3.35)

then for T close enough to 1" we have
9 p—1 9 pa—1
el (1 —20.1,7 (|lull ) ) < 2eql|uoll 2y + 1 < +oo
which contradicts (3.35). O

3.3 The global existence

We start with the following observation.

Lemma 3.17. Let u € C°((=S,T), H'(RY)) be a mazimal solution as of Proposition 3.6.
Then if T < oo we have
th/rr% [Vu()|| 2(ray = +o0. (3.36)

Analogously, lime s [|[Vu(t)|| L2 (ray = +00 if S < occ.

Remark 3.18. Notice that it is very important for this lemma that p < d*. Indeed, in the
energy critical case p = d*, the above statement is false.

Proof. Suppose by contradiction that there exists a solution with 1" < oo for which there is
a sequence t; /T s.t. [lu(t))||g1rey < M < oo. Then by Proposition 3.6 one can extend
u(t) beyond t; + T(M) > T and get a contradiction.

[

Corollary 3.19. If A > 0 the solutions of Proposition 3.6 are globally defined.

Proof. Indeed if a solution has maximal interval of existence (—S,T') with T" < oo, we must
have (3.36). But for A > 0 we have ||Vu(t)||z2 < 2E(u(t)) = 2E(up).
[

Corollary 3.20. If A <O and 1 <p <1+ % the solutions of Proposition 3.6 are globally
defined.

Proof. We have

2|\ _ 1 1
2 +1 a(p+1) (1-a)(p+1) _
2B(u(t) 2 [Vult) | Za(ga = o7 O IVt 5 ol oy for —= = 3
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Notice that

d 4 4
a(p+1):§(p+1)—d<2<:>(p+1)—2<E<:>p<1+8.

But then, if (3.36) happens, we have

. 2|\ 1)— (1—a)(p+1
2 +1 (p+1) )(p+1)

26(uo) = Jimg 2B(u(0) > gy [ V() ey (1= 2 G 1T D ol ™)

= lim [ Vu(®) F2 g =+

which is absurd. O

Corollary 3.21. If A <0 and 1 <p <1+ % the solutions of Proposition 3.6 are globally
defined.

3.4 Local existence for the L? critical case

We consider now equation (3.5) for p =1+ %. Notice that in this case (p+ 1,p+ 1) is an
admissible pair.

Theorem 3.22. For any ug € L*(R%) there exists a unique mazximal solution of (3.5) with
p=1+75 with

d d
w e O([0,T%), LA(RY) N LP ([0, T%), LPTH(RY)) with 2 T i (3.37)

Furthermore, the mass is preserved, we have u € L*(]0,T], Lb(Rd)) for any admissible pair,
if T € (0,7%).
There is continuity with respect to the initial data. And finally, if T* < oo, then

Thq}* |wll a(o,17, 20 (rey) = +00 for any admissible pair with b > p + 1. (3.38)

Proposition 3.23. There ezists a 6 > 0 such that if for some T > 0 we have
1€ 0| Lo jo 7y, Lo+1 (rey) < 6,
then there exists a unique solution
u € C([0,T], L*(RY) N LP([0,T), LPTH(RY)).

The mass is constant. Moreover, for any T' € (0,T) there exists a neighborhood V' of ug in
L?*(R%) s.t. the map vy — v(t), associating to each initial value its corresponding solution,
sends

V — C([0,7], L*(R%) N LPT([0, T'], LT (RY))

and is Lipschitz.
Finally, we have u € L%([0,T], L*(R%)) for all admissible pairs (a,b).
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Proof. The proof is a fixed point argument. We set like before
E(T, (5) = {'l) S Lerl([O,T], Lerl(Rd)) : H'UHLp—‘—l([O,TLLpJ—I(Rd)) < 2(5}

and we denote by ®(u) the r.h.s. of (3.5).
By Strichartz’s estimates

1
1 ()l Lo+1 0,7y xrety) < 8 + coll[uf™ ul| L5 ([0,T]xR%)

=0+ CO||U||Lp+1 ([0,T]xR%)) < 6+ ¢p2PP < 26,

for 6 > 0 small enough, so that the map ® preserves E(T,0). Now we show that ¢ is a
contraction in E(T,J). We have

19(u) = @()l| o1 o, ryxray) < colllul ™ u = o]l

< coCll (™" + [P Hlu = o]

([0 T]xR%))
([0 T]xR%))

< o€ (Il o ey + 101 o sy ) 10 = Ul s oy

< coC2P 710" M |u — vl posr (0,77 xR

which is a contraction for 6 > 0 small enough. The remaining part is also similar to that
in Proposition 3.4. In particular, let us now discuss the conservation of mass. The first
observation is that if ug € H'(R?) then we have u € C([0,T], H*(R?)). Ti orove this we
observe that v € C([0, 7], H'(R%)) by Proposition 3.6 and if it is not possible to take 7 > T,

then we will have a maximal interval of existence u € C([0,7), H'(R%)) with 7 € (0,T) and
blow up ||Vu(s)| g1 —— +oo. But, for s <1 < T,

IV ull Lot (5 )ty < IV 0]l Lot (5, xR +COHUHLP+1 (5. ) xR IV Ul Lo1 (s, my <))
Now, for s close to 7 we will have
p—1
COHU||LP+1([S,TI]XRd)) <1/2
and so, taking 7 —
IV ull Lot (57 xRy < 20V E S0l Lt (5.7 xR

and in particular
IVull Lo+ (o, xray) < 400.

Feeding this back in Strichartz inequality, we have

IV oo (0,17, 22(RaY)) < I VU0l 2(Ra) + collulZ 4 (0.1 xRy IVl Lrt1 (0,7 xrey) < 00,
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which excludes the blow up || Vu(s)|| g1 —= +00. So we conclude that u € C([0, T], H' (R%))
and that, energy, momenta and mass of u(t) are constant in [0,7]. If now up ¢ H'(R?),
we consider a sequence ug, € H'(RY) with ug, 2720 g in L?*(R%). For any T" € (0,T),
we have by well posedness that for the corresponding solutions we have wu, 27w in
C([0, 7], LA(R%)). Then Q(un) —> Q(u) in C([0,T"],R). Since Q(uy) are constant
functions, also Q(u) is constant in [0,7”] for all 77 < T'.
itA T—07t -
Proof of Theorem 3.22. Clearly we have ||~ uo|| o+1((0,1),Lr+1 (R2)) — 0, s0 We can
apply Proposition 3.23 for T > 0 sufficiently small. There will be a maximal interval of
existence. We now prove the blow up result (3.38). Suppose that it is false, and that there
is a maximal solution in [0, 7%*) with T* < oo and

[wll oo, r+), L0 (reyy < +00 for an admissible pair with b > p + 1. (3.39)

Then if b > p+ 1, we have

1 1
1- p1 b
||u”Lp+1([0,T*),Lp+1(Rd)) < HuHuoo([07T*)7L2(Rd))||u”LaéL[0’T*)’Lb(Rd)) for p = p% _% .
So (3.39) holds also for b = p+ 1. Now, for s close to T* we have from (3.5)
t

=92y (s) = u(t) +1 Dy () [P~ Ly () dt

i(t )A() () )\/ (¢ t)A|(,)‘p1(,)d/
This yields

s<T—T*~

€A u(8) || ot (s 7y, Lo ey < Nl Lot (fs 7, Lo may) + Clll o (o 77, 242 ety 0.

So

S DB 0u(8) | Lot (s 7, L0+ ety < 0/2 = 1€ BU(S) | Lot (o 1 Lo () < 0/2
where we used the continuity in T of T — [|e!t=5)%(s) | Lo+1(s,77,p+1 (Re))- Therefore by the

continuity there exists € > 0 small enough so that Hei(t_s)Au(S)HLp+l([syT*+E]’Lp+l(Rd)) < 0.
Then the solution u can be extended beyond T also in the interval [0, Ty + ¢].

O
Example 3.24. In the case A = —1 of the L%~ critical focusing NLS
iug = —Au — \u|§u in R x RY, (3.40)
there are related solutions in H! (R%, [0, +00))to
~Ap+ - o e =0, (3.41)
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In 1-d they are explicit,

(B + 17
2

2
cosh »=1 (P5=1)

p(x) = (3.42)

For d > 2 there are many types of solitons. For example, the ones in (3.42) are ground
states, and they are the only ones in d = 1. But in d > 2 there are also excited states.
Notice that if u(t,z) is a solution of (3.40), then also the following is a solution,

22
v(t,z) = i (1, j) e,

i ?
Since now, given a solution ¢(x) of (3.41), then u(t,x) = T2V* 1o lgy(x —tv — D) is a
solution of (3.40), it follows, choosing v = D = 0, that

d [T\ 22 i o _d x izt i
S(t,x):=t 2¢(¥)e4te t soalso S(T'—t,z):=(T—1t) 2¢ T3 e HT-He T-t,

Obviously this for 7 > 0 has maximal positive lifespan 7". Then, for any admissible pair
(g,7) with r > 2, we have

_d.d _2
IS(T = t,2) || prgey = (T = )" 27 |9l pr(ray = (T — )" |l pr(way & LU0, T).

3.5 The H! critical cases

We consider now equation (3.5) for p = 1+ ﬁ. We will consider the admissible pair (v, p)

admissible pair (v, p) given byp = 27612 _ (3.43)
missible pair (7, p) given yp_d2—2d+4’ T=T 5 .
Notice that it is an admissible pair because
2 d_d
Yy op 2
Indeed
yA d d—2 d*>-2d+4 2 d 2 d
fi * 24} P 2d ata T 2
-2 d22d+4

Theorem 3.25. For any ug € H'(R?) there exists a unique mazimal solution of (3.5) with
p=1+ 755 with

we C([0,T%), H' (RY) n C'([0,T*), H ' (RY)). (3.44)
Furthermore, the mass and energy are preserved, we have u € L%([0, T], WP(R%)) for any
admissible pair, if T € (0,T%).
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There is continuity with respect to the initial data in the following sense. If0 < T’ < T* and
if uon 270 wp in H'(R?) then for the corresponding solutions we have we have uy, 70w
in LP([0,T"], H*(R%)) for any p < co.

And finally, if T* < oo, then
lim |[ul| a(o,r),26(ray) = +00 for any admissible pair with d > b > 2. (3.45)
T—T* Yy

The proof of Theorem 3.25 is based on Proposition 3.26 below. In the course of the

proof, we will consider admissible pairs (a,b) with b € (2, d) the number bi* = % = % — %.
Then there exists an admissible pair (a, 3) such that
4
1 1 75 . .
@ = E + = which can be rewritten as
2 4 1 1
=2 Gd) (340

Here notice that for b* = oo, that is when b = d, then § = 2, and if b* = d%d? that is
in the case b = 2, we have § = d%d? which is the endpoint. So for b € (2,d) we have the
intermediate cases 2 < 8 < d%dQ. We claim that the « in (o, §) satisfies

1

4
d—2 .
o + === or, equivalently (3.47)
1=

1
a
2 4 d /1 1
a+ci—22(2_b>'

So in other words, we need to show

11 1 d 1 1 2 1 1
<Oé7ﬁ) = <2_d—2 <2_b> ,1—ﬁ <b—d)> for any b € (2,d) (348)

11
It is enough to check the endpoints, in fact recall that (, 5) lays in a line, so it is enough
@

S

to prove (3.48) just for two values of b, because then this will imply the equality for all
values of b. If b* = oo, that is when b = d, then 8 = 2, which implies a = 0o, and so (3.47)
becomes

4
1 = d—2 d—2

which is obviously correct.
2d

Looking at b = 2, then as we mentioned, we have the endpoint («, 8) = <2, 15

) , which

makes (3.47) true because o/ =2 and a = 0.



It is interesting to check when (a, b) = (o, 3) we obtain exactly the admissible pair in (3.43).
Indeed,

1= 2+ 4 <~ a=2+ 1 2d =
a a @ d—2 d—2_7'

Finally, since the map % — é in (3.47) is affine and 1 is a fixed point, in any case when

a # « it follows that « is in between them, and so also p is in between b and 8 and that

11 1
there exists a 6 € (0,1) with (1, 1) 0 <a b) +(1-0) < 1) . (3.49)

vp o’ B
Proposition 3.26. There ezists a 6 > 0 such that if for some T > 0 we have
1€ | Lo (jo.1), w10 ey < O
then there exists a unique solution
we C([0, 71, H'(RY)) N L7([0,T), W (RY)).

Moreover, for any T' € (0,T) there exists a neighborhood V of ug in L*(R?) s.t. the map
vo — v(t), associating to each initial value its corresponding solution, sends

V — C([0,T], L2(R)) n L7([0, T"), WP (R?)

and is Lipschitz.
Finally, we have u € L*([0,T], W5(R?)) for all admissible pairs (a,b) and mass and
energy are preserved.

Proof (sketch). The proof is by a contraction argument. We set like before
E(T,6) = {v € LY([0,7), W2 (RY) : o]l o191ty < 20

and we denote by ®(u) the r.h.s. of (3.5). Let us open a small parenthesis now, and let

us pick an admissible pair (a,b) with b € (2,d). Then, for = = % =7 — L and (o, 8)

admissible like in (3.47), by Strichartz estimates, by the Chain Rule in Lemma 3.1 and by
p—1= %, we have

19 ()| Lo o,y w15 Ry < €S uo0]l OT) wsa)) + coflu? ! (V) ull o (0,1, w15 (Rt
< € uoll oo 7). w18 may) + collullh, [0 71,0 1%l L 0,7y, w18 ()
< [l €* ol pa 0.7y, w18 (R +Co||UHLa (0., el La o), w8 (may)

So, in the particular case (a,b) = («, 8) = (p,7), we have

1D ()| L o,y (Ry) < 1€ uoll Lo,y w10 (R + collell oy, wn ey
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Hence in E(T, ) we have
H(I)(u)HL’Y([O,T),Wl’P(R‘i)) <6+ 662105? < 20,

for § > 0 small enough, so that the map ® preserves E(T, ). In a similar fashion we prove
that ® is a contraction in E(T,d). We skip the proof on the conservation of mass, energy

and momenta.

Proof of Theorem 8.25. Clearly we have ||e!*® uol| Ly (o,1), w0 (R)) To07, 0, so we can

apply Proposition 3.26 for T° > 0 sufficiently small. There will be a maximal interval of
existence. We now prove the blow up result (3.45). Suppose that it is false, and that there
is a maximal solution in [0,7*) with 7™ < co and

[ull afo,r=), wremay) < +oo. (3.50)
But then

i(t—s)A (

[l o (s 7 W ey < € M Lo (1s,77,W1.8(ReY) +COHuHLa (0.1 w14l za o7y, w18 (Ra)

s<T—T*~

and the fact that |jul/? 0, implies

([s,T), Wb (RY))

ull oo, w8 ey < 201€ U)o (a7, 01.8 (R
| < 2|98y (s)]|

for s <T < T* with s and T close to T*. This implies in fact that also

[ull o(o,00),w1.8(Ray) < +00. (3.51)
Then, by
t
el(t*S)Au(s) =u(t) + i/\/ el(t*t/)A\u(t’)\pflu(t’)dt',
172 0u(8) | a2y, w08 )y < Notll oz, m08 )y + COllall g g,y 1l ooy, 1.8 )
s<T—T*~
— 0.

Since there exists a 6 € [0, 1] with the following, see (3.49),

e %) o s s oy < ™2 gy rywroqay e S ul LGy ay sy

it follows that we can arrange [e(t=5)%

*

()| Ly ([, 4], Wie (rd)) < 0, for s close enough to
and for € > 0 arbitrarily small. But then the solution u can be extended beyond T™*.

We skip here the discussion of the well posedness.

41



4 The dispersive equation

Here we will consider dispersive equations

{iut = —Au+ |ulP~u for (t,z) € [0,00) x RY (41)

U(O, CC) = uO(x)
with 1 4+4/d < p < d*. In this §we will give a partial proof of the following classical result.
Theorem 4.1 (Scattering). Consider the unique solution u € C°(R, H'(R?)). Then

u e LYR, WY (RY)) for any admissible pair (4.2)
and there exist uyx € H'(R?) s.t.

Jim () — s || g1 gay = 0. (4.3)

Remark 4.2. Scattering (the completeness of scattering operators) refers specifically to (4.3).
Notice that for 1 < p < 14 2/d Scattering (4.3) is false. For 1 +2/d <p <1+4/dis an
open problem.

Here the key deep statement is (4.2). In fact, (4.2) implies easily (4.3), as we show now
in the case +. We assume (4.2), and in particular let

2 d d
e LYR,, WHPHH(RY)) with = + —— = =, 4.4
u (R (R?)) wi ¢ Tprl 2 (4.4)

From (3.5) with A = 1, we have
. t .
e () = ug — i/ e 5 u(s)|PLu(s)ds,
0
so that, for t; < tg, we have

. 3 t2 i
e 2 Bu(ty) — e Bu(ty) = i / T2 fu(s) " u(s)ds.
t1

Then

le™ 2% u(tz) — e Bu(t) | <

/2 e 18 u(s) [P u(s)ds

t1

Hl

1
< NullTaiey o), ey 1l Lo g, 00n) (4.5)

where % 4+ == %. We claim that a > ¢q. Otherwise a < ¢ and so

1
q

| —

<5 eptl<qg

Q3

/!

LS
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So, from p > 1+ %, (¢,p + 1) is an admissible pair with both entries > 2 + %. But
(2 + %, 2+ %) is an admissible pair, so we get an absurd and we conclude o > g.
So, let us consider the pair («, ) which is admissible (notice that o > ¢ > 2 implies
00 >a>2andso2< S <p+ 1. We claim that
1 1 7
—— =— — — with 7 € [0,1]. 4.6
el B 0.1 (16)
Assuming this, (4.5) can be majorized yielding

t1<to—+o0
—_—

—ita A —it A
||6 itg u(t2) —e (tl)HHl < CO||U’| [tl to], WL B)HUHL‘I ([t1,t2],Whptl) 0.

This implies that there exists in H'(R?)

o0
ug = lim e u(t) = ug —i/ e B8 u(s) [P u(s)ds
0

t—+o00

Then we have
etPu, —u(t) = —i/ By ()P u(s)ds.
t

As above,

t—+o00

HeitAu+ - U( )HH1 < HuHLa ([t,00),W1:B) HUHL‘Z([t,oo),leIHLl) — 0,

which proves the limit (4.3).
Turning to the proof of (4.6), obviously a > ¢ implies 5 < p + 1 so that

1 1 7
p+1 6 d
with 7 > 0. Slnce2<6<p+1 400, for d = 1,2 we have 7 < 1. For d > 3 we have
2<ﬂ<p+1< Slncede2 % é,
L1 7 d-2 1 1
p+1 B d 2d 2 d
which implies 0 < 7 < 1 by
1—7’>1 1
d 2 B

As we indicated above, in Theorem 4.1, the deep statement is (4.2). The proof is rather
complicated. For this we will need the following which we will discuss only for dimension
d>3.
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Theorem 4.3. Let d > 3. Then given a solution u € C°(R, H'(RY)) we have

2d
tlgcn [w) | (ray = 0 for all2 <r < T3 (4.7)

Remark 4.4. Notice that it is enough to prove only case r = p+1. In fact, for 2 <r < p+1
there is an exponent a € (0,1) with

()]l r ay < ol Fa ay lu() 1155 gy
which yields (4.7) while for p+ 1 < r < 2% there is an exponent « € (0, 1) with

()| ey < ()| Zor ey IO~ 50
) L

20 < Hu(t)H%erl(Rd)||U(t)Hzi
< ) 1911 gy (2B (w0))

(Rd) 2 (RY)

which again yields (4.7).
Theorem 4.3 is deep result and implies (4.2) rather easily as we see now. We will use
the following elementary lemma.

Lemma 4.5. Consider a function f(x) = a —x + bx® forx >0, a,b >0, « > 1. We
assume that there are 0 < zo < x1 s.t. f(zo) = f(z1) = 0. Let now ¢ € C(I,[0,+00)) be
such that ¢(t) < a+bp“(t) for all t € I and that there exists a point ty € I s.t. ¢(tog) < xo.
Then ¢(t) < xg for allt € 1

Proof. Since f(¢(t)) > 0 for all ¢, and ¢ is continuous, the image of ¢ is either in [0, 2] or
in [x1,+00). Obviously, the first case needs to occur. O
Proof that Theorem 4.3 implies (4.2) (sketch). Consider
t
u(t) = =8y () — i / )2 () [P u(s)ds,

S

Then by the Strichartz estimates

lullzaqes sy < ClulS)n +C [lulfyh el | |

(1)

4
Py

St

]_ —
= Clu(s >HH1+0< / e Y Y )
< Cllu(S) | + c|ruuL;;(S,tLLgH)||uuz*;qs,ﬂ,wl,pﬂ).

Here

p—%=p+1—q>0<:>p>l—|—4/d.
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_ 4

From Theorem 4.3, applied to r = p+ 1, we know HUHZOO‘Z(I(S B2

using conservation of mass and energy, there is a uniform upper bound for ||u(S)|| 1. There
exists a constant Cy > 0 s.t. for any € > 0 there is Sg > 0 such that for any Sy < 5 < t,

S—
29 0. Furthermore,

9
HUHLQ((SJ),WLPH) <Cp+ 5|’“Hg¢z([s,t]7wl,p+1)-

Picking € > 0 sufficiently small, by Lemma 4.5 we conclude that there exists a fixed constant
Xp s.t.

||u||Lq((S’t)7W1,p+1) < X for any Sop < S <t

bt lude that
(R, W ), we conclude tha
ull o, wirt1)y < +oc0. Time reversibility of the NLS, yields the same result for negative

In particular we can take ¢t = oo. Since we know that v € L]

times. The Strichartz estimates, yield v € L*(R,W?) for any admissible pair. Like in
(3.10), we have

[wll a0y, wrey < collu(S)|[m + COHUHLa (sy.riny lull s, wie)

where % —1—5 = % with here o > ¢ by the discussion in the proof of (3.8). So now let (o, 3)

be an admissible pair. We have W1#(R?) < LP+1(R?), so, up to a change of constants, we
get

-1
HU”La((S,t),WLb) < collu(9)| g + CO|’UHZQ((S¢),W1,@HUHLq((S,t),WLPJrl) (4.8)
and in particular

[wll Lo 56, w18y < collu(S)[ g + COHUHZZ;%(S@,WLB)"u“Lq((S,t),WlaP+1)’ (4.9)

If in (4.9) we have p < 2, then since |ul|La((g,),w1.0+1) S7H%, 0 the factor lwll Lo (5,0, 1.8
remains bounded for t — 400 if S > 1. If instead p — 1 > 1 we can apply Lemma 4.5.
So we conclude that in all cases [|u|fa((gy) w1.6) remains bounded for ¢ — +o00 if S > 1.
Inserting this information in (4.8), we get the same conclusion for ||ul| e ((s4)w1.)-

5 Proof of Theorem 4.3

Lemma 5.1. Let p € [1,00) and ¢ < d with 0 < g < p. Then we have

u(x) P
0 e < () Tl 91 (5.1

Proof. The general case u € WHP(R?) reduces to the special case u € C°(R?). In fact,
if (5.1) is valid for all u € C°(R?), then for a u € W'P(R?) with u ¢ C®(RY), we can
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n——+o00

consider a sequence CZ° (RY) 3 u,, =25 4 in WHP(RY). Then, up to subsequence, we

have wu,(x) Do, u(z) for a.a. x € RY, see p. 94 [2]. Then, by Fathou’s Lemma

p p
/ [u(=)] d:ﬁgliminf/ [un(2)] dx
R || n—oo Jga  |ald
P \* p \’
< tim (2 ) M 90y = (522 ) 0l [l

So we will prove (5.1) for u € C®(R?). Let z(z) := |z|92. Then

Voz=V(z[) z+ 2|V z = —glz| T

]

Integrating the identity
U’V -2 = V- (JuPz) = plulPTV]u] - 2

we obtain for arbitrary r > 0

p
(d—q)/ [ul) de = V- (Ju|Pz) d:zt—p/ |u[P~IV |u| - zdx
|z|>r

|z[4 |z >r |z|>r

p—liy
< —p/ [uP~ IV |u| - zdx < p/ de,
|| >r

|| >r "ﬂqil

where we used

V- (|ufPz) dx = —/ fufPz - %d&‘ _ —/ P |z|~+dS < 0.
|z|=r |z|=r

Using 1 — % + % + % = 1 and Holder inequality, we have

|| >r

pr(g—1)

p—1l|y N
pf Ny [ Vs
lz|>r ‘x’q || >r ’ ’q

q—1

|ul? o p—aq
=" /I ] el IVl @a)-
z|>7

u(zx)[P » \?
/|I>r ’ |(x‘q’ s (d_ Q> HUHLP Rd) ”VUHLP R?)

and, taking r — 0T, we obtain (5.1).

This yields
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Lemma 5.2. For d > 4 there exists a Cy s.t. we have

2
u\x
/. | ‘fﬂg’ 4z < Callul 2 g, (5.3)

Proof. We proceed as above for ¢ = 3 and p = 2, to obtain

2
(d— 3)/ fut) drx < —p/ |u[P7 1V |u| - zdx < 2/ |uHVu|dx
|z|>r |l"3 |z|>r |l’|2

|z|>r
w2 N e )
<2 / —=dr / dr | .
|| >r |l‘|2 || >r |l’|2

In the 2nd line we apply (5.1) for p = ¢ = 2 to both u and Vu, to obtain

1 1
Ju(z)? / ul? / Val 2 2
d—3 dx <2 —=d d <2(——=
( )/|:c>r ’x|3 v |z|>r ‘$|2 ! |z[>r ‘x|2 ! N d—2 HVUHL2(Rd)Hv UHLz(Rd)

Then (5.3) follows sending r — 0. O
Let ug € H2. Then u € CY(R, H?) by the theory by Kato. Then equation (4.1) holds
also in a differential sense as

iuy = —Au+ [ufP~uin D' (R, L2(Rd,<(:)) .
Notice that u € C*(R, L?). Let us now consider the quadratic form

% <i <8T + d2_rl> u,u> . (5.4)

Notice that he operator i(@T + dQ_T 1) is symmetric. Then, taking the derivative for u €
COR, H*) N CH(R, L?) we have

d_ /. d—1 B d—1 .
£2 <1<8r—|—2r>u,u>——<<8r+2r>u,1u>.

which can be proved assuming first v € C*°(R, H?) and then proceeding by a density
argument for all u € CO(R, H%) N C*(R, H?). In our case we get

d d—1
—927 105 - =
o <1 <8T + o ) U, u>
d—1 d—1
i\ — z - _ p—1
<<&n + 5 ) u, 1u> <<&n + 5 ) u, —Au + |ul u> . (5.5)

The equality (5.5) is crucial, indeed we will use it to prove

d . p—1 [ [yt
g (Oru,iu) > (d 1)})+ 1 /Rd " dz, (5.6)
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which tells us that u — (9,u,iu) is some sort of Lyapunov functional and is crucial in our
argument.
The first observation to obtain (5.6), is that the following is true,

d—1 .. 1d .
<<6r + 27‘) u,1u> =% (Oru, iu) . (5.7)

Indeed, notice that using (5.2) if u € C*°(R, H?) we obtain

1 . 1 z -
5875 Re (iva, ) + §V : <; Re (1uu))

1 . 1 s 1 x N | | .
= 5Re (1uu,,)+;w+2 (V;) Re (1uu)+M+ éRe (ivw,)

= Re (it ) + —— Re (i),

r

so that integrating in « we obtain using the divergence theorem

1d d—1 1
R NP TA - <<ar n > u, iu> + = Re / imds.  (5.8)
2dt PPra0.1) 2r L2(Dga08) 2 Jial=r

But now

/ idS = / v (f Re (iua)) de 22722, ¢
jal=R @[>k T

so that taking the limit for R — +o00 in (5.8) we obtain (5). By a density argument (5) can
be shown to be equal for a.a. t if u € CO(R, H?) N C*(R, L?). Indeed, if we have a sequence

Up, (R, n ne u locally uniformly in , , , then for
{un} in C>(R, H?) with u, 2= u locally uniformly in C°(R, H2) N C*(R, L?), then f

any t1 < to
1d ook d—1
**ar m'n = ar 5 naun dt
] [+ 552 )

and so for n — +oo we obtain that the same holds for u, and so (J,u,iu) € AC(R) with
derivative a.e. defined by . We skip the discussion about the existence of the sequence {uy,}.
The next step to prove (5.6), is the following inequality.

Claim 5.3. Let u € H?(R%,C). Then

<<ar + d;) ” Au> <. (5.9)

Proof. The proof is based on the identity

d-1\) d-1 T
Re{Au(urJr o u>}_v.Re{vu<ur+ o u)}v-{%wm} (5.10)

d—1 z o) 1 2 o2y (@—1)(d-3) o
+v.< - \u|> (9~ Ju, ) =y

r3
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which we check now. We have, summing on repeated indexes,

_od—=1_\\ _ _od—-1_ o Tk o (d—=1_
V-Re{Vu (ur+ 5 u)}_Re{Au (ur—i— o u>}—|—Re{8]u8J (raku)}—i—Re{@]u(‘)] (27““)}

d—1 1 ; d—
= Re {Au (ur + u> } + —m’“akWqu + ~|Vu|*> = Re {L’“f” @-u&,ﬂ} +
2r T r

1 2
2r 2r [Vl
d—1xz; .

B o d—-1_ Tk 9 9. [Tk |Vul? — ju.|*> d—1 9
—Re{Au (ur—k o u)}+8k <§|VU|> |Vl 8;€<2r)+ " + o |Vul
~0; <4rs‘“' ) + ol (35).

Now we use from (5.2) for g =1 and ¢ =3

r ()5
()45

where we summed on repeated indexes, to conclude
V-Re{VU (ur—i—d_lu)} -
2r
d—-1 Vu|? — |u,|?
ZRG{AU (ur+ u)} + 0, (22vul?) I A e
2r 2r

_8j<d—1a:j|u|2>+(d_14)r(g_3) r

[ul?,

which leads to (5.10). Now, applying the Divergence Theorem to (5.10) in R\ Dga(0,a)
and take the limit for ¢ — 0 and Lemma 5.1 for ¢ = 1 and p = 2, we have

-1 1 —1)(d - ’
<G%+d)uﬁﬂéfé—/)GVWQ—hH%d$_01)@l:DIMI/ o
o RA T 4 a—0t r>a T

o . d—-1_ |Vul?>  d—1 |ul?
Rt / {R{“ (“7"*2@“)}— T e

Let us now suppose that u € C>°(R%,C). Then

lim |Vu|?dS =0
a—=0% JoB(z,a)

Similarly, for d > 3 and u € C*°(R?, C) we have

2
lim ﬂdS =0

a—0t J,—q a?
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Hence, for d > 3 and v € C*®(R?,C) we obtain 5.1, we have
d—1 1 (d—1)(d—3) |u|?
 + —— Au ) < — = 2 Ju,)? - / <
<<6—|— o >u, u>_ /Rdr(|Vu] lur|?) da 1 y ng 0.
(5.11)

For u € H2(R?,C) and, u ¢ C™(R?,C) considered a sequence u, —— u in H2(R?%, C), we
have

d—1 B 1 ) 2 (d—l)(d—3)/ |un |

which in the limit converges to (5.11).
For d = 3 then u € C°(R3) and so

dsS
lim |U|272 = 47T|U(0)|2,
a—0t 8B(0,a) a

so that we obtain
d—1 1
o+ au)y = — = (1Yl = ) de — 2 2
<<8 + o )u, u> /1[{3 " (\Vu| | )de‘ 7 u(0)]

The next step to prove inequality (5.6) is the following identity,

d—1 _ —1p-1 ]u|p+1
- p—1 —
<<8T + o > u, |ul u> > il / (5.12)
d—1 _ d—1 lulPtt 1 p=1
p—1, \ _ 2 2 2
<<8r + o > u, |ul u> i /Rd " + 5 /Rd(|u| ) 2 Or|ul“dx

d—1 lulPtt 1 2 9\ 2l
2 /I‘gd T +2p+1/Rd (jul) =" de
_d—l/ |up+1d—1/ |u|p+1_d—1p—1/ |u[PH!
2 Jga T p+1Jga 7 2 p+1lJga T
So now we can prove (5.6). Indeed, from (5.5), (5) and (5.12), we obtain
1d d— d—1
~ 5 (Oru,iu) = <<8 + o ) u, —iu> =— <<8r + 27“) u, —Au + |u]p1u>
-1 —1p—1 p+1
S - 6r+L U,|U|p_1u = —d p / |U’ ,
2r 2 p4+1Jga 7

which yields (5.6).

Indeed
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Lemma 5.4. We have

Ju|PH 2 p+1 23 p+1
Lt [ = < 2 P ol Pl o < 71 g uolaquey v Bwo).
(5.13)

furthermore, we have u(t) "22°0 in HY(RY),

Proof. To get (5.13) if ug € H?(R?) it is enough to integrate (5.6). The general case follows
by density, because if H? > gy, LimaiaN up in H', we know that for any 7' > 0 for the
corresponding solutions u,, D2H0 4 in C°([0,T), H'). Then, by the density argument in

Lemma 5.1, we have

g uptt T unPt 2 p1
/0 dt/Rd §11m1nf/0 dt/Rd — < o7 P onllae | Vel o o)

n—oo

n—-+o00 2 p-+»1 v
d—1 p— HU0HL2 R4) | U”Loo ([0,T],L2(R4)) -

Taking the limit for 7" — 400 we obtain (5.13) with R replaced by R, , which by time
reversibility yields also the general case.

To get u(t) 220 in HY(R?) it is enough to show (u(t),) 242000 for all ) € C®(RY).
We have

[ (w0 | < ||l —

HLPHHWWH pil
rp+1

so that | (u, ) |PT! € LY(R) by (5.13). On the other hand, from
iug = —Au+ [ufPluin D' ((o,T), H‘l(Rd,(C)) .

we have u € BC! (R, H*(R?,C)) which implies | (u,v) |** € BC'(R) for 2k > p + 2 and
for s <t we have

[ {u(t). ) [* - \Qk\—zk/ ), ) P51 ) ) e

C (&, B(uo), Juoll2)) / | (u(t)), ) [PHde S22,

Before starting the direct proof of Theorem 4.3 we recall the following lemma.
Lemma 5.5. There exists a constant C = Cr such that for any u € L2((0,T), H'(R%)) N
HY((0,T), H Y (RY)) we have u € C°([0, T], L>(R%)) with

[wll oo (0,17, L2 (RAY) < C (HUHLQ((O,T),Hl(Rd)) + HM\L?((O,T),H-l(Rd))) : (5.14)
Furthermore we have |[u(t)||2, € AC([0,T]) with

d .

S lu@®ze =2 (u(®), (b)) . (5.15)
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Proof. Let us assume additionally that u € C1([0, T], L2(R?)). Then for any fixed ¢y € [0, T']
we have

lu(®)]IZ2 = llu(to)lIZ> + 2/ (u(s), a(s)) ds (5.16)

to

< Jlu(to)[I7: + HU||%2((07T),H1(RGZ)) + HUH%2((0,T),H—1(Rd))-

We can choose [u(to)||2, =T~! fOT |u(s)||2,ds obtaining (5.14) for C = V1 + T-1
The general case is obtained by considering a sequence (uy,) in C*([0, T}, H*(R%)) converging
to win L2((0,T), H*(R*))NH((0,T), H~'(R)). To get such a sequence, we can extend ap-
propriately u into a function in L2(R, H*(R?))NH(R, H~!(R%)), and then we can consider
Up, = Pe,, * U With €, 2% 0. Then this sequence satisfies the desired properties.
Then (5.14) implies that (u,) is a Cauchy sequence in C°([0,T], L?(R%)). The limit is
necessarily u, which satisfies (5.14). Also by a limit, we conclude that u satisfies the
equality in (5.16), for any fixed o € [0,7]. This implies [Ju(t)||?, € AC([0,T]) and formula
(5.15).

O

Lemma 5.6. We have

/ lulPdx UmaiaNy) (5.17)
|z|>tlogt
Proof. We consider for M > 0

2l for |z| < M
0 =M =
(@) { 1 for |z| > M

Then 6, € WH(R?) with | VOu||z~ < 1/M. Now we have u € CO(R, H') N C (R, H™1).
Then, by Lemma 5.5 applied to v/Oyu, t — 271 (O u(t), u(t)) € AC([-T,T)) for any T > 0
with

d

@2_1 <9Mu(t)7 U(t)> = <9Mu(t)7 u(t» :

Since we have i1(t) = —Au + [u[P~tu in D'(R, H~!), we have

a
dt
< IVull g2 llull 22| VOl 2o < CMTE

27 (Oaru(t), u(t)| = [(Oaru(t), ilu —ilufP~ )| = [(Oaru(t), ibu)| < || Vull 2wl 22| VO [ 2

Then it follows, for a C' independent from M,

(Orru(t), u(t)) < CM '+ (Oarug, uo) -
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Setting M = tlogt, we obtain by dominated convergence

/ [u()2dz < (Brogeult), u(t))
|z|>tlogt

C
_—i—/ 2 ]u|dm+/ |uo\2dxm>0
log ¢ || <tlogt tlogt || >tlogt

Finally

Hu(t)||Lp+1(|z|2tlogt) < ||’LL(t)”%2 \:c|>tlogt)||u(t)’ 2;’?{+1(Rd)

« o t—+o00
< Cllul)l| T2 (a)> 1080 | Vult Mz (RD) = Cllu) T2 (jay>t 108 1) —

—— 0.

Lemma 5.7. For anye >0 ,t> 2 and 7 > 0 there exists ty > max(t,27) s.t

/ / lu[PHdzds < e. (5.18)
to—27 J|z|<slogs

Proof. The starting point is Lemma 5.4. We have

p+1 © 4
00 >/ds/ [u / > / ulPTtda
Rd 2 slogs |z|<slogs

& t+2(k+1)7
/ ( ds / |u|p+1daj
— o Jt+2kT slog s |z|<slog s

M

o0

v

1 t+2(k+1)
/ ds/ lu[P dz.
(t + 2(k + 1)7—) log(t + Q(k + 1)T) t+2kT |z|<slogs

x>

=0

From this inequality we derive

t4+2(k+1)
liminf/ ds/ |u[Pdx = 0,
k=400 Jitokr |z|<slog s

because otherwise the series would diverge. Hence for any ¢ > 0 there exists ko arbitrarily

large with
t+2(ko+1)T
/ ds/ lulPde < e.
t+2koT |z|<slog s

So for tg =t + 2(ko + 1)7 we obtain (5.18).

Lemma 5.8. For any €,a,b € Ry there exists tg > max(a,b) s.t

sup  [lu(s)||Lr+1(ray < € (5.19)
SE[tofb,to]
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Proof. We have

t
u(t) = ePug — i/ =8 (s) [P tu(s)ds
0

t—1 1
= Py —i/ =8 u(s) P u(s)ds —i/ =2 (s) [P Lu(s)ds
0 t

—T

w(t,T) z(t,T)

= e"ug + w(t, ) + 2(t, 7).
Now we consider each of the last three terms.

Claim 5.9. We have

eS| o1 (gay = 0. (5.20)

+1
Proof. Indeed, if ug € LPT, then

1

; [ ( p—— t—+
e ol ooy < €T Juo] s

0.

+1
The general case follows from the special one using the fact that H'(R%) nL% (RY) is dense
in H'(RY). O

Claim 5.10. There is a constant C independent from ¢ and 7 s.t.

d(p—1)—2max(1,p—1)

Jw(t, T)| e+1(may < CT~ 20 +1) : (5.21)

Remark 5.11. The exponent is strictly negative. Indeed, for p — 1 < 1 we have

2
O<d(p—1)—2max(1,p—1):d(p—l)—2<:>p>1+g’

where the last inequality follows from p > 1 + %. Ifp—-1>1
0<d(p—1)—2max(l,p—1) =(d—2)(p—1) < d > 3.
Proof. We define

[ xifp>2
1= \&ifp<2

Then we have, for a dimensional constant C,

Dl o

t—1 7d<l
leo(t, 7)oy < C /0 (t— 50

p
Lpa' (R4)
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Here we claim

d <; - ;) > 1. (5.22)

This is obvious by d > 3 if ¢ = co. Otherwise, for p < 2

1 1 1 2—-p d 2
dlz=-=)=d(z-"—=")==(p-1)>1 1+ =
<2 q> (2 5 ) 2(p )>1l<=p> +2

where the last inequality follows from p > 1+ %. So we have, for a dimensional constant C

_q(1_1
(e, ) gagrey < OG0 sup u(s)| (5.23)

p
Lpd' (R4)

We claim now that 2 < pq’ < p + 1. Indeed, for p > 2 we have ¢ = 1 and the claim holds.
If p < 2 then

1 1 2-p_p
7 q 2 2

so that p¢’ =2 < p+ 1. So in all cases we have H'(R%) — L7 (R%) and we can uniformly
bound the last factor on the right in (5.23).
Next, we claim [[w(t, 7)||p2ray < 2[|uol| 12(re), Which follows from

t—7 t—1
w(t, ) = —i/ D8 u(s) P u(s)ds = T4 (—i/ el(tTS)A‘u(S)plu(s)dS)
0 0
=8 (u(t —7T)— ei(t*T)Auo) = eiTAu(t —7T)— et Bug.
Finally, we claim p+ 1 < ¢. This is obviously the case if ¢ = co. Otherwise p < 2, and then

2
q>p+1<:>ﬂ>p—|—1<:>2>(p+1)(2—p):2+p—p2

where the last inequality follows from p > 1 and so from p — p? < 0. Finally by Hélder
inequality

1 l—-a «
1— _
[ )| Lot ey < w(t, T 2 gay 1wt 7) 2o gey where P + 7
11
Notice that o« = %. So
27 ¢

lw(t, 7)|| o1 (rey < CT i (5.24)
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We now examine the exponent in (5.24). If ¢ = oo the exponent equals

_(d—2)<1 1 >__d(p—1)—2(p—1) dp— 1) — 2max(l,p— 1)

2 p+1

2(p+1) - 2(p+1)

In the case g < oo, then

<;‘pi1> ( o %1é> =561 <d‘p31>

dp—1)—2  dp 1)—2max(l,p—1).

20+1) 2(p+1)

So we have proved that the exponent in (5.24) is exactly the one in (5.21), which is then
proved.

O
We now consider
t
z(t,7) = —i/ el(t_S)A|u(s)|p_1u(s)ds.
t—7
We have
<[ (5 55) |7
et Doy S [ (0= 5) "8l gy, (5.25)
Notice that p < d*, that isp+ 1 < d{ is equivalent to d (f — m) < 1. Indeed,

1 d—2 1

b+l 24 2 d

—

We now pick ¢ € (1 2p +1)) where 22+ g > 1 follows from the above inequality. Notice

> d(p—1) d(p—
that this implies gd (% — ﬁ) < 1. Then

t g , ot %
—do(Lt-——1_ q
et 5 ([ 0= C)as) ([ g yas)

1
t , 7
—Cr (/H HquH(Rd)ds)

for some a > 0. Now we claim ¢'p > p + 1 or, equivalently, 2 7 < Indeed

P+1

1 _d d

> 1l 1 d+ d <:>1<2_d+ d
q 2 p+1 qg q p+1 q 2 p+1
_2p+1)—(p+1)d+2d  p 2—(p+ )d+2d< P

2(p+1) Cp+1 2(p+1) p+1’

o6



where the last inequality holds because

2
2—(p+1)d+2d:2—pd+d<0<:>p>1+g,

with the latter true because, in our case, p > 1+ %.
From ¢'p > p+ 1(> 2) and p < d* it follows that,

+1 '—p—1 +1
p PeP=l < P

1) 1(1— 1 B 1-8
lal5s = Nl llul g Tl T for = .

Ld*+1 + 1

By the Sobolev embedding H'(R?) — L¥+1(RY), we conclude for the solutions of our
equation
(pa’—p—1)(1-5)

2

< CllufPHL, o o] 242708 (2B (ug))

Hu|p££+1 d 1(Rd 2(Rd
(R%) Lrt1(R4) L2 (R%)

for a dimensional constant C, related to Sobolev embedding. Hence, for a constant C' which
depends on the dimensione and ug, we have

1
o

t q
et v < Co ([ Tl )

t—T
S
t t q
@ / ds/ |up+1d:z‘+/ ds/ lulPdx
t—T |z|>slog s t—1 |z|<slog s
1 1
L ot g 5 @ ! p+1 v
<27CT T4 sup ||u(s )HLerl (z>slog ) +2/Cr / ds/ |ulP™ dx
sEt—T,t] t—r1 |z|<slogs
(5.26)
We have
itA
()] o1 ey < Nl€"Cuoll o ay + 1wt 7 posr gay + 1208 T o1 ey
__d(p—1)—2max(1,p—1)
<CTt 2(p+1)
1
itA ooty +1 v
+ Helt UOHL"“(Rd) +20 07" <siltll_)—r HU(S)H?/P“(xIZslogS))
o
1 t q
+2/C1" / ds/ lu[P dx
t—T |z|<slogs
We take 7 > b such that
_d(p—1)—2max(1l,p—1) €
lw(t, ™) | posr gy < O < S (5.27)
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Next, using Lemma 5.6 and Claim 5.9 let us take ¢; > max(a, b) such that for ¢ > ¢;

1
it/ L atd +1 ¢ €
||6’t UO||LP+1(Rd) + 24 07-06 q <Silt1p7_ ”u(5)||§17+1(|$|zslogs)> < 1 (5.28)
Using Lemma 5.7 there exists to > t; + 27 such that for ¢ € [tg,to — 7]
1 1
1 ¢ a’ 1 to q €
24 C1¢ / ds/ |u[P T da <24CT" / ds/ lul[P L de < -.
t—T |z|<slog s to—27 |z|<slogs 4
(5.29)
We can take ¢y := to large enough so that typ > max(a,b) and take 7 > b so that
3
sup Hu(t)HLp+1(Rd) < 16 < €
tE[t()fb,to]
obtaining (5.19).
O

We now move to complete the proof of Theorem 4.3.
Let us fix € > 0. Pick t > 7 > 0. Then, in view of u(t) = e*®ug + w(t,7) + 2(t,7), we have
that by Claims 5.9-5.10 there exists t; > 0 and 7. with

d(p—1)—2max(1l,p—1)
. — €
lu(®) | o+1 < € uoll o1 + Cre ) 2t )lEre < 5+ 120 7l e

where we chose [|e®ug|ppr1 < £ for t >t and

_d(p—=1)—2max(1l,p—1)

Ce 2(p+D) =° (5.30)

= m

where C' is a dimensional constant. In turn by (5.25)

t d(p—1)

_d(i-—_1 1—5—%
lattrlion S [ -9 Gan) Jul? nds < 077 sup Ju(s) 2, .
t—Te SE[t—Te,t]

From Lemma 5.8 we know that there exists to > max(t1,7) s.t.

. (5.31)

IR

sp [u(s)ll o <
Se[tofTe,to}

Consider now

te =sup{t >to: sup |lu(s)||pp+1 <e€forallte [to,t]},
SE[t—Te,t]

where (5.31) guarantees that the set on the right hand side contains at least to and in fact,by
the continuity in ¢ of the function ¢t — ||u(t)| r»+1, & whole interval.
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If t. = 400 we will have proved the desired result, because in particular this guarantees

that ||u(t)||Ls+1 < € for all the t > ¢y, and, since here ¢ > 0 is arbitrarily small also

u(®)|| prr 2% 0.

So, let us suppose that t. < oco. Then, by u € CO(R, H'), we have ||u(tc)||zr+1 = e. Then
we have

€ € 1_‘“?*1)
€<t leltomln < 50T T sup uls) e,
SE€[te—Te te]
so that we conclude
€ 1— d(p—1)
e<gt <C’7‘5 A Ep_l) €. (5.32)

We now need to check that it is possible to choose 7. such that both

1— d(p—1) 1
Cre "Wl <o (5.33)

and (5.30), which implies (5.32), are true. But (5.32) and (5.33) together yield € < €, which
is a contradiction.

Let us prove now that if t¢ < 400, then 7. which satisfies (5.30) inequality (5.33).
Suppose (5.33) is false. This implies

1_dp=1) 1—dp=1) _ d(p=1)*~2(p—1) max(1,p—1)
g S e =ty ) (5.34)

)

where we substituted €?~! using the equality (5.30). We will show now that the exponent
of 7. is negative, so that taking 7. > 1 formula (5.34) leads to a contradiction. Taking a
unique fraction in the exponent and focusing on the numerator, we have

2(p+1)—d(p—1)—d(p 1) 2(p — 1) max(1,p — 1)
=(p-1)Cmax(l,p—1)—d—d(p—-1))+2(p+1)
=(p—1)(2ma><(1p—1)+2— dp—1))—dp—-1)-2(p—1)+2(p+1)
=(p-1)2max(l,p—1)+2—-d(p—1)) —d(p—1) + 4. (5.35)

For p — 1 <1 the quantity in line (5.35) becomes
pP—1)(@A—dp-1)—dp-1)+4=p4—-dp—1)) <0

by p > 1+ 4/d and this completes the proof for p — 1 < 1.
For p — 1 > 1 the quantity in line (5.35) becomes

(P-1)2p-1)+2-dp-1))—dp-1)+4
=(p-1)2-(d-2)(p—1))—dp—1)+4.
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For d > 4

p—1)2-(d-2)(p—1)—dp—1)+4
<(p-1)2-2(p—1))—4(p—1)+4
=-plp—-1)—4p-1)+4==-2(p-1)p—4(p—2) <0.

Finally, for d = 3 and p — 1 > 1 the quantity in line (5.35) becomes, for a« =p — 1,

P-1)@2Pp-1)+2-3(p—-1)-3(p—-1)+4
=(a(2a+2—-3a)—3a+4=—0a®—a+4=:—q(a).

Now, ¢(a) = 0 for ax = —-1/2 + @ This means that ¢(a) < 0 for p — 1 > \/g_l.

The completion of the proof of Theorem 4.3 for the remaining cases, that is d = 3 and
2<p§@isnotin 4].

O]

A Appendix. On the Bochner integral

For this part see [3]. Let X be a Banach space.

Definition A.1 (Strong measurability). Let I be an interval. A function f : I — X is

strongly measurable if there exists a set E of measure 0 and a sequence (f,,(¢)) in C.(I, X)
s.t. fn(t) — f(t) for any ¢t € I\E.

Remark A.2. Notice that when dim X < oo a function is measurable (in the sense that
f~1(B) is measurable for any Borel set B) if an only if it is strongly measurable in the
above sense. Indeed if f is strongly measurable in the above sense then as a point wise
limit of measurable functions f is measurable, see Theorem 1.14 p. 14 Rudin [?]. Viceversa
if f is measurable, then f is strongly measurable in the above sense, see the Corollary to
Lusin’s Theorem in Rudin [?] p. 54.

Ezample A.3. Consider {z;}7_; in X and {A4;}]_; measurable sets in I with [A4;] < oo and
with A; N A, =0 for j # k. Then we claim that the simple function

Zw]XA I =X (A.1)

is measurable. Indeed, see Rudin [?] p. 54, there are sequences {¢;  ren in C2(I,R) with

;i k(t) hopo X4, (t) a.e. and hence

COUI,R) > fi(t) mek ) "2 f(¢) ae. in I.
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Proposition A.4. If (f,) is a sequence of strongly measurable functions from I to X
convergent a.e. to a f: 1 — X, then f is strongly measurable.

n—oo

Proof. There is an E with |E| = 0 s.t. f,(t) — f(t) for any ¢t € I\E. Consider for any

k—o00

n a sequence Cc(I,X) > for — fn a.e. We will suppose first that |I| < co. By applying
Egorov Theorem to { || fux — ful|bren there is E, C I with [E,| < 27" s.t. || fuk— foll "5 0
uniformly in I\E, Let k(n) be s.t. ||fnrm) — full < 1/nin I\E, and set g, = fy, x(n)- Set
F = EUJ(N,, Upsm £n). Then [F| = 0. Indeed for any m

o o
[F| <|E|+ ) |Ea| <|E[+ ) 27" "3"0.

n=m n=m

n—oo

Let t € I\F'. Since t ¢ E we have f,(t) — f(t). Furthermore, for n large enough we have
t € I\E,. Indeed

tZ(V\|J En=3mst.tg | En= t¢E,Vn>m.

m n>m n>m
Then [|gn(t) — fn(t)|| < 1/n and g,(t) "= f(t). So f(t) is measurable in the case |I| < co.
Now we consider the case |I| = co. We express I = U,I,, for an increasing sequence of

intervals with |I,,| < oo. Consider for any n a sequence C.(Ip, X) 3> fni hopo f a.e. in I,.
k—o00

Then by Egorov Theorem to || f, 1 — fnll thereis E, C I,, with |E,| <27 st. for — fo

uniformly in I,,\ B, Let k(n) be s.t. || f xn)— fall < 1/nin I,\E, and set g, = f, j(n)- Then

defining F' like above, the remainder of the proof works exactly like for the case |I| < oo.
O

Example A.5. Consider a sequence {z;} en in X and a sequence {4;};en of measurable
sets in I with |A;| < oo and with A; N Ay = () for j # k. Then we claim

ft) = ijXAj (t) (A.2)

is measurable. Indeed if we set fy,(t) := ijXAj (t), then we have 1i_>m fa(t) = f(t)
7j=1

for any ¢, since if ¢t ¢ U;Z; A; both sides are 0, and if ¢ € Ay, then for n > ng we have
fn(t) = xn, = f(t). Hence by Proposition A.4 the function f is measurable.
When the sum in (A.2) is finite then the function f is called simple.

Example A.6. Consider a sequence {z;} ey in X and a sequence {4;}jen of measurable
sets in I where again A; N Ay, = ) for j # k but we allow |A;| = co. Then

F(8) =" wixa, (1) (A.3)
j=1
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is measurable. To see this consider f,,(t) = X[—nn(t)f(t). Then
Fal®) =D wixa,ni—nm (1)
j=1

and by Example A.5 we know that each f,(t) is strongly measurable. Since f,(t) — f(¢)
for any t € I we conclude by Proposition A.4 that f is strongly measurable.

Another natural definition of measurability is the following one.

Definition A.7 (Weak measurability). Let I be an interval. A function f : I — X is weakly
measurable if for any ' € X' the function t — (2/, f(¢)) x/x is a measurable function I — R.

Obviously, strongly measurable implies weakly measurable. Let us explore the vicev-
ersa.

Definition A.8. Let I be an interval. A function f : I — X is almost separably valuable
if there exists a 0 measure set N C I s.t. f(I\N) is separable.

The following lemma shows that strongly measurable functions are almost separably
valuable.

Lemma A.9. If f: I — X is strongly measurable with (f,(t)) a sequence in C.(I,X) s.t.
fu(t) = f(t) for any t € I\E for a 0 measure set E C I then f(I\FE) is separable and there
exists a separable Banach subspace Y C X with f(I\F) CY.

Proof. First of all f,(I N Q) is a countable dense set in f,(I). So f,(I) is separable. In a
separable metric space any subspace is separable. So f,, (I'\E) is separable. The closed vector
space Y generated by U, f,(I\E) is separable. Indeed let C' C U, f,(I\E) be a countable
set dense in Uy, f(I\E). Let Spang(C) be the vector space on Q generated by C. Then
Spang(C) is dense in Y. For C' = {1, x2, ...} we have Spang(C) = UpZ,Spang ({1, ..., zn }).
This proves that Spang(C) is countable and that Y is separable. O
Ezample A.10. Let X be a Hilbert space with an orthonormal basis {e; }tcg. Then the map
f:R — X given by f(t) = e; is not strongly measurable. This follows from the fact that it
is not almost separably valuable.

On the other hand if x € X then ¢t — (f(¢), z) is different from 0 only on a countable subset
of R, and as such it is measurable. Hence f is weakly measurable.

Notice however that if C' C [0, 1] is the standard Cantor set (which has 0 measure and has
same cardinality of R) and if {€;};c¢ is another basis of X, then the map

) = e; for t € C and
g\ = 0 otherwise

is weakly measurable (like f and for the same reasons) and is almost separably valuable.
Pettis Theorem, which we prove below, implies that ¢ : R — X is strongly measurable.

The following lemma will be used for Pettis Theorem.
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Lemma A.11. Let X be a separable Banach space and let S be the unit ball of the dual
X'. Then X' is separable for the weak topology (X', X), see Brezis [2] p.62, that is there
exists a sequence {x;,} in S" s.t. for any x' € S there ewists a subsequence {x, } s.t. for
any x € X we have klggo@;”’ Ty xx = (@', 1) x x.

Proof. Let {z,} be dense in X. For any n consider
F, : 8" — R" defined by F,(z) := ((«/, z1)x/x, -, (¥, 20) x7 x)-

Since R™ is separable, and so is F,(S’), there exists a sequence {xz!, , }i s.t. {Fy(a] )}k is
dense in F,(S"). Obviously {z;, ;}nk can be put into a sequence. For any 2’ € S’ for any n
there is a ky, s.t. [(2' — 2], ;. , @) x/x| < 1/n for all i < n. This implies that for any fixed i

we have li_>rn (@) xi)xrx = (2, 2;) x x. By density this holds for any z € X. O
n o0 yhvn

Proposition A.12 (Pettis’s Theorem). Consider f : I — X. Then f is strongly measurable
if and only if it is weakly measurable and almost separable valuable.

Proof. The necessity has been already proved, so we focus on the sufficiency only. By
modifying f we can assume that f(I) is separable. By replacing X by a smaller space, we
can assume that X is separable.

Fix now x € X. Then we claim that ¢ — || f(¢) — z|| is measurable. Indeed for any a > 0

{tel:|If(t) -zl <a} =Nwes{t € I: [, f(t) - z)xx| < a}.}

Using the fact that S’ is separable in the weak topology o(X’, X) and the notation in
Lemma A.11, we have

{tel:|f(t) -l <a} = Nuen{t € I+ |(z, f(1) — 2)xrx| < a}.

Since the set in the r.h.s. is measurable, we conclude that ¢ — || f(¢) — z|| is measurable and
so our claim is correct.

Consider now n > 1. Since f(I) is separable there is a sequence of balls {B(z;, 2)};>0
whose union contains f(I). Set now

{ W = {t: f(t) € B(zo, 1)},
(,U]('n) = {t: f(t) € B(zj, 1)}\ Upej )
and

Fult) =D wix_om (1)
j=0 !

Notice that szowj(n) = [ and they are pairwise disjoint and measurable. By Example A.6
we know that f, : I — X is strongly measurable. Furthermore, for any ¢t € I there is a j

s.t. te wjn) and this implies

% > Hf(t) —.iL'jH = Hf(t) - fn(t)H
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In other words, || f(t) — fu(t)|]] < 1/n for any ¢t € I. Then f,(t) — f(t) for any ¢, and so by
Proposition A.4 the function f : I — X is strongly measurable. O

Ezample A.13. Consider the map f : (0,1) — L°(0, 1) defined by ¢ EN X(0,t)- This map is
not almost separable valued. Indeed ¢ # s implies [|f(¢) — f(s)]lcoc = 1. If f were almost
separable valued then there would exist a 0 measure subset E in (0,1) and a countable set
N = {tp}n in (0,1)\E such that for any ¢t € (0,1)\(EFUN) there would exist a subsequence
ng with f(t,,) Fope f(t) in L*°(0,1). But this is impossible since || f(t) — f(tn,)]|ooc = 1.

On the other hand f : (0,1) — L?(0,1) defined in the same way, is strongly measurable.

First, since L?(0,1) is separable, it is almost separable valued. Next for any given w €
L?(0,1) we have

(f()sw)r2(0,1) :/0 w(zr)dx

which is a continuous, and hence measurable, function. So f is also weakly measurable and
hence it is strongly measurable by Pettis Theorem.

Recall that in Remark A.2 we mentioned another possible notion of measurability, that
is that f : I — X could be defined as measurable if f~1(A) is a measurable set for any open
subset A C X. We have the following fact.

Proposition A.14. Consider f : I — X. Then f is strongly measurable if and only if f
is almost separably valuable and f~1(A) is a measurable set for any open subset A C X.

Proof. The <" follows from the fact that for any a open subset of R and for any 2/ € X
the set A = {& € X : (z,2')x x» € a} is open and for g(t) := (f(t),2')x,x» we have
f71(A) = g7'(a). So the latter being measurable it follows that g is measurable and
hence f is weakly measurable. Hence by Pettis Theorem we conclude that f is strongly
measurable.

We now assume that f is strongly measurable. We know from Lemma A.9 that f is almost
separably valuable. Let U be an open subset of X. Let (f,), be a sequence in C2(I, X) with
fu(t) "= f(t) ae. outside a 0 measure set E C I. Let U, = {z € X : dist(z,U¢) > r}.
Then

STHUNE = (Um>1 Un>1 mkE"fk_l(U%))\E' (A4)

To check this, notice that if ¢ belongs to the left hand side , then f(¢f) € U1 for some

mQ
n—oo

mo and, since f,(t) — f(t), for n large we have fi(t) € U if k > n for m; > my

preassigned. Viceversa if ¢ belongs to the right hand side, thenlthere exist n and m s.t.
frx(t) € Ux for all k > n. Then by fi(¢) hpe f(t) it follows that f(t) € U1 with the latter

a subset of U. This proves (A.4). Since the r.h.s. is a measurable set, this completes the
proof. O
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Definition A.15 (Bochner integrability). A strongly measurable function f : I — X is
Bochner—-integrable if there exists a sequence (fy(t)) in Co(1, X) s.t.

lim / 1 fult) — £(8)]xcdt = 0. (A5)

n—oo

Notice that || f,(t) — f(¢t)||x is measurable.

Example A.16. Consider the situation of Example A.13 of a Hilbert space X with an or-
thonormal basis {e;}ter and the map f : R — X, which we saw is not strongly measurable
and hence is not Bochner—integrable. Notice that f is Riemann integrable in any compact
interval [a, b] with f;f(t)dt =0.

To see this recall that the Riemann integral is, if it exists, the limit

b

/ f(t)dt = lim Z f(t;)|1;] with t; € I; arbitrary
@ A= I eA

where A varies among all possible decompositions of [a,b] and |A| = maxjea |I|. We have

|A]—0
%

IS e ILlI2 = S ferys e 111 < 2 3 15]12] = 21a](6 - a) 570,

L;en gk J
Proposition A.17. Let f : I — X be Bochner—integrable. Then there exists an x € X s.t.
if (fu(t)) is a sequence in C.(I, X) satisfying (A.5) then we have

lim z, = x where x,, == /fn(t)dt. (A.6)
I

n—oo

Proof. First of all we check that x,, is Cauchy. This follows immediately from (A.5) and
from

len — emllx = | / (Falt) = Fn(®)dt]x < / 1ult) — Fon ()t

< /I 1ult) — F(8) ] dt + / 1£(6) — Fml) .

Let us set © = limx,,. Let (g,(t)) be another sequence in C.(I, X) satisfying (A.5). Then
lim [; gn = x by

u/gn dt—xnx—n/gn ) dt+/fn dt — ox

/Hgn fn ”th‘f‘”/fn t—.CCHth
< /I lgn(t) — F(8)|xdt + / 1ult) — FO)llcdt + | / Jult)dt — o xdt.
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Definition A.18. Let f : I — X be Bochner—integrable and let x € X be the corresponding
element obtained from Proposition A.17. The we set [, f(t)dt = x.

Theorem A.19 (Bochner’s Theorem). Let f : I — X be strongly measurable. Then f is
Bochner—integrable if and only if || f|| is Lebesque integrable. Furthermore, we have

II/If(t)dtH S/I\f(t)lldt- (A7)

Proof. Let f be Bochner—integrable. Then there is a sequence (f,,(t)) in C.(I, X) satisfying
(A.5). We have ||f|| < ||full + IIf = fnll- Since both functions in the r.h.s. are Lebesgue
integrable and || f|| is measurable it follows that|| f|| is Lebesgue integrable.

Conversely let ||f|| be Lebesgue integrable. Then there exist a sequence (g,(t)) in
Ce(I,R) and g € L'(I) s.t. [, [gn(t) = || f(¢)]||dt — 0 and |gn(¢)| < g(t). In fact it is possible
to choose such a sequence so that ||gn — gml[z1() < 27" for any n and any m > n (just by
extracting an appropriate subsequence from a starting g, 3). Then if we set

N
SN() =Y |gn(t) = gat1(t)] (A.8)
n=1

we have [[Sn|[z1) < 1. Since {Sn(t)}nen is increasing, the limit S(t) := limp o0 Sn(?)

remains defined, is finite a.e. and [|S|[z1;) < 1. Then [gn(t)] < |g1(2)] + S(t) = g(?)

everywhere, where g € L'(I). Notice that li_>m gn(t) is convergent almost everywhere (it
n—oo

convergent in all points where lim,,_, ;~ Sy, (t) is convergent). By dominated convergence it
follows that this limit holds also in L'(I) and hence it is equal to || f||.

Let (fn(t)) in C.(I,X) s.t. fo(t) = f(t) a.e. (this sequence exists by the strong measura-
bility of f(t)). Set

PG
= o+ 10

Notice that (uy(t)) is in C.(I, X). We have

192 (O] 1 £2 @]
1fa (O] + 5

We have (where the 2nd equality holds because because li_)m gn(t) = || f ()| and li_)m (@) =
1F @)l a.e.)

lun ()] < < lgn(B)] < g(t).

lim w,(t) = lim 19n(1)]

n—o00 n—o0 Wf”(t) = nh_>120 fn(t) = f(t) a.e..

3Suppose we start with a given {gn}. Then for any 27" there exists N, s.t. ni,nz > N, implies
lgn, — gnallerny < 27" Let now {p(n)} be a strictly increasing sequence in N s.t. ¢(n) > N, for any n.
Then ||gy(n) — Go(m)llLr(ry < 27" for any pair m > n. Rename g, (n) as gn.
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Then we have
Tim fun (t) — F(2)]| = 0 aue. with [Jun(t) — F(0)]| < g(t) + | F(H)] € L} (D).

By dominated convergence we conclude

lim /I lun(t) — F(8)||dt = 0.

n—oo

This implies that f is Bochner—integrable. Finally, we have

I [ s = tim I [ untt)arl < Jim [ ot = [ 150
]

Corollary A.20 (Dominated Convergence). Consider a sequence (f,(t)) of Bochner—integrable
functions I — X, g : I — R Lebesgue integrable and let f : I — X. Suppose that

[fn@)]] < g(t) for all n
7}1_{{.10 fn(t) = f(t) for almost all t.

Then f is Bochner—integrable with [; f(t) = limy, [} f, ().

Proof. By Dominated Convergence in L'(I,R) we have [, |f(t)| = lim, [;[|f»(¢)]. By
Proposition A.4, as a pointwise limit a.e. of a sequence of strongly measurable functions, f
is strongly measurable. By Bochner’s Theorem f is Bochner—integrable. By the triangular
inequality

fimsup | [ ()= £u(0)1 < lim [ 1£6) = £.(0)] =0

where the last inequality follows from ||f(t) — fn(t)]] < |If(®)|| + g(¢) and the standard
Dominated Convergence. O

Definition A.21. Let p € [1,00]. We denote by LP(I, X) the set of equivalence classes
of strongly measurable functions f : I — X s.t. [[f(¢)|| € LP(I,R). We set ||f|lrr(7,x) :=

A e 1 m)-
Proposition A.22. (LP(I1,X),|| ||z») is a Banach space.

Proof. The proof is similar to the case X =R , see [2].
(Case p = 00). Let (f,) be Cauchy sequence in L>(I, X). For any k > 1 there is a N, s.t.

1
I fr = fmllLoe(r,x) < T for all n,m > Nj.
So there exists an Fy C I with |Ex| =0 s.t.

1
| fr(t) = fr(t)||x < Z for all n,m > Ny and for all for ¢t € I\ E}.
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Set E := UpE). Then for any t € I'\E the sequence (f,(t)) is convergent. So a function
f(t) remains defined with

1
Ifn) — fD)]lx < % for all n > Ny, and for all for ¢t € I\ E. (A.9)

By Proposition A.4 the function f is strongly measurable. By (A.9) we have f € L>°(I, X)
and

1
| fr = fllzee(r,x) < % for all n > Ny,
and so f, — f in L*>(1, X).

(Case p < o). Let (f,) be Cauchy sequence in LP(I, X) and let (f,,) be a subsequence
with
ank - fnk+1”LP(I,X) < 27]6.

Set now

l
g () =D () = frs (Dl
k=1

Then
lgillze(rry < 1.

By monotone convergence we have that (g;(¢)); converges a.e. to a g € LP(I,R). Further-
more, for 2 < k <1

-1
£ (8) = Fr D llx =D 1, (8) = Fyr (D)llx < 9(8) — g (2)
j=k

Then a.e. the sequence (fp, (t)) is Cauchy in X for a.e. ¢ and so it converges for a.e. t to
some f(t). By Proposition A.4 the function f is strongly measurable. Furthermore,

1F(#) = fa Dl x < g(2).

It follows that f — f,, € LP(I,X), and so also f € LP(I,X). Finally we claim |f —
Juellze(r,xy = 0. First of all we have || f(t) — fu, (¢)[[x — 0 for a.e. t and

1F®) = fu DI < 9"(2)

by dominated convergence we obtain that ||f — fu,[[x — 0 in LP(I,R). Hence f,, — f in
(I, X). O

Proposition A.23. C°(1,X) is a dense subspace of LP(I, X) for p < occ.

68



Proof. We split the proof in two parts. We first show that C?(I, X) is a dense subspace of
LP(I,X) for p < oco. For p = 1 this follows from the definition of integrable functions in
Definition A.15. For 1 < p < oo going through the proof of Bochner’s Theorem A.19, the
functions u, considered in that proof can be taken to belong to C%(I, X) and converge to
fin LP(1,X).

The second part of the proof consists in showing that C2°(I, X)) is a dense subspace of
CY(I,X) inside LP(I, X) for p < co. Let f € CY(I,X). We consider p € C°(R, [0,1]) s.t.
[ p(x)dx = 1. Set pe(x) := e *p(x/€). Then for € > 0 small enough p x f € C(I, X). We
extend both f and p * f on R setting them 0 in R\7. In this way p. * f € C°(R, X) and

f € CYR, X) and it is enough to show that p, * f 20 fin LP(R, X)..
We have

pes F(8) — f(t) = /R (F(t— es) — F(3))p(s)dy

so that, by Minkowski inequality and for A(s) := || f(- —s) — f(:)||zr, we have

[pe * f(t) = f(E)]|r < / Ip(s)|A(e s)ds.

Now we have lims_,0 A(s) = 0 and A(s) < 2||f||z». So, by dominated convergence we get

iy | £ = fl1r =l [ |p(s)| e 5)ds =

So
l{‘%pe * f = f m LP(R, X) (AlO)

Proceeding as in the previous proof, we can prove the following.
Proposition A.24. Let p € [1,00) and f € LP(R, X). Set
t+h

Tnf(t) =h"1 (s)ds fort € R and h # 0.
t

Then Tpf € LP(R, X) N L®(R, X) N CYR, X) and T, f "0 fin LP(R, X) and for almost
every t.

O]

Proposition A.25. Let p € [1,00] and {f,} a sequence in LP(I,X). Let f : I — X and
suppose that fn(t) — f(t) for almost any t in I. Then f € LP(I,X) with

£l ze(r,x) < linniiggf | full Lo (1, x)- (A.11)
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Proof. First of all we need to show that f is measurable. We know that there exists a zero
measure set F' C I such that f,(t) — f(t) for any ¢t € I\F. Since for any 2’ € X’ we have

(Fn(0),2") oo xr —=225 (f(t),2) ¢ xo for any t € I\F, the map (f(-),2') y-,, x+ is measurable,

and so f is weakly measurable. For any n there exists a zero measure set F, C I such
that f(I\E,) is separable. Let E = F'|JU, E,, which obviously has 0 measure. Let now A
be the convex hull of Uy, f,,(I\E) and let A the weak closure of A, which is also the strong
closure of A. Now, U, f,(I\E) is separable, A is separable and also A is separable. Since
f(I\E) C A we conclude that f(I'\E) is separable and so by Theorem A.19 f is strongly
measurable. Let now

9a(t) == Inf [1fu(t) Lx and g(t) := lim_g. (1)

n—-+o0o

Then
9(t) = lim inf | f;,(t)]|x -

Since gn(t) < [[fn(t)||x for any ¢, it follows that g, € LP(I) for any n and by monotone
convergence

lgllizoy = m lgnll o) < Hmnf || foll 2o x)-
By the lower semicontinuity of the norm || - || x, we have

[f(Dllx < g(t) for a.a. t € I and so || f[lrr,x) < 9llzer)-

This yields (A.11).

Definition A.26. We denote by D'(I, X) the space L(D(I,R), X).
Corollary A.27. Let f € L}, (I,X) be such that f =0 in D'(I,X). Then f =0 a.e.

Proof. First of all we have [, fdt = 0 for any J C I compact. Indeed, let (¢,) € D(I) with
0 <y, <1and ¢, — xj a.e. Then

/ fdt = lim pnfdt =0
J J

n—-4o00

where we applied Dominated Convergence for the last equality.
Set now f(t) = f(t) in J and f(t) = 0 outside J. Then T, f = 0 for all h > 0. Then f(t) = 0
for a.e. t. So f(t) =0 for a.e. t € J. This implies f(¢) = 0 for a.e. t € R. O

Corollary A.28. Let g€ L}, (I,X), to € I, and f € C(I,X) given by f(t) = ftto g(s)ds.
Then:

(1) f'=g inD'(1,X);

70



(2) f is differentiable a.e. with f' =g a.e.

Proof. Tt is not restrictive to consider the case I = R and g € L*(R, X). We have

t+h _
Thy(t) = h_l/t g(s)ds = w

By Proposition A.24 Tjg "0 g for almost every ¢. This yields (2).
For ¢ € D(R) we have

- /R () (Bt
Furthermore 4 h .
%0 olt+1)20) Ft—h)— £(1)
(o, —};g%/ £(t) =~ lim [ oty

= — lim A () T-ng(t)dt = (g, ¢).

h—0

Definition A.29. Let p € [1,00]. We denote by WP(I, X) the space formed by the
ferl(I,X)st. feD,X)is also f' € LP(I, X) and we set || fllw1e = | flle + | f/||e-

Lemma A.30. Let u,g € L*(I, X) be such that

(u(ta), ) xe — (u(tr)s ) xe = / " (9(5), ) xxe ds for any f € X*.

t1
Then Owu = g in D'(I, X).

Proof. We immediately obtain (u(t), f)yx« € AC(I) with derivative 0 (u(t), f) xx+ =
(9(t), f)xx«- For any ¢ € D(I) and any f € X*

(= [uopins) == [ = [ nax st = [owoir)

which yields

- / w(t)g (£)dt = /I g(B)(t) for all € D(I)

1

and so dyu = g in D'(I, X).
Theorem A.31. Letp € [1,00] and f € LP(1,X). The following are equivalent.
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i fewhr(l,X).
ii There exists g € LP(I,X), to € I such that f(t) = f(to) + Lﬁ)g(s)ds for a.a. t,ty € 1.

iii There exists g € LP(I,X), xo € X and to € I such that f(t) = zo + ftz g(s)ds for a.a.
tel.

iv f € AC(1,X), differentiable almost everywhere and [’ € LP(I,X).

v f is weakly absolutely continuous, weakly differentiable almost everywhere and f' €

LP(I, X).

Proof. Assume (i). For ¢,ty € I we set
t
w(t) = f(t) = f(to) = t f'(s)ds.

Then w € C°(I,X) and w’ = 0 in D'(I, X) by Corollary A.28. Therefore w(t) = zg for
some fixed ¢ € X. But by continuity w(0) = 0 and so we get (ii). This immediately implies
(iii). By modifying f in a zero measure set, we get (iv) and this implies (v). So now we
want to show that v = i. Let g be the weak derivative of f, that is g = f’ in the sense that
for any ' € X’ we have (f(-),v) xxx € AC(I) with

SO.Y) xuxr = (St0)y) x o x +/t (9(s).9') x o x s (A.12)

Since g € LP(I, X ), we can consider
t
wlt) = £(6) = fita) = [ als)is

We claim that w = 0. Indeed, for any ¥’ € X’ we have from (A.12) that (w(t),y’) x x» = 0.
Since this holds for any ¢, it follows w = 0. Then

f(t) = f(to) + /t g(s)ds.

It follows from Corollary A.28 that f' = ¢ in D'(I, X) and we get (i).
O

Theorem A.32. Let X be reflezive. Letp € [1,00] and f € LP(I,X). Then f € WHP(I, X)
if and only if there exists ¢ € LP(I,R) such that

/tT ©(s)ds

In that case we have || f'||r(r,.x) < ll¢ller)-

1f(m) = f@Dlx <

for a.a. t,7 € 1. (A.13)
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Proof. The only nontrivial statement is proving that (A.13) implies f € W'P(I, X). Notice
that (A.13) implies that f is continuous almost everywhere and, up to a redefinition in a 0
measure set, can be assumed to be continuous. We will also consider the case I = R. Then
f(R) is separable. So we can assume that X be separable. Then, since X is also reflexive,
it follows that X’ is reflexive and separable. For any h > 0 consider

iy = LD 1O

We claim that h — f, is a bounded function from Ry to LP(I,X). For p = oo it follows

from
t+h
/t o(5)ds| < ol e,

LEDELI RS

X

For p < oo we have
Hf(t+h)—f(t) P

v |hlP

t+h p P t+h t+h
) [ eas) < [ jetspds = bt [ eto)ds,
t t t

Then we get the following, which completes the proof of our claim,

H ] L= [ tptsyeas = [ astotopin [ ar

- / p(t) Pt
R

Let now {z} }

be a sequence dense in X’ and set 1, (t) = (f(t), x},) xs x,- We have

/tT p(s)ds| .

Then 1, € AC(R) for all n, and in particular 1, is differentiable outside a zero measure
set £, C R. For £ = U, FE,, we conclude that

(fn(t),20) oy = Pt + h})L —¥n(t) noot Yl (t) for all t € R\E.

Let F be the set of Lebesgue points of ¢. Then for ¢t € R\ F we have

neN

[4hn(7) = ()]l x < [l ]l x

I fn(t)]] < K(t) < oo for h small enough.
+
We claim that for any ¢ € R\(E U F) there exists w(t) € X such that fp(t) b7, w(t).
Indeed, if we consider in Ry a sequence hy ey 0, then up to a subsequence (which to
simplify notation we assume to coincide with the initial sequence) there exists a weak limit
fn, (t) = w(t). Then for any n we have

n hy) — ;1 . / /
klggow (H_ ;Z,z : (t) - khlﬁo <fhk(t)’xn>X><X’ = <w(t)’xn>XxX"

Un(t) =
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This guarantees that in fact this limit is true for any ¢ € R\(F U F) and for any sequence

n—oo

hi —— 0. Hence f;(t) — w(t) for h — 0 for any ¢t € R\(E U F). It follows from
Proposition A.25 that w € LP(R, X)) with

lwllzr@,x) < @l rw)-

By statement v in Theorem A.31 and by Corollary A.28 we have f € WP(R, X) with

f=w.

O]

References

1]

[11]

Bahouri, Chemin, Danchin, Fourier analysis and nonlinear partial differential equa-
tions, Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of
Mathematical Sciences|, 343. Springer, Heidelberg, 2011.

H.Brezis, Functional Analysis, Sobolev Spaces and Partial Differential Equations,
Universitext, Springer, 2011.

T.Cazenave, Hareaux Semilinear Equations, Oxford Univ.Press.

T. Cazenave, Semilinear Schrodinger equations, Courant Lecture Notes in Mathe-
matics 10, New York University, Courant Institute of Mathematical Sciences, Amer-
ican Mathematical Society, Providence, RI, 2003.

Chemin, Desjardins, Gallagher, Grenier, Mathematical geophysics. An introduction
to rotating fluids and the Navier-Stokes equations. Oxford Lecture Series in Math-
ematics and its Applications, 32, The Clarendon Press, Oxford University Press,
Oxford, 2006

C. Fefferman, The multiplier problem for the ball, Ann. of Math. 94 (1971), 330-336.

D. Foschi, Inhomogeneous Strichartz estimates, Jour. Hyperb. Diff. Eq. 2 (2005),
1-24.

M. Keel and T, Tao, Endpoint Strichartz estimates, Amer. J. Math. 120 (1998),
955-980.

L.Hormander Estimates for translation invariant operators in LP spaces, Acta Math.
104 (1960), 93-140.

F.Linares, G. Ponce, Introduction to nonlinear dispersive equations Universitext,
Springer, New York, 2009.

C.D.Sogge, Lectures on Nonlinear Wave Equations, International Press (1995)

74



[12] E.M.Stein, Singular Integrals and differentiability properties of functions, Princeton
Un. Press (1970).

[13] E.M.Stein, Harmonic Analysis, Princeton Un. Press (1993).

[14] C.Sulem, P.L.Sulem, The nonlinear Schrédinger equation. Self-focusing and wave
collapse, Applied Mathematical Sciences, 139. Springer-Verlag (1999).

75



