
1 A number of preliminary results

1.0.1 Zorn’s Lemma

Let X be a set with an order relation ≤. A totally ordered subset C (i.e. each two elements
of C are comparable for ≤) of X is called a chain. We say that X is inductive if any chain
C of X has an upper bound in X, that is there exists a x ∈ X with y ≤ x for all y ∈ C. If
C is a chain and x ∈ C we set P (C, x) := {y ∈ C : y < x}. A set B is an initial segment of
a chain C if B = P (C, x) for some x ∈ C.

The following will play a repeated role in the sequel. The proof will be based on the
Axiom of Choice.

Lemma 1.1 (Zorn’s Lemma). Every nonempty ordered set that is inductive has a maximal
element.

Proof. Suppose that the statement is false. Then for any x ∈ X there is a y with x < y.
Now we claim that for any chain C there exists x ∈ X with y < x for all y ∈ C: indeed,
just take an upper bound x0 of the chain (x0 exists because X is inductive) and then, since
x0 is not maximal in X, there exists a new element with x0 < x.
Using the axiom of choice, we define for every chain C such an element f(C) := x.
Given C ⊆ X we say that C is conforming if the following three properties hold:

1. C is a chain;

2. C does not contain an infinite strictly decreasing sequence;

3. for any x ∈ C we have x = f (P (C, x)).

By convention, ∅ is conforming. Furthermore, if C is conforming, also C ∪ {f(C)} is
conforming.

We claim now the following.

Claim 1.2. Given two conforming sets A and B in X, if A ̸= B then one of the two is an
initial segment of the other.

Proof. Let C = {c ∈ A ∩ B : P (A, c) = P (B, c)}. We claim that either C = A or
C = P (A, a) for some a ∈ A. If C ̸= A, here exists an a ∈ A\C which is minimal (otherwise
there would be an infinite strictly decreasing sequence in A). We claim that P (A, a) ⊆ C.
If P (A, a) $ C, there exists c ∈ C\P (A, a). We have a ̸= c, since c ∈ C and a ̸∈ C. Then,
since c ∈ A and A is a chain, we have a < c. However, from the definition of C it is possible
to see that if c ∈ C then P (A, c) ⊆ C. So, since a ∈ P (A, c) ⊆ C, we conclude a ∈ C, which
is a contradiction. So P (A, a) = C. Similarly, either C = B or C = P (B, b) for some b ∈ B.
What is left to consider is the case A ̸= C and B ̸= C. Then C = P (A, a) = P (B, b). We
have a = f (P (A, a)) = f (P (B, b)) = b. But then, by the definition of C, we have a ∈ C,
giving a contradiction, because C = P (A, a) ̸∋ a.
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Let E be the union of all conforming subsets of X and let a ∈ E. Let A be a conforming
set containing a. Then we claim that P (A, a) = P (E, a). Indeed P (A, a) ⊆ P (E, a) is
obvious. On the other hand, if x ∈ P (E, a) and B is a conforming set containing x, if B is
equal to A or is an initial set of A, obviously x ∈ A, while, if A = P (B, b), then x < a < b
and x ∈ B implies x ∈ P (B, b) = A. That is, P (A, a) = P (E, a).

Then, it can be shown that E itself is conforming, and obviously the largest conforming
subset of X. However also E ∪{f(E)} ' E is conforming and strictly larger, and so we get
a contradiction.

1.0.2 An application of Zorn’s lemma: existence of bases in a vector space

Zorn’s lemma is used to prove that all vector spaces have bases (or Hamel bases).

Definition 1.3 (Hamel bases). Let V be a vector space. A set {vi}i∈I of elements of V
is called a (Hamel) basis of V if for any v ∈ V there is a unique finite subset J ⊆ I and a
unique family {λj}j∈J in R such that

v =
∑
j∈J

λjvj . (1.1)

We say that a set {vi}i∈I of elements of V is linearly independent if for any finite subset
J ⊆ I

0 =
∑
j∈J

λjvj =⇒ λj ≡ 0. (1.2)

The span span ({vi}i∈I) of a set {vi}i∈I of elements of V is the set (it is a vector space)
formed by the vectors v which can be expressed in the form (1.1) for finite J ⊆ I and
{λj}j∈J in R.

We have the following.

Theorem 1.4. Any vector space V has a Hamel basis.

Proof. Let us denote by P the set of linearly independent subsets of V . It is endowed with
the ⊆ order relation. We claim thay P is inductive, that is, any totally ordered subset Q of
P has an upper bound. Just take for Q = {Sq}q∈Q, the set Ŝ = ∪q∈QSq. If {vj}i∈J is any

finite subset of Ŝ, by the total order, there must be a Sq containing {vj}i∈J . Then, since
Sq is linearly independent, (1.2) is true. Since we have obtained that (1.2) is true for any

finite subset {vj}i∈J of Ŝ, then Ŝ is linearly independent. Furthermore, any R ∈ P with

Sq ⊆ R for all q, must satisfy Ŝ ⊆ R. So Ŝ is an upper bound. By Zorn’s Lemma, there
exists in P a maximal element {vi}i∈I . We claim this gives a basis. First of all, {vi}i∈I is
linearly independent.
If span ({vi}i∈I) = V , then {vi}i∈I is a Hamel basis. Suppose now that span ({vi}i∈I) =
U $ V . Then there exists v ∈ V \U for which (1.1) is not true for all choices of J and
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{λj}j∈J . This implies that {vi}i∈I ∪ {v} % {vi}i∈I is linear independent. This implies
that {vi}i∈I is not a maximal element of P, and we get a contradiction. So we must have
Sp ({vi}i∈I) = V .

1.0.3 Complete metric spaces

Definition 1.5. A metric space is a set X and a function d : X × X → R such that the
following properties hold:

1. d(x, y) = 0⇐⇒ x = y;

2. d(x, y) = d(y, x) for any pair x, y ∈ X;

3. d(x, y) ≤ d(x, z) + d(z, y) for any choice of x, y, z ∈ X.

A sequence {xn}n∈N in a metric space (X, d) is Cauchy if for any ε > 0 there exists a nϵ ∈ N
such that n,m > nϵ implies d(xn, xm) < ε.

A metric space (X, d) is complete if any Cauchy sequence in (X, d) is convergent in
(X, d).

Two distinct metrics d1 and d2 on a set X are equivalent if there exists a constant
C ≥ 1 such that

1

C
d1(x, y) ≤ d2(x, y) ≤ Cd1(x, y) for all x, y ∈ X.

Definition 1.6. A completion of a metric space (X, d) is a pair consisting of a complete
metric space (X̂, d̂) and an isometry j : X → X̂ such that j(X) is dense in X̂.

Theorem 1.7. Every metric space has a completion. The completion is unique, up to an
isometric one to one and onto map.

Proof. Consider the set M of Cauchy sequences in (X, d). Let us introduce a map d :M ×
M → R defined by

d ({xn}, {yn}) = lim
n→+∞

d(xn, yn). (1.3)

Notice that the above limit exists and is finite. Indeed, for ε > 0 consider nϵ ∈ N such that
n,m > nϵ implies d(xn, xm) < ε and d(yn, ym) < ε. Then, for n,m > nϵ

|d (xn, yn)− d (xn, ym) + d (xn, ym)− d (xm, ym) | ≤ |d (xn, yn)− d (xn, ym) |+ |d (xn, ym)− d (xm, ym) |.

Now we check that

|d (xn, yn)− d (xn, ym) | ≤ d (yn, ym) . (1.4)

Indeed d (xn, yn) ≤ d (xn, ym) + d (yn, ym) implies

d (xn, yn)− d (xn, ym) ≤ d (yn, ym) .
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Similarly, d (xn, ym) ≤ d (xn, yn) + d (yn, ym) implies

d (xn, ym)− d (xn, yn) ≤ d (yn, ym) .

Hence we obtain (1.4). For the same reasons we obtain

|d (xn, ym)− d (xm, ym) | ≤ d (xn, xm) .

We conclude that

|d (xn, yn)− d (xm, ym) | ≤ d (xn, xm) + d (yn, ym) < 2ε.

So the sequence {d (xn, yn)} is a Cauchy sequence in R, and hence the limit in (1.7) exists
and is finite.

It is easy to see that d : M ×M → [0,+∞) is symmetric and satisfies the triangular
inequality: we skip the proof of these two facts.
We define the relation

{xn} ∼ {yn} ⇐⇒ d ({xn}, {yn}) = 0. (1.5)

It is easy to see that it is an equivalence relation. The following is elementary to prove:

if {xn} ∼ {x′n} and {yn} ∼ {y′n} then d ({xn}, {yn}) = d
(
{x′n}, {y′n}

)
. (1.6)

Indeed, by the triangular inequality we get

d (xn, yn) ≤ d
(
xn, x

′
n

)
+ d

(
yn, y

′
n

)
+ d

(
x′n, y

′
n

)
⇐⇒ d ({xn}, {yn}) ≤ d

(
{x′n}, {y′n}

)
.

Since analogously we have d ({x′n}, {y′n}) ≤ d ({xn}, {yn}), proposition (1.6) follows.

Let M̂ := M/ ∼ with natural projection π : M → M̂ . It remains defined a metric

d
M̂

: M̂ × M̂ → [0,+∞) by simply setting

d
M̂

([{xn}] , [{yn}]) := d ({xn}, {yn})

having chosen to arbitrary representatives of the equivalence classes in the left. By (1.6) as
a function d

M̂
is well defined. The fact that it is a metric is easy to check and is left as an

exercise.
There is a natural immersion j : X ↪→ M given by j(x) = {x, x, x, ....} such that d(x, y) =

d(j(x), j(y)) = d
M̂
(π ◦ j(x), π ◦ j(y)). It is also easy to see that π ◦ j(X) is dense in M̂ since

for any given π ({xn}) ∈ M̂ , we have π ◦ j(xn0)
n0→∞−−−−→ π ({xn}) in (M̂, d

M̂
). Indeed, since

we know that

for any ε > 0 there is N(ε) s.t. n,m ≥ N(ε) =⇒ |xn − xm| < ε,

we obtain that for any n0 ≥ N(ε) we have

d ({xn0 , xn0 , xn0 , ...}, {xn}) = lim
n→+∞

d(xn, xn0) ≤ ε (1.7)
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which implies d ({xn0 , xn0 , xn0 , ...}, {xn})
n0→∞−−−−→ 0, which, in turn, implies π◦j(xn0)

n0→∞−−−−→
π ({xn}) in (M̂, d

M̂
).

Next, (M̂, d
M̂
) is complete. Indeed, if N ∋ m → π ({xn,m}n∈N) is a Cauchy sequence

in (M̂, d
M̂
), then for any ε > 0 there is N(ε) > 1

ϵ s.t. m1,m2 ≥ N(ε) implies

d ({xn,m1}n∈N, {xn,m2}n∈N) = lim
n→+∞

d(xn,m1 , xn,m2) < ε.

Set y1 := x1,1 and for any m > 1 choose N(m) ∈ N s.t. d(xN(m),m, xn,m) < 1/m for any
n ≥ N(m) and set yn := xN(n),n. Let us see, first of all, that {yn} is a Cauchy sequence.
We have for any j ≥ min (N(m), N(n)) and for n,m ≥ N(ε)

d
(
xN(n),n, xN(m),m

)
≤ d

(
xN(n),n, xj,n

)
+ d (xj,n, xj,m) + d

(
xj,m, xN(m),m

)
< 1/n+ 1/m+ d (xj,n, xj,m) (for j ≥ min (N(m), N(n)))

< 1/n+ 1/m+ ε (for n,m ≥ N(ε) and j ≫ 1)

< 3ε (for n,m≫ 1) .

(1.8)

The above shows that {xN(n),n}n∈N is a Cauchy sequence in X and so an element in M .
Next, we prove the following, which shows that the equivalence class of {xN(n),n}n∈N of the
Cauchy sequence N ∋ m→ π ({xn,m}n∈N).

lim
m→+∞

d
(
{xN(n),n}n∈N, {xn,m}n∈N

)
= 0. (1.9)

Now, for any ε > 0,

d
(
{xN(n),n}n∈N, {xn,m}n∈N

)
= lim

n→+∞
d(xN(n),n, xn,m)

≤ lim sup
n→+∞

d(xN(n),n, xN(m),m) + lim sup
n→+∞

d(xN(m),m, xn,m)

≤ lim sup
n→+∞

d(xN(n),n, xN(m),m) + 1/m ≤ 4ε

for n and m sufficiently large using (1.8). This yields (1.9). To complete the proof of
Theorem 1.7 see Exercise 1.8 below.

Exercise 1.8. Show that if (X, dX) and (Y, dY ) are two complete metric spaces, if Z is a
dense subspace of X and if T : Z → Y is a continuous map, which is uniformly continuous
on bounded subsets of Z, then there is, and is unique, a continuous extension T : X → Y
of T .

Remark 1.9. Notice that the notion of uniform space, see [3], is intermediate between that
of topological space and that of metric space. A set X is a uniform space if it is endowed
with a system X of subsets of the product X × X, called a uniformity or a system of
entourages of the diagonal ∆X = {(x, x) : x ∈ X}, satisfying the following conditions:

i ∆X ⊆ U for all U ∈ X ;
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ii if U, V ∈ X , then U ∩ V ∈ X , and if U ∈ X and U ⊆W ⊆ X ×X, then one has W ∈ X ;

iii if U ∈ X , then U−1 := {(y, x) : (x, y) ∈ U} ∈ X ;

iv for every U ∈ X , there exists V ∈ X such that, whenever (x, y) ∈ V and (y, z) ∈ V for
some x, y, z, then (x, z) ∈ U .

From a uniform structure it is possible to define a topology on X by choosing as a base of
neighborhoods of a generic point x for any U ∈ X the set U(x) = {y ∈ X : (x, y) ∈ U}.
Given two uniform spaces (X,X ) and (Y,Y) a function f : X → Y is uniformly continuous
if for any V ∈ Y there exists U ∈ X such that if (x1, x2) ∈ U then (f(x1), f(x2)) ∈ V .
Uniform continuity implies continuity for the related topological structures.
There is a notion of complete uniform space and an analogue of the statement in Exercise
1.8.

1.0.4 Tychonov’s Theorem

Definition 1.10. Let {Xa}a∈A be a family of sets. We consider the product∏
a∈A

Xa := {(xa)a∈A : xa ∈ Xa for all a ∈ A}.

Suppose now that each Xa is a topological space. Then the product topology is the weakest
topology containing as open sets, products of the form

∏
a∈A Ua, where Ua ⊆ Xa is open

for any a ∈ A and where Ua ( Xa for at most finitely many a.

Theorem 1.11 (Tychonov’s Theorem). The Cartesian product
∏
a∈AXa with the product

topology is compact if and only if all the Xa are compact.

The fact that if the product is compact all the Xa are compact follows easily from the

fact that the projection function πa0 : X :=
∏
a∈A

Xa → Xa0 is continuous for all a0 ∈ A and

that the continuous image of a compact space is compact. So the interesting part is showing
that the product is compact. Consider a cover X = ∪b∈BAb with open sets. We need to
show that there exists a finite subset Bf of B such that X = ∪b∈Bf

Ab. An equivalent
statement is that if ∩b∈BCb = ∅, where the Cb are closed sets, then there exists a finite
subset Bf of B such that ∩b∈Bf

Cb = ∅.

Definition 1.12. A collection C = {Cb : b ∈ B} of distinct sets is said to have the finite
collection property if for any finite subset Bf of B we have ∩b∈Bf

Cb ̸= ∅.

Notice that the following is elementary.

Exercise 1.13. A topological space X is compact if an only if any collection of closed
subsets of X which has the finite collection property has non–empty intersection.
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Given two collections like in Definition 1.13, C = {Cb : b ∈ B} and D = {Db′ : b′ ∈ B′},
of subsets of X, we can write that C 4 D if for any Cb there exists Db′ = Cb. The set formed
by collections enjoying the finite collection property satisfies the inductive property, that is,
if {Cj : j ∈ J} is a totally ordered family of such collections, it has an upper bound, that
is, a collection which is larger than all the Cj . Indeed just consider the collection C, which
is formed by all the sets of all the collections Cj . Notice that it has the finite collection
property, because if C1, ..., Cn ∈ C, they belong C1 ∈ Cj1 ,..., Cn ∈ Cjn , and since one of the
Cj1 , ...,Cjn , is the largest, for example Cj1 is the largest, then C1, ..., Cn ∈ Cj1 , and since Cj1
has the finite intersection property, then C1

⋂
...
⋂
Cn ̸= ∅. So we conclude that C has the

finite intersection property.
Now, we apply Zorn’s lemma and conclude that there exists a collection D = {Dd : d ∈ D}
of distinct sets with the finite collection property and maximal. The following lemma is
true.

Lemma 1.14. Let X be a set and let D = {Dd : d ∈ D} be a collection of distinct subsets
with the finite intersection property and maximal. Then the following holds:

1. every finite intersections of elements in D is in D;

2. if Y is a subset of X with non empty intersection with all elements of D, it is in D.

Proof. Let Dd1 ∩ ....∩Ddn be a finite intersection of elements in D. It is elementary that if
it is not an element of D, then D∪{Dd1 ∩ ....∩Ddn} satisfies the finite intersection property
and, since D is a maximal collection with this property and D∪ {Dd1 ∩ ....∩Ddn} % D, we
get a contradiction. So Dd1 ∩ .... ∩ Ddn ∈ D.

Since the 1st claim in the statement is true, moving to the 2nd statement, it is elemen-
tary to see that D ∪ {Y } satisfies the finite intersection property. By the maximality of D,
it follows that the 2nd statement is true.

Completion of the proof of Tychonov’s Theorem. By contradiction assume that X is
not compact. Then there exists a collection C = {Cb : b ∈ B} formed by closed sets
of X which has the finite collection property but which satisfies

⋂
b∈B Cb = ∅. We can

consider a maximal collection D = {Dd : d ∈ D} with C 4 D. If we consider finitely many
elements D1, ...,Dn ∈ D, by the finite collection property of D the intersection D1

⋂
...
⋂
Dn

is nonempty and has, by the definiotion of function, a nonempty image πa (D1
⋂
...
⋂
Dn) =

πa (D1)
⋂
...
⋂
πa (Dn) for any a ∈ A. So also the family of sets D(a) := {πa (Dd) : d ∈ D}

has the finite collection property in Xa for any a ∈ A. By the compactness of Xa, we have⋂
d∈D

πa (Dd) ̸= ∅,

so in particular this intersection contains an xa ∈ Xa. Consider X ∋ x = (xa)a∈A. We
claim that x ∈ Cb for any b ∈ B. This will contradict

⋂
b∈B Cb = ∅.

An open neighborhood of x is of the form U =
∏
a∈A Ua, where Ua ⊆ Xa is open for any

a ∈ A and where Ua ( Xa for at most finitely many a. Let Ua1 , ..., Uan be the only factors
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which are are not equal to the corresponding Xa’s. Then Uaj
⋂
πaj (Dd) ̸= ∅ for any d ∈ D.

So π−1aj
(
Uaj
)
∩ Dd ̸= ∅ for any d ∈ D. But then π−1aj

(
Uaj
)
is an element of D by Lemma

1.14. So U =
⋂
j=1,...,n π

−1
aj

(
Uaj
)
is an element of D. We conclude that U ∩ Cb ̸= ∅ for

any b ∈ B and for any neighborhood U of x. This implies that x ∈ Cb for any b ∈ B,
completing the proof of Tychonov’s Theorem. But then we get a contradiction, since now
x ∈

⋂
b∈B Cb = ∅, where the last equality was by hypothesis.

1.0.5 Normal topological spaces

Recall that a topological space X is Hausdorff if given two distinct points x, y ∈ X there
exist a neighborhood U of x and a neighborhood V of y such that U ∩ V = ∅.

Definition 1.15. A topological space X is regular if for any x ∈ X and for any closed
subspace B of X with x ̸∈ B, there exist a neighborhood U of x and a neighborhood V of
B such that U ∩ V = ∅.

A topological space X is normal if for any pair A and B of disjoint closed subspaces
of X there exist a neighborhood U of A and a neighborhood V of B such that U ∩ V = ∅.

Theorem 1.16. Every metric space X is normal.

Proof. Let A and B be two disjoint closed subspaces of X. For any a ∈ A consider a ball
of center a and radius εa > 0 such that DX(a, εa)∩B = ∅ and for any b ∈ B consider a ball
of center b and radius εb > 0 such that DX(b, εb) ∩A = ∅. Set

U :=
⋃
a∈A

DX

(
a,
εa
2

)
and V :=

⋃
b∈B

DX

(
b,
εb
2

)
.

If now there exists z ∈ U∩V , then for some a ∈ A and b ∈ B we have z ∈ DX

(
a, ϵa2

)⋂
DX

(
b, ϵb2

)
.

Then, by the triangular inequality, d(a, b) < ϵa+ϵb
2 . It is not restrictive to assume εa ≤ εb.

Then d(a, b) < εb, contradicting DX(b, εb) ∩ A = ∅. This implies that U ∩ V = ∅, proving
the statement.

Theorem 1.17. Every compact and Hausdorff space X is normal.

Proof. First of all we prove that X is regular. Consider x ∈ X and B closed subspace of X
with x ̸∈ B. Notice that B is compact. By the Hausdorff property, for any b ∈ B there are
a neighborhood U (b) of x and Vb of b with U

(b) ∩ Vb = ∅. Since B is compact, it is possible
to find a cover of B ⊆ Vb1 ∪ ... ∪ Vbn which is disjoint from U (b1) ∩ ... ∩ U (bn), which is a
neighborhood of x.

Give now any pair A and B of disjoint closed subspaces of X, by the previous part of
the proof, for any a ∈ A there exist a neighborhood Ua of a and a neighborhood V (a) of B
so that V (a) ∩ Ua = ∅. It is possible to find a cover of A ⊆ Ua1 ∪ ... ∪ Uan which is disjoint
from V (a1) ∩ ... ∩ V (an), which is a neighborhood of B.
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Theorem 1.18 (Urysohn’s Lemma). Let X be a normal space, A and B be two disjoint
closed subspaces of X and [a, b] ⊂ R a compact interval. Then there exists f ∈ C0(X, [a, b])
with f ≡ a in A and f ≡ b in B.

Proof. It is enough to consider [a, b] = [0, 1]. Let P be the set of rational numbers in [0, 1].
We will define a family of open sets {Up}p∈P with

U q ⊆ Up if q < p, with A ⊆ U0 and U1 = X\B. (1.10)

Suppose for the moment that we have defined {Up}p∈P . We can extend this to a family
{Up}p∈Q setting Up = ∅ for p < 0 and Up = X for p > 1. Notice that (1.10) continues to
hold. For any x ∈ X set Q(x) = {p ∈ Q : x ∈ Up} and define f : X → R by

f(x) = inf Q(x)

Notice that f ≡ 0 in A (since A ⊆ U0 and A ∩Up = ∅ for any p < 0) and f ≡ 1 in B (since
B ⊆ Up for any p > 1 and B ∩ U1 = ∅. Before proving the continuity of f , we prove the
following two statements:

• x ∈ U r ⇒ f(x) ≤ r;

• x ̸∈ Ur ⇒ f(x) ≥ r.

Indeed, x ∈ U r by (1.10) implies Q(x) ⊇ Q ∩ (r,+∞) and so f(x) ≤ inf (Q ∩ (r,+∞)) = r
and this show the first claim. If x ̸∈ Ur with f(x) < r then there exists p ∈ Q(x) with
p < r, which implies x ∈ Up ⊂ Up $ Ur, yielding a contradiction with (1.11).

Let us now prove the continuity of f , fixing x0 ∈ X and an ε > 0. Fix two rational
numbers p < q with f(x0) − ε < p < f(x0) < q < f(x0) + ε. We will show that there
exists an open neighborhood U of x0 such that f(U) ⊆ (f(x0) − ε, f(x0) + ε). We can
choose the open set U := Uq\Up. Notice x ̸∈ Up ⇒ f(x) ≥ p > f(x0) − ε and that
x ∈ U q ⇒ f(x) ≤ q < f(x0)+ε, so it is true that f(U) ⊆ (f(x0)−ε, f(x0)+ε). Furthermore,
p < f(x0) implies x0 ̸∈ Up and f(x0) < q implies x0 ∈ Uq, so x0 ∈ U = Uq\Up.

To complete the proof, we need to define the family of open sets {Up}p∈P . Recall
that A ⊆ U0 we have U1 = X\B with U0 $ U1. We can arrange P as a sequence, which
starts with 0 and 1. Let Pn the set formed by the first n terms and suppose that (1.10)
holds for elements of Pn. Consider now Pn+1 = Pn ∪ {r}. Here 0 < r < 1, and there are
p < r < q, p ∈ Pn the immediate predecessor and q ∈ Pn the immediate successor of r in
Pn+1. Consider the pair of closed sets Ã := Up and B̃ = X\Uq, which are disjoint because

of (1.11). Since X is normal, there exist open neighborhoods U of Ã and V of B̃ with
U ∩ V = ∅. Let now Ur := U . Then Up ⊆ Ur by definition and U r ⊆ X\V ⊆ X\B̃ = Uq.
Hence (1.10) is true also in Pn+1. By induction {Up}p∈P remains defined.

Corollary 1.19 (Urysohn’s Lemma). Let X be locally compact and Hausdorff and let K ⊆
V with K a compact subset of X and V an open subset of X with K ⊆ V . Then there exists
f ∈ C0(X, [0, 1]) with f ≡ 1 in K and f ≡ 0 in X\V .

9



Proof. Suppose we know that

there exists an open set U with K ⊆ U ⊆ U ⊆ V with U compact. (1.11)

Then consider f ∈ C0(U, [0, 1]) with f ≡ 1 in K and f ≡ 0 in U\U which is obtained by
the previous Lemma 1.18 (after f  1− f). Then set f = 0 in X\U . In this way we obtain
the desired function.
We need to prove the statement in (1.11). Notice that there exists an open set G with
G compact with K ⊆ G. If V = X we are in the previous situation with U = G. So
assume V ̸= X and consider the closed set B = X\V . Now, for any b ∈ B there exist
an open neighborhood Vb of b and a relatively compact open neighborhood U (b) of K with

U (b) ∩ Vb = ∅. Notice that U (b) ⊆ X\Vb implies U
(b) ⊆ X\Vb, because X\Vb is closed.

So, in particular, b ̸∈ U (b)
. Then {B ∩ G ∩ U (b)

: b ∈ B} is a collection of compact sets

with empty intersection. It follows that there exists {B ∩ G ∩ U (bj) : j = 1, ..., n} with
empty intersection. Then set U = G ∩ U (b1) ∩ ... ∩ U (bn): it is a relatively compact open

neighborhood of K whose closure G ∩ U (b)
is contained in X\B = V .

1.0.6 Weierstrass Approximation Theorem

Theorem 1.20 (Weierstrass Approximation Theorem). The set of real valued polynomials
is dense in C0([a, b],R) for any interval [a, b].

Proof. It is not restrictive to consider only case [a, b] = [0, 1]. We recall

(x+ y)n =

n∑
k=0

(
n
k

)
xkyn−k. (1.12)

Setting rk(x) :=

(
n
k

)
xk(1− x)n−k, we have

n∑
k=0

rk(x) = 1.

Applying x∂x to (1.12) we obtain

nx(x+ y)n−1 =
n∑
k=0

(
n
k

)
kxkyn−k, (1.13)

and so

nx =

n∑
k=0

krk(x). (1.14)

Applying x2∂2x to (1.12) we obtain

n(n− 1)x2(x+ y)n−2 =
n∑
k=0

(
n
k

)
k(k − 1)xkyn−k. (1.15)

10



and so

n(n− 1)x2 =

n∑
k=0

k(k − 1)rk(x) (1.16)

The proof given here of this theorem is based on the following formula,

n∑
k=0

(k − nx)2 rk(x) = n2x2
n∑
k=0

rk(x)− 2nx
n∑
k=0

krk(x) +
n∑
k=0

k2rk(x)

= n2x2 − 2nx nx+
n∑
k=0

k(k − 1)rk(x) +
n∑
k=0

krk(x)

= −n2x2 + n(n− 1)x2 + nx = −nx2 + nx = nx(1− x).

Given now f ∈ C0([0, 1],R), for any given ε > 0 we know that there exists δ > 0 such that
for any integral I ⊆ [0, 1] of length |I| ≤ δ we have oscI(f) < ε where

oscIf := sup f(I)− inf f(I). (1.17)

Now we write∣∣∣∣∣f(x)−
n∑
k=0

f

(
k

n

)
rk(x)

∣∣∣∣∣ =
∣∣∣∣∣
n∑
k=0

(
f(x)− f

(
k

n

))
rk(x)

∣∣∣∣∣
≤

∣∣∣∣∣∣∣
∑
|x− k

n |<δ

(
f(x)− f

(
k

n

))
rk(x)

∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣
∑
|x− k

n |≥δ

(
f(x)− f

(
k

n

))
rk(x)

∣∣∣∣∣∣∣ =: I + II.

The first term is bounded by

I ≤

∣∣∣∣∣∣∣
∑
|x− k

n |<δ

(
f(x)− f

(
k

n

))
rk(x)

∣∣∣∣∣∣∣ ≤
∑
|x− k

n |<δ

∣∣∣∣f(x)− f (kn
)∣∣∣∣ rk(x) < ε

∑
|x− k

n |≤δ
rk(x) < ε,

while, for osc[0,1](f) < M , the 2nd term can be bounded by

II ≤
∑
|x− k

n |≥δ

∣∣∣∣f(x)− f (kn
)∣∣∣∣ rk(x) ≤M ∑

|x− k
n |≥δ

rk(x) ≤
M

δ2

∑
|x− k

n |≥δ

(
x− k

n

)2

rk(x)

≤ M

δ2

n∑
k=0

(
x− k

n

)2

rk(x) =
M

δ2n2

n∑
k=0

(nx− k)2 rk(x) =
M

δ2n2
nx(1− x) ≤ M

4δ2n

n→+∞−−−−−→ 0.

From this we derive that there exists an n such that I + II < 2ε.
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Remark 1.21. Notice that the main steps in the above proof have probabilistic interpre-
tation. If we consider n independent random variables Xi with P [Xi = 1] = x and
P [Xi = 0] = 1− x, then E[Xi] = x, V ar[Xi] = x(1− x).
For Sn = X1 + ... + Xn we have P [Sn = k] = rk(x), E[Sn] = nx, V ar[Sn] = nx(1 − x)
and this equality corresponds to the last one in the proof of Theorem 1.20. Notice that in
general, given n independent random variables Xi with E[Xi] ≡ m, V ar[Xi] ≡ σ2, then it
is simple to prove

P

[∣∣∣∣X1 + ...+Xn

n
−m

∣∣∣∣ ≥ δ] ≤ σ2

nδ2
.

This inequality generalizes the inequality∑
|x− k

n |≥δ
rk(x) ≤

x(1− x)
nδ2

proved above, see Varadhan Sect. 3.2 [15].

1.0.7 Ascoli Arzelá Theorem

Definition 1.22. Let X be a compact topological space and consider the set of continuous
functions from X to R, which we denote by C0(X,R). Notice that we can introduce in
C0(X,R) the distance d(f, g) := supx∈X |f(x)− g(x)|.

Exercise 1.23. Show that in Definition 1.22 is a metric that makes C0(X,R) a complete
metric space.

Theorem 1.24 (Ascoli Arzelá). Let X be a compact metric space and let S ⊂ C0(X,R).
Then S is compact if and only if:

1 S is bounded

2 S is equicontinuous

Proof. Suppose S is relatively compact. If S is not bounded and equicontinuous then either
there is a sequence fn ∈ S such that (1) does not hold in the sense that | sup fn(X)| +
| inf fn(X)| n→∞−−−→∞, or there is a sequence fn ∈ S such that (2) does not hold in the sense
that there is an ε > 0 such that for any n there are xn, yn ∈ X such that dist(xn, yn) < 1/n
and |fn(xn)− fn(yn)| ≥ ε. In either case, it is impossible to extract a subsequence of {fn}
convergent in C0(X,R).

Suppose now S is bounded and equicontinuous. Since X is a compact metric space,
there is a sequence xn ∈ X such that ∀ ε > 0 there is k(ε) ≥ 1 such that

sup
x∈X

inf
1≤j≤k(ϵ)

dist(x, xj) ≤ ε.

12



By a diagonal process and by Bolzano Weierstrass (thanks to (1)), we obtain a subsequence
fn such that for any xm, {fn(xm)}n∈N converges. Let us show now that fn(x) converges for
any x.
For any ε > 0 and for any δ > 0 and any j ≤ k(δ), we have

|fn(x)− fm(x)| ≤ |fn(x)− fn(xj)|+ |fm(xj)− fn(xj)|+ |fm(x)− fm(xj)|.

By equicontinuity, for δ > 0 small we have

|fn(x)− fn(xj)|+ |fm(x)− fm(xj)| < 2ε for all j ≤ k(δ) with dist(x, xj) ≤ δ and m in N.

For m,n > N(ε), |fm(xj) − fn(xj)| < ε for any j ≤ k(ε). Then we have proved that
m,n > N(ε)⇒ |fn(x)− fm(x)| < 3ε for any x ∈ X. Hence we have proved that {fm} is a
Cauchy sequence in C0(X,R). It is easy to conclude that there is an f(x) := limn→+∞ fn(x)

pointwise well defined, and fn
n→+∞−−−−−→ f uniformly.

1.0.8 Reisz representation theorem

In this section, we will consider X, a locally compact and Hausdorff topological space. We
will denote by C0

c (X)(= C0
c (X,R)) the space of continuous maps from X to R which have

compact support. Just for this section, ifK is a compact subspace ofX and f ∈ C0
c (X, [0, 1])

is such that f = 1 in K, we will write K ≺ f ; if V is an open subspace s.t. f ∈ C0
c (X, [0, 1])

is such that supp f is a compact subspace of V , we will write f ≺ V .

Theorem 1.25. Let X be a locally compact and Hausdorff space. Let Λ be a positive linear
operator on C0

c (X,R). Then there exists a σ algebra M containing the Borelian sets, and
a unique positive measure µ onM such that:

1 Λf =
∫
X f dµ for any f ∈ C0

c (X,R).

2 µ(K) <∞ for any compact K.

3 ∀E ∈M we have µ(E) = inf{µ(V ) : V open V ⊇ E}.

4 We have µ(E) = sup{µ(K) : K compact K ⊆ E} ∀E ∈M open and for all ∀E ∈M s.t.
µ(E) <∞.

5 ∀E ∈M with µ(E) = 0 and for any A with A ⊆ E we have A ∈M and µ(A) = 0.

Example 1.26. If X = N, then any Λ : C0
c (N,R)→ R like above can be identified with the

sequence {Λen}n∈N in [0,+∞), where en(m) = δnm, with the Kronecker delta.
Now, let f : N → R where supp f is compact. Obviously f is just a sequence of real
numbers, thus we have an identification f = {an}n∈N. We have also

f =

∞∑
n=1

anen

13



where the sum is finite, since supp f is compact. By linearity

Λf =
∞∑
n=1

anΛen

For any compact set K ⊂ N, obviously 1K ∈ C0
c (N,R) we also have that K is open and so

it is easy to see that (1.18) below yields

µ(K) := Λ1K =
∑
n∈K

Λen.

Proof. For any open set V set

µ(V ) = sup{Λf : f ≺ V }. (1.18)

Hence for V1 ⊆ V2 we have µ(V1) ≤ µ(V2). As a consequence, for any open subset E ⊆ X
the following is true

µ(E) = inf{µ(V ) : E ⊆ V with V open}. (1.19)

Formula (1.19) makes sense for any subset E ⊆ X, and we use it to define µ(E) for any E.
Notice that E1 ⊆ E2 implies µ(E1) ≤ µ(E2).

LetMF be the set of the E such that µ(E) <∞ and such that

µ(E) = sup{µ(K) : E ⊇ K compact}. (1.20)

We defineM to be the set of the E ⊆ X such that E ∩K ∈MF for any compact K.

Claim 1.27. MF contains any compact set K.

Proof. It is enough to show µ(K) <∞. Pick K ≺ f and let V = {f > 1/2}. Then K ⊂ V
and g ≤ 2f for any g ≺ V . Then

µ(K) ≤ µ(V ) = sup{Λg : g ≺ V } ≤ Λ(2f) <∞.

Notice that the above claim implies also that any compact K belongs toM.
Suppose now that µ(E) = 0. Then, it follows from by monotonicity that µ(K) = 0 for

any compact K ⊆ E, so that (1.20) is true. Hence E ∈ MF . And since any subset of E,
for the same reasons, belongs to MF , it follows that E ∈ M. This proves claim 5 in the
statement.

Claim 1.28. Every open set satisfies (1.20). Hence MF contains every open set V with
µ(V ) <∞.

14



Proof. Let α < µ(V ). Then there exists f ≺ V such that α < Λf . Given any open set W ⊇
supp f , we have f ≺ W , and hence α < Λf ≤ µ(W ). We also have µ(supp f) ≥ Λf > α
where the 1st inequality follows from the fact that g ≺ Ṽ with supp g ⊆ K ⊆ Ṽ implies
Λg ≤ µ(Ṽ ) by (1.18) and so also Λg ≤ µ(K) by (1.19). Since we have found that α < µ(V )
implies the existence of a compact K ⊆ V with α < µ(K), it follows V satisfies (1.20).

Claim 1.29. For any sequence of arbitrary sets E1... in X we have

µ (∪∞n=1En) ≤
∞∑
n=1

µ (En) . (1.21)

Proof. Observe first of all that for two opens sets, we have

µ (V1 ∪ V2) ≤ µ (V1) + µ (V2) . (1.22)

To show this pick f ≺ V1 ∪ V2. Now there are hj ≺ Vj such that h1 + h2 = 1 on supp f .
Then f = fh1 + fh2 with fhj ≺ Vj and since, linearity Λf = Λfh1 + Λfh2, we conclude
that

Λf = Λfh1 + Λfh2 ≤ µ (V1) + µ (V2) for any f ≺ V1 ∪ V2.
Hence

µ (V1 ∪ V2) = sup{Λf : f ≺ V1 ∪ V2} ≤ µ (V1) + µ (V2) .

Notice that (1.22) extends immediately into

µ (V1 ∪ ... ∪ Vn) ≤ µ (V1) + ...+ µ (Vn) for any finite n ≥ 2 open sets V1, ..., Vn. (1.23)

Going back to the countable subadditivity, if µ (En) =∞ for some n we are fine. If this is
not the case, consider En ⊂ Vn, Vn open with µ (Vn) < µ (En) + 2−nε. Consider the open
set V = ∪∞n=0Vn and consider f ≺ V . Since supp f is compact, there exists an n such that

Λf ≤ µ (∪ni=1Vi) ≤
n∑
i=1

µ (Vi) ≤
∞∑
i=1

µ (Ei) + ε,

where in the 2nd inequality we used (1.23). Since the last formula holds for any f ≺ V and
we have ∪∞i=1Ei ⊆ V , we we conclude that

µ (∪∞i=1Ei) ≤ µ(V ) ≤
∞∑
i=1

µ (Ei) + ε.

Since ε > 0 is arbitrary, we obtain (1.21).

Claim 1.30. For any sequence E1... of disjoint elements inMF we have for E = ∪∞n=1En

µ (E) =
∞∑
n=1

µ (En) (1.24)

and, if µ(E) <∞, then E ∈MF .
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Proof. Let us first show that for disjoint compact sets we have

µ(K1 ∪K2) = µ(K1) + µ(K2). (1.25)

We know already that µ(K1 ∪K2) ≤ µ(K1) + µ(K2) is true
There are disjoint open sets V1 and V2, with Vj ⊇ Kj . Consider an open set W ⊇ K1 ∪K2

with µ(W ) ≤ µ(K1∪K2)+ε. There are fi ≺W∩Vi with Λfi > µ(W∩Vi)−ε. ByKi ⊂W∩Vi
and f1 + f2 ≺W (where f1 + f2 ∈ C0

c (X, [0, 1]) because supp f1 ∩ supp f2 ⊆ V1 ∩ V2 = ∅),

µ(K1) + µ(K2) ≤ µ(W ∩ V1) + µ(W ∩ V2) < Λf1 + Λf2 + 2ε

≤ µ(W ) + 2ε < µ(K1 ∪K2) + 3ε.

By the arbitrariness of ε > 0, we conclude µ(K1 ∪ K2) ≥ µ(K1) + µ(K2), and so (1.25).
Notice that it is elementary that (1.25) extends to the case of finitely many n ≥ 2 disjoint
compact subspaces.

Going back to the countable union, if we have µ(E) =∞ both sides are equal to ∞ by
the countable subadditivity. So suppose µ(E) < ∞. Since Ei ∈ MF , there is a compact
Hi ⊆ Ei such that µ(Ei) ≥ µ(Hi)− 2−iε. For Kn := H1 ∪ ... ∪Hn,

µ(E) ≥ µ(Kn) =
n∑
i=1

µ(Hi) >
n∑
i=1

µ(Ei)− ε,

where the equality follows from (1.25), in the case of n ≥ 2 disjoint compact subspaces.
This holds for any n and ε. So

µ(E) ≥
∞∑
i=1

µ(Ei).

By the previously proved countable subadditivity we have equality, obtaining (1.24). In
particular, taking N large enough,

µ(E) ≤
N∑
i=1

µ(Ei) + ε ≤
N∑
i=1

µ(Hi) + 2ε = µ(KN ) + 2ε.

This proves (1.20), and so proves E ∈MF .

Claim 1.31. If E ∈ MF and ε > 0, there are K ⊆ E ⊆ V , K compact and V open, with
µ(V −K) < ε.

Proof. There are K and V with K ⊆ E ⊆ V and µ(V )− ε/2 < µ(E) < µ(K) + ε/2. V −K
is open, we have µ(V −K) ≤ µ(V ) ≤ µ(K)+ ε <∞, so V −K ∈MF by Claim 1.28. Then

µ(K) + µ(V −K) = µ(V ) < µ(K) + ε,

where the equality follows by Claim 1.30, yields the desired result.
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Claim 1.32. If A,B ∈MF , then A−B, A ∪B, A ∩B all belong toMF .

Proof. We start observing that for ε > 0 there are K1 ⊆ A ⊆ V1 and K2 ⊆ B ⊆ V2 with
µ(Vi\Ki) < ε. It is elementary that

A\B ⊆ V1\K2 ⊆ (V1\K1) ∪ (K1\V2) ∪ (V2\K2). (1.26)

Indeed A ⊆ V1 and K2 ⊆ B gives the 1st inclusion. Looking at the 2nd inclusion, elements
of V1\K2 not in V1\K1 are necessarily elements of x ∈ K1\K2. Since X = V2 ∪ {V2, then
K1 = (K1 ∩ V2) ∪ (K1 ∩ {V2). If x ∈ K1 ∩ V2, then, since x ̸∈ K2, we have x ∈ V2\K2

Otherwise, x ∈ K1 ∩ {V2 = K1\V2. So, (1.26) is proved.
By subadditivity

µ(A−B) ≤ 2ε+ µ(K1 − V2).

Since (K1 − V2) is a compact subset of A − B, we conclude A − B ∈ MF . Next, A ∪
B = (A − B) ∪ B and A ∪ B ∈ MF by the previous step on disjoint unions. Finally,
A ∩B = A− (A−B).

Claim 1.33. M is a σ algebra containing all Borel sets.

Proof. Let K be compact in X. If A ∈M, then {A∩K = K − (A∩K) is the difference of
two elements inMF and so by Claim 1.32 it belongs toMF . So A ∈M implies {A inM.
Next, let A = ∪∞1 Ai with Ai ∈M. Let K be compact, let B1 = A1 ∩K and

Bn = (An ∩K)− (B1 ∪ ... ∪Bn−1).

Then the Bn form a disjoint sequence inMF and so A∩K = ∪∞1 Bi ∈MF by Claim 1.30.
So A ∈ M. Finally, let C be closed. Then, for any K, C ∩K is compact so is inMF and
C ∈M.

Claim 1.34. MF contains exactly the E ∈M with µ(E) <∞.

Proof. Let E ∈ MF . For any K compact, E ∩ K ∈ MF by Claims 1.27 and 1.32. By
definition, this implies E ∈M.
Let us pick now E ∈ M with µ(E) <∞. Then there is V ⊇ E with µ(V ) <∞. By Claim
1.28, there is a compact K ⊆ V with µ(V −K) < ε. By E ∩K ∈MF there is H ⊆ E ∩K
compact with µ(E ∩K) < µ(H) + ε. We have

E = (E ∩K) ∪ (E −K) ⊆ (E ∩K) ∪ (V −K).

This implies
µ(E) ≤ µ(E ∩K) + µ(V −K) ≤ µ(H) + 2ε,

so E ∈MF .

Claim 1.35. For any f ∈ C0
c (X) we have Λf =

∫
fdµ.
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Proof. It is enough to prove

Λf ≤
∫
fdµ for any f ∈ C0

c (X,R) (1.27)

since by Λ(−f) ≤
∫
(−f)dµ we get Λf ≥

∫
fdµ, and thus the equality.

Let K be the support of f and [a, b] the range. Pick

y0 < a < y1 < ... < yn = b with yi − yi−1 < ε for all i = 1, ..., n.

Set Ei = f−1(]yi−1, yi]) ∩K. These are Borel, disjoint with union K. There are open sets
Vi with µ(Vi) < µ(Ei) + ε/n and f < yi + ε in Vi. There are hi ≺ Vi with

∑
hi = 1 on K.

Λf =

n∑
i=1

Λ(hif) ≤
n∑
i=1

(yi + ε)Λ(hi) ≤
n∑
i=1

(yi + ε)µ(Vi)

≤
n∑
i=1

(yi + ε)µ(Ei) +

n∑
i=1

(yi + ε)
ε

n

≤
n∑
i=1

(yi − ε)µ(Ei) + 2εµ(K) + (b+ ε)ε ≤
n∑
i=1

yi−1µ(Ei) + 2εµ(K) + (b+ ε)ε

≤
n∑
i=1

∫
Ei

fdµ+ ε(2µ(K) + b+ ε) =

∫
X
fdµ+ ε(2µ(K) + b+ ε).

Definition 1.36. A positive measure is regular if for any Borel set E

µ(E) = sup{µ(K) : K compact set with K ⊆ E } (E inner regular)

= inf{µ(A) : A open set with A ⊇ E } (E outer regular).

Remark 1.37. In Theorem 1.25 every E ∈ M is outer regular for the measure µ, while the
inner regularity is proved for all E ∈MF .

Theorem 1.38. Let X be a locally compact, Hausdorff and σ–compact space (X is a count-
able union of compact sets). Let M and µ be like in Theorem 1.25. Then the following
happens.

1. For any E ∈ M and ε > 0 there exists F ⊆ E ⊆ V , F closed and V open, with
µ(V \K) < ε.

2. µ is regular.

3. For any E ∈ M there exist A, a countable union of closed sets, B, a countable
intersection of open sets, with A ⊆ E ⊆ B, with µ(B\A) = 0.

Proof. See Rudin [10].
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Theorem 1.39. Let X be a locally compact and Hausdorff space where every open set
is σ–compact (a countable union of compact sets). Then any Borel measure µ such that
µ(K) <∞ on any compact set, is regular.

Proof. See Rudin [10].

2 Topological vector spaces on K = R,C

We will consider Topological Vector Spaces, that is, vector spaces, where the algebraic and
the topological structure are compatible.

Definition 2.1 (Topological Vector Space). Consider a vector space X on the field K =
R,C. A Hausdorff topological structure (X, T ) on E is said to be compatible with the
vector space structure if the maps

X ×X ∋ (x, y)→ x+ y ∈ X and K ×X ∋ (λ, x)→ λx ∈ X are continuous. (2.1)

Exercise 2.2. Given a topological vector spaceX show thatXn =

n︷ ︸︸ ︷
X × ....×X ∋ (x1, ..., xn)→

x1 + ...+ xn ∈ X is continuous for any n, for the product topology in Xn.

Exercise 2.3. Show that in a topological vector space X a subset U ⊆ X is a neighborhood
of a point x0 ∈ X is an only if U = x0 + V , where V ⊆ X is a neighborhood of 0 ∈ X.

Definition 2.4. Consider a vector space X on K and a subset Ω ⊆ X. Then Ω is said to
be

1. balanced, if x ∈ Ω and |λ| ≤ 1 imply λx ∈ Ω,

2. absorbing, if for any x ∈ X there exists a scalar λ such that x ∈ λΩ .

Exercise 2.5. Any neighborhood U of 0, in a topological vector space X, is absorbing.

Answer. Consider the U , neighborhood 0 and let x ̸= 0. Since R ∋ λ → µx ∈ X is
a continuous map, there exists δ > 0 such that µx ∈ U for |µ| < δ. Pick one such µ ̸= 0.
Then µx ∈ U ⇐⇒ x ∈ λU for λ = 1/µ.

Lemma 2.6. For any given neighborhood U of 0 of a topological vector space X, there exists
a balanced neighborhood V of 0 such that V ⊆ U .

Proof. Fix any neighborhood U of 0 in X. By continuity, there exists an open neighborhood
Ṽ of 0 and a δ > 0 such that λṼ ⊆ U for any |λ| ≤ δ. Let V =

⋃
|λ|≤δ λṼ . Then V is an

open neighborhood of 0 contained in U , and it is easy to see that it is absorbing.

Remark 2.7. It is well known, and easy to check, that in a Hausdorff topological space X
every subset {x} for x ∈ X is closed. In the context of topological vector spaces, if we
subtract from the hypotheses that X is Hausdorff, but we ask that each {x} for x ∈ X is
closed, then in fact, X is Hausdorff.
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Lemma 2.8. Assume that X is a vector space, that it has a topology for which (2.1) is true
and that each {x} for x ∈ X is closed, then X is Hausdorff.

Proof. It is enough to show that if x ̸= 0, then there exists neighborhoods U of 0 and V of
x such that U ∩V = ∅. Since {x} is closed, we know that there exists a neighborhood U1 of
0 such that x ̸∈ U1. Furthermore, there exists a neighborhood U of 0 such that U+U ⊆ U1.
Furthermore, since Lemma 2.6 continues to hold under our hypotheses, we can assume that
U is balanced. So, in particular, U − U ̸∋ x. It follows that U ∩ (x+ U) = ∅. V := x+ U
is the desired neighborhood of x.

Definition 2.9. Given two topological vector spaces X and Y we denote by L(X,Y ) the set
of linear operators defined in X and with values in Y which are continuous. In particular,
for Y = K, we set X ′ = L(X,K) and we call it the dual space of X. We call the elements
of X ′ the linear functionals on X. Finally, when X = Y we write L(X) := L(X,Y ).

Exercise 2.10. Show that a linear map T : X → Y between two topological vector spaces
is continuous if an only if it is continuous in just one point x0 ∈ X.

Exercise 2.11. Let X be a topological vector space on C. Show that the map v : X → R
in (2.2) is an R–linear and continuous if and only if the map f : X → C in (2.2) is C–linear
and continuous,

f(x) := v(x)− iv(ix). (2.2)

Obviously any C–vector space X is also an R–vector space. It is easy to turn an R–
vector space into a C–vector space. There are various possibilities, with the first indicated
in the following exercise.

Exercise 2.12. Suppose that X is vector space on C and that J : X → X is a linear map
such that J2 = −1. Then show that C × X ∋ (z, x) → (Re(z) + Im(z)J)x ∈ X makes X
into a C–vector space. If furthermore X is a topological vector space and J ∈ L(X), then
show that the above gives X a structure of topological vector space on C.

Another possibility is the following.

Remark 2.13 (Complexification). Suppose that X is vector space on C and consider the
space C⊗RX. There is an obvious identification of C⊗RX ⊃ R⊗RX ∼= X and a complex
structure on C⊗RX, by λ1(λ2⊗x) = (λ1λ2)⊗x. If X has a structure as topological vector
space, then so does C ⊗R X. Finally, and crucially, for any R–linear T : X → X, setting
T (λ ⊗ x) = λ ⊗ T (x), a related C–linear operator remains defined, and if the initial T is
continuous, also the other T is continuous.

For time dependent PDE’s, especially for Hamiltonian systems, when it is necessary to
consider the spectrum of the operators, it is important to complexify.

Definition 2.14. Given a topological vector space X, a subset B ⊂ X is called bounded if
for any neighborhood V of 0 there exists a λ > 0 such that λV ⊇ B.
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Definition 2.15. Given two topological vector spaces X and Y , a linear operator T : X →
Y is bounded if, for any bounded subset B ⊂ X, the image TB is bounded in Y .

Exercise 2.16. Show that if X and Y are topological vector spaces and T : X → Y is a
continuous linear operator, then it is also bounded, in the sense of Definition 2.15.

The following is very important.

Lemma 2.17. Let X be a topological vector space on K and let T : X → K be a linear
map with Tx ̸= 0 for some x ∈ X. The following statements are equivalent:

a T ∈ X ′;

b kerT is closed;

c kerT is not dense in X;

d T is bounded on some neighborhood of 0 ∈ X.

Proof. Clearly a ⇒ b ⇒ c. Now assume c. It follows that there exists a point x and a
neighborhood V of 0 such that x+ V ∩ kerT = ∅. We can also assume by Lemma 2.6 that
V is balanced. Then TV ⊆ K is balanced. If TV is a bounded set, d follows. Otherwise,
we claim that

TV = K. (2.3)

Indeed, if |Txn|
n→+∞−−−−−→ +∞ for {xn}n∈N a sequence in V , for each n we haveDK(0, |Txn|) ⊆

TV by the fact that TV is balanced, thus proving TV = K.
If (2.3) is true, there exists y ∈ V such that Ty = −Tx and so x + y ∈ (x + V ) ∩ kerT ,
giving a contradiction.
Finally suppose d. Then |Ty| < M for all y in a neighborhood V of 0 and for a fixed

M ∈ R+. Then, for any ε > 0, for x ∈ ε

M
V , for

ε

M
V ∋ x =

ε

M
y, where y ∈ V , we have

|Tx| = ε

M
|Ty| < ε

M
M = ε, hence the continuity in 0, and so everywhere.

Definition 2.18. Let X be a topological vector space. A subset H ⊆ X is called a
hyperplane if H = f−1(a) where f : H → K is a (bounded or unbounded) linear map.

Exercise 2.19. Let X be a topological vector space on K and let T : X → K be a linear
map. Let k0 ∈ K be k0 ̸= 0. Show that the following statements are equivalent:

a T ∈ X ′;

b T−1(k0) is closed;

c T−1(k0) is not dense in X.

Answer. Notice that a ⇒ b ⇒ c. Assuming c we have either T−1(k0) = ∅, which
implies T = 0 and so is continuous, or there exists x0 such that T (x0) = k0. Then from
linearity it follows T−1(k0) = x0+kerT and it is easy to conclude that T−1(k0) is not dense
in X if and only if kerT is not dense in X. Hence c⇒ a by Lemma 2.17.
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Definition 2.20. A topological vector space X is metrizable if there is a metric on X which
induces the topology of X.
A metric d on a vector space is translation invariant if

d(x, y) = d(x+ z, y + z) for all x, y, z ∈ X. (2.4)

Definition 2.21. A basis of neighborhoods of a point x0 in a topological space X is a
family U of neighborhoods of x0 such that for any neighborhood V of x0 in X there exists
U ∈ U with U ⊆ V .

A subbasis of neighborhoods of a point x0 in a topological space X is a family U of
neighborhoods of x0 such that the family of finite intersections of elements of U is a basis
of neighborhoods of x0.

It is obvious that if a topological vector space X is metrizable, then any point of X has
a countable basis of neighborhoods. The following converse is true, see Theorem 1.24 [11].

Theorem 2.22. If X is a topological vector space such that each point of X has a count-
able basis of neighborhoods then X is metrizable and admits a translation invariant metric
compatible to the topology such that all the balls centered in 0 are balanced. If furthermore
X is locally convex1, then it is possible to find a metric compatible to the topology which, in
addition to the above properties, is such that all the open balls are convex.

Proof. We can consider a basis {Vn}n∈N of neighborhoods of 0. We can assume them to be
balanced and such

Vn+1 + Vn+1 ⊂ Vn for all n ∈ N. (2.5)

Next we consider D := Q ∩ [0, 1). Now any r ∈ D can be written as

r =

∞∑
n=1

cn(r)2
−n, with cn(r) = 1 for finitely many n’s and with cn(r) = 0 otherwise.

(2.6)

Let A(r) := X for r ≥ 1 and set

A(r) :=
∞∑
n=1

cn(r)Vn, for r ∈ D- (2.7)

Now we define f : X → [0,∞) and d : X2 → [0,∞) by

f(x) := inf{r : x ∈ A(r)} and d(x, y) = f(x− y). (2.8)

Notice that if d is a metric, it is obviously translation invariant. We claim that

A(r) +A(s) ⊆ A(r + s) for all r, s ∈ D. (2.9)

1See later Sect. 4.
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Let us assume (2.9). We then claim that

f(x+ y) ≤ f(x) + f(y) for all x, y ∈ X. (2.10)

This is true if the r.h.s. equals 1, so we assume we are in a case with the r.h.s. < 1. Then
for any ε > 0 there exists r, s ∈ D with

f(x) < r , f(y) < s and r + s < f(x) + f(y) + ε.

Then x ∈ A(r) and y ∈ A(r). Then (2.9) implies that x+ y ∈ A(r + s) and

f(x+ y) ≤ r + s < f(x) + f(y) + ε =⇒ f(x+ y) ≤ f(x) + f(y).

Hence (2.10) is proved.
Since the {Vn}n∈N are balanced, from (2.7) we see that the A(r) are balanced as well. Hence
f(λx) = f(x) for all |λ| = 1. That f(0) = 0 follows from 0 ∈ A(r) for all r. If x ̸= 0, then
we must have x ̸∈ Vn = A(2−n) for some n. This implies that f(x) ≥ 2−n > 0.
We conclude that (2.8) defines a metric on X where

D(0, δ) = {x ∈ X : f(x) < δ} =
⋃
r<δ

A(r)

is a neighborhood of 0 in X. If δ < 2−n, then D(0, δ) ⊆ Vn. This impies that the topology
induced by d, is the same of the initial one.

We now prove (2.9) by an induction argument. We consider the proposition

A(r) +A(s) ⊆ A(r + s) if r + s < 1 and cn(r) = cn(s) = 0 for all n > N. (PN )

For N = 1, if r = 0 then A(r) = 0 and so the formula is obvious. So we reduce to
r = s = 1/2, so c2(r) = c2(s) = 1 and all the others are nil,

A(r) +A(s) = V2 + V2 ⊆ V1

by (2.5).
Suppose now that (PN−1) is true for an N > 1. Consider r, s ∈ D with cn(r) = cn(s) = 0
for all n > N an let r′ and s′ be defined by

r = r′ + cN (r)2
−N , s = s′ + cN (s)2

−N .

Then

A(r) = A(r′) + cN (r)VN , A(s) = A(s′) + cN (s)VN .

By (PN−1) we have A(r′) +A(s′) ⊆ A(r′ + s′). Then

A(r) +A(s) ⊆ A(r′ + s′) + cN (r)VN + cN (s)VN .
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If cN (r) = cN (s) = 0 from the above we get (PN ). If cN (r) = 0 and cN (s) = 1 we have

A(r) +A(s) ⊆ A(r′ + s′) + VN = A(r′ + s′ + 2−N ) = A(r + s).

Finally, for cN (r) = cN (s) = 1 we have

A(r) +A(s) ⊆ A(r′ + s′) + VN + VN ⊆ A(r′ + s′) + VN−1 = A(r′ + s′) +A(2−(N−1))

⊆ A(r′ + s′ + 2−(N−1)),

where in the last step we have used case (PN−1). This completes the proof, because r′ +
s′ + 2−(N−1) = r + s and we have shown that (PN−1) implies (PN ).

Definition 2.23. A sequence {xn} in a topological vector space X is a Cauchy sequence
when for any neighborhood V of 0 in X there exists a n(V ) such that for n,m > n(V ) we
have xn − xm ∈ V . A topological vector space X is sequentially complete if any Cauchy
sequence in X is convergent in X.

Exercise 2.24. Show that if a topological vector space X is metrizable and if we consider
on it a translation invariant metric, then a sequence {xn} in X is a Cauchy sequence in the
sense of Definition 2.23 if and only if it is a Cauchy sequence in the sense in Sect. 1.0.3.

Remark 2.25. A topological vector space X has a natural uniform structure, see Remark
1.9 which can be obtained defining, for any neighborhood B of 0 ∈ X the set U = {(x, y) ∈
X2 : y − x ∈ B}. Continuous linear operators are uniformly continuous.

Notice from Exercise 2.24 that if X is a metrizable topological vector space and if d1
and d2 are two distinct translation invariant metrics, then the Cauchy sequences for the two
distinct metrics are the same. In general two such metrics are not equivalent in the sense
of Definition 1.5. See below at Remark 4.30.

Exercise 2.26. Show that if X is a topological vector space on K with dimX = n ∈ N
then X is isomorphic to Kn.

Answer. Let us proceed by induction on the dimension. If n = 1 consider 0 ̸= x0 ∈ X
and the map K ∋ λ → λx0 ∈ K. By (2.1) is a continuous linear operator and it is an
isomorphism in the algebraic sense. The inverse map X ∋ x → α(x) ∈ K is linear with
kerα = 0. Since X is Hausdorff, then kerα is closed and so α is continuous by Lemma 2.17.
Hence we have proved case n = 1.
Now let us assume we have proved case n and let dimX = n+1. Fixing a basis e1, ..., en+1

in X consider the map

Kn+1 ∋ λ := (λ1, ..., λn+1)→ Tλ :=

n+1∑
j=1

λjej ∈ X.

Then T is continuous by (2.1) and it is an isomorphism in the algebraic sense. Set V :=
T (Kn × 0) . dimV = n and T : Kn × 0→ V is an isomorphism between topological vector
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spaces. At any point v ∈ V , the space X has a countable basis of neighborhoods. Indeed
there cannot be a finite basis of neighborhoods because otherwise this would be true also for
the space V , but then V would not be omeomorphic to Kn. Furthermore, there cannot be
only bases of neighborhoods of cardinality strictly larger than countable because we know
that the topology of X does not have more neighborhoods than the topology of Kn+1, when
they are compared through the map T . Hence Theorem 2.22 guarantees that X admits a
metric. Since as a topological vector space, V is isomorphic to Kn, then V is complete for
the metric of X. Hence V is closed subspace in X. Now for any x ∈ X we have

x =

n+1∑
j=1

αj(x)ej for some linear maps αj : X → K.

Since kerαn+1 = V is closed, then αn+1 is a continuous linear operator. Since we could
repeat this argument for all the αj , we conclude that all of them are continuous. But now

T−1x = (α1(x), ..., αn+1(x)) ∈ Kn+1

and so T−1 : X → Kn+1 is continuous.

3 Norms on Vector Spaces on K = R,C

By far, the most important topological vector spaces, are the normed spaces.
The most basic notion in Functional Analysis is that of norm in a vector space X on

the field K = R,C.

Definition 3.1 (Norms). A map ∥ · ∥ : X → [0,+∞) is called a norm on a vector space X
if it satisfies the following properties:

1. ∥x∥ = 0⇐⇒ x = 0

2. ∥x+ y∥ ≤ ∥x∥+ ∥y∥ for all pairs x, y ∈ X

3. ∥λx∥ = |λ| ∥x∥ for all λ ∈ K and x ∈ X.

A vector space X endowed with a norm ∥ · ∥X is called a normed space.

Exercise 3.2. Check that if on a vector space X there is a norm ∥·∥, then d(x, y) := ∥x−y∥
defines a metric on X.

Exercise 3.3. Check that if on a vector space X there is a norm ∥ ·∥, then for the topology
associated to the corresponding metric, we have that the maps X×X ∋ (x, y)→ x+y ∈ X
and K ×X ∋ (λ, x)→ λx ∈ X are continuous.

The important normed spaces, are the complete ones.

Definition 3.4 (Banach space). A normed vector space (X, ∥ · ∥) which is complete for the
associated metric, is called a Banach space.
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Exercise 3.5. Consider a non–complete normed vector space (X, ∥ · ∥X) on K and let
(X̂, d̂) be its completion provided by Theorem 1.7. Show that X̂ is a complete normed
vector space.

Example 3.6 (Lebesgue spaces). Let us consider a measure space (X,µ) with a positive
measure µ and let us consider the spaces Lp(X, dµ) for p ≥ 1. Then, for any f ∈ Lp(X, dµ)
let

∥f∥Lp(X,dµ) :=

(∫
X
|f(x)|pdµ

) 1
p

for p <∞ and (3.1)

∥f∥L∞(X,dµ) := sup{c ≥ 0 : µ ({x : |f(x)| ≥ c}) > 0}. (3.2)

These, as we will see below, are norms, by the Minkowsky inequality, see below Theorem
15.2.

Example 3.7 (Spaces of Continuous functions). Let Ω be an open subspace of Rd. Interesting
vector subspaces of L∞(Ω) are

C0
c (Ω) := {f ∈ C0(Ω) : f has compact support in Ω} (3.3)

which is often denoted C0
0 (Ω),

BC0(Ω) := C0(Ω) ∩ L∞(Ω). (3.4)

An important space is

C0
0 (Rd) := {f ∈ C0(Rd) : lim

x→∞
f(x) = 0}. (3.5)

Exercise 3.8. Show that for f ∈ BC0(Ω)

∥f∥L∞(Ω) = sup
x∈Ω
|f(x)|. (3.6)

Answer. It is enough to consider a nonzero f : Ω→ [0,+∞). Set S = sup f(Ω) > 0. For
any c ∈ (0, S) then f−1(c,+∞) is a nonempty open subset of Ω. This implies ∥f∥L∞(Ω) ≥ S.
On the other hand, if c > S then f−1(c,+∞) is empty, so we get (3.6).

Example 3.9 (H∞(Ω)). Let Ω be an open subspace of R2. We consider the vector space

H(Ω) := {f ∈ C0(Ω,C) : f is a holomorphic function Ω→ C} (3.7)

We consider the following subspace of L∞(Ω,C),

H∞(Ω) := H(Ω) ∩ L∞(Ω,C). (3.8)

Notice that if f ∈ H∞(R2) then f(z) is a constant function.
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Example 3.10. In the notation of Example 3.7 for n ∈ N

Cnc (Ω) := {f ∈ Cn(Ω) : f has compact support in Ω} (3.9)

which is often denoted Cn0 (Ω),

BCn(Ω) := {f ∈ Cn(Ω) : ∂αx f ∈ BC0(Ω) for all |α| ≤ n}. (3.10)

Notice that the following is a norm on BCn(Ω),

∥f∥BCn(Ω) =
∑
|α|≤n

∥∂αx f∥L∞(Ω). (3.11)

For θ ∈ (0, 1) and for f ∈ BCn(Ω) let

[f ]Cn,θ(Ω) := sup
|µ|=n

sup
x ̸=y in Ω

|∂µf(x)− ∂µf(y)|
|x− y|θ

.

Then we set

Cn,θ(Ω) := {f ∈ BCn(Ω) : [f ]Cn,θ(Ω) < +∞}. (3.12)

Notice that the following is a norm on Cn,θ(Ω),

∥f∥Cn,θ(Ω) := ∥f∥BCn(Ω) + [f ]Cn,θ(Ω). (3.13)

In particular, for n = 0 the space of globally Hölder functions in Ω is

C0,θ(Ω) := {f ∈ BC(Ω) : [f ]C0,θ(Ω) < +∞} with norm (3.14)

∥f∥C0,θ(Ω) := ∥f∥L∞(Ω) + [f ]C0,θ(Ω). (3.15)

In the context of Lebesgue spaces, the analogue of the space of globally Hölder functions
in Ω is the following.

Example 3.11. For θ ∈ (0, 1) and 1 ≤ p <∞ is, for Ω open subspace in Rd,

W θ,p(Ω) := {f ∈ Lp(Ω) : [f ]W θ,p(Ω) < +∞} where (3.16)

[f ]p
W θ,p(Ω)

:=

∫
Ω×Ω

|f(x)− f(y)|p

|x− y|θp+d
dxdy with norm

∥f∥W θ,p(Ω) := ∥f∥Lp(Ω) + [f ]W θ,p(Ω). (3.17)

Example 3.12. A special case of Example 3.6 is obtained taking X = N,Z with µ({n}) = 1.
Then we have the spaces

∥{xn}n∈X∥ℓp(X) :=

(∑
n∈X
|xn|p

) 1
p

for p <∞ and (3.18)

∥{xn}n∈X∥ℓ∞(X) := sup{|xn| : n ∈ X}. (3.19)

A special vector subspace of `∞(X) is

c0(X) := {{xn}n∈X ∈ `∞(X) : lim
n→∞

xn = 0}. (3.20)
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Exercise 3.13. Check that for 0 < p < q ≤ ∞ one has `p(X) ⊂ `q(X), in particular with

∥{xn}n∈X∥ℓq(X) ≤ ∥{xn}n∈X∥ℓp(X). (3.21)

Answer. Notice that for any n0 ∈ X and for p ∈ (0,∞),

|xn0 |p ≤
∑
n∈X
|xn|p = ∥x·∥pℓp(X).

This implies ∥x·∥ℓ∞(X) ≤ ∥x·∥ℓp(X), and in particular (3.21) for q = ∞. Let now 0 < p <
q <∞. Then

∥x·∥qℓq(X) =
∑
n∈X
|xn|q ≤ ∥x·∥q−pℓ∞(X)

∑
n∈X
|xn|p = ∥x·∥q−pℓ∞(X)∥x·∥

p
ℓp(X).

So we conclude

∥x·∥ℓq(X) ≤ ∥x·∥
q−p
q

ℓ∞(X)∥x·∥
p
q

ℓp(X) ≤ ∥x·∥
q−p
q

ℓp(X)∥x·∥
p
q

ℓp(X) = ∥x·∥ℓp(X).

Example 3.14. The following are Banach spaces.

1. The Lebesgue spaces Lp(X,µ) for 1 ≤ 1 ≤ +∞.

2. BC0(Ω). Indeed, if {fn} is a Cauchy sequence in BC0(Ω), by the completeness of
L∞(Ω) there exists f ∈ L∞(Ω) such that fn

n→∞−−−→ f in L∞(Ω). Notice that by (3.6),
that is by |fn(x) − fm(x)| ≤ ∥fn − fm∥L∞(Ω) for all x ∈ Ω, it follows that {fn(x)} is
a Cauchy sequence for any x ∈ Ω. We can assume f(x) = lim

n→+∞
fn(x) for any x ∈ Ω.

Notice that then

|f(x)− fn(x)| ≤ ∥f − fn∥L∞(Ω) for any x ∈ Ω and n ∈ N.

Indeed, for any pair pair x ∈ Ω and n ∈ N we have

|f(x)− fn(x)| = lim
m→+∞

|fm(x)− fn(x)| ≤ lim
m→+∞

∥fm − fn∥L∞(Ω) = ∥f − fn∥L∞(Ω).

Let us show now that f ∈ C0(Ω). Let x0 ∈ Ω and let ε > 0. Then

there exists N such that n > N =⇒ ∥f − fn∥L∞(Ω) <
ε

3
.

Fix now n > N and let δ > 0 such that

|fn(x)− fn(x0)| <
ε

3
for all x ∈ DΩ(x0, δ).

Then we have the following, which completes the proof of f ∈ C0(Ω),

|f(x)− f(x0)| ≤ |f(x)− fn(x)|+ |f(x0)− fn(x0)|+ |fn(x)− fn(x0)|

< 2
ε

3
+ |fn(x)− fn(x0)| < ε for all x ∈ DΩ(x0, δ).

28



3. H∞(Ω), where Ω is an open subset of R2. Notice that H∞(Ω) ⊂ BC0(Ω). So if {fn}
is a Cauchy sequence in H∞(Ω), from what see above we know that there exists an
f ∈ BC0(Ω) such that fn

n→∞−−−→ f in L∞(Ω). Notice that by Cauchy Theorem on
triangles [10, Theorem 10.13] we have (by triangle, we mean also the interior)∫

∂T
fn(z)dz = 0 for any triangle T ⊂ Ω and any n ∈ N

Since now fn
n→∞−−−→ f in BC0(Ω) implies∫
∂T
f(z)dz = lim

n→+∞

∫
∂T
fn(z)dz = 0 for any triangle T ⊂ Ω,

by Morera Theorem [10, Theorem 10.17] we have f ∈ H(Ω). Hence H∞(Ω) is a closed
subspace in L∞(Ω).

4. BC l(Ω) for any l ∈ N. Let {fn} be a Cauchy sequence in BC l(Ω). This is expressed
equivalently saying that {∂αx fn} is a Cauchy sequence in BC0(Ω) for any |α| ≤ l. We
know that for any |α| ≤ l there exists a gα ∈ BC0(Ω) such that ∂αx fn

n→∞−−−→ gα in
BC0(Ω). We need to show that gα = ∂αx g0. It is enough to prove this for |α| = 1. It
is not restrictive to assume α = e1 := (1, 0, ..., 0). We know that for any x ∈ Ω there
exists a δx > 0 such that for 0 < |h| < δx we have

fn(x1 + h, x′)− fn(x1, x′)
h

=

∫ x1+h

x1

∂1fn(t, x
′)dt for all n ∈ N, where x′ = (x2, ..., xd).

Taking the limit n −→ +∞ the above equalities yields

g0(x1 + h, x′)− g0(x1, x′)
h

=
1

h

∫ x1+h

x1

ge1(t, x
′)dt for 0 < |h| < δx .

Hence we conclude

lim
h→0

g0(x1 + h, x′)− g0(x1, x′)
h

= lim
h→0

1

h

∫ x1+h

x1

ge1(t, x
′)dt = ge1(x) =⇒

ge1(x) = ∂1g0(x) for all x ∈ Ω.

By symmetry, gej (x) = ∂jg0(x) for all x ∈ Ω and all j = 1, ..., d.

5. C l,θ(Ω) for any l ∈ N0 and any θ ∈ (0, 1). Let {fn} be a Cauchy sequence in C l,θ(Ω).
We know that fn

n→∞−−−→ f in BC l(Ω). It is enough to focus on the case l = 0. For
x ≠ y we have

|f(x)− f(y)|
|x− y|θ

≤ |fn(x)− fn(y)|
|x− y|θ

+
|f(x)− fn(x)|
|x− y|θ

+
|f(y)− fn(y)|
|x− y|θ

≤ [fn]C0,θ(Ω) +
2

|x− y|θ
∥f − fn∥L∞(Ω).
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Then, sending n −→ +∞ we get

|f(x)− f(y)|
|x− y|θ

≤ lim sup
n→+∞

[fn]C0,θ(Ω) < +∞ for all x ̸= y in Ω.

So we conclude that f ∈ C l,θ(Ω). Let us now show that

lim
n→+∞

[f − fn]C0,θ(Ω) = 0.

For any ε > 0 we know there exists nϵ such that for any pair n,m > nϵ we have
[fm − fn]C0,θ(Ω) < ε. Now, for x ̸= y and n > nϵ we have

|f(x)− fn(x)− (f(y)− fn(y))|
|x− y|θ

= lim
m→+∞

|fm(x)− fn(x)− (fm(y)− fn(y))|
|x− y|θ

≤ ε.

This implies that for n > nϵ we have [f − fn]C0,θ(Ω) ≤ ε and proves fn
n→∞−−−→ f in

C0,θ(Ω).

6. The spaces W θ,p(Ω) for θ ∈ (0, 1) and 1 ≤ p < ∞ are Banach spaces. Let {fn} be
a Cauchy sequence in W θ,p(Ω). Then it is a Cauchy sequence in Lp(Ω) and by the

completeness of the latter we have fn
n→+∞−−−−−→ f in Lp(Ω) for some function f ∈ Lp(Ω).

Then we have

|f(x)− f(y)|

|x− y|θ+
d
p

≤ |fn(x)− fn(y)|

|x− y|θ+
d
p

+
|f(x)− fn(x)|

|x− y|θ+
d
p

+
|f(y)− fn(y)|

|x− y|θ+
d
p

.

The for any ε > 0 we have∫
|x−y|≥ϵ
x,y∈Ω

|f(x)− f(y)|p

|x− y|θp+d
dxdy

 1
p

≤ [fn]W θ,p(Ω) + 2

(∫
Ω
dy|f(y)− fn(y)|p

∫
|x−y|≥ϵ

dx

|x− y|θp+d

) 1
p

= [fn]W θ,p(Ω) + 2Cd,p,θε
−θ∥fn − f∥Lp(Ω).

Since {fn} is a Cauchy sequence in W θ,p(Ω) it follows that there exists a C > 0 such
that [fn]W θ,p(Ω) ≤ C for all n. Then

∫
|x−y|≥ϵ
x,y∈Ω

|f(x)− f(y)|p

|x− y|θp+d
dxdy

 1
p

≤ C + 2Cd,p,θε
−θ∥fn − f∥Lp(Ω)

and since on right we can take the limit for n→ +∞, we conclude that∫
|x−y|≥ϵ
x,y∈Ω

|f(x)− f(y)|p

|x− y|θp+d
dxdy ≤ Cp for all ε > 0.
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We have shown that

1|x−y|≥ϵ
|f(x)− f(y)|p

|x− y|θp+d
∈ L1(Ω× Ω) with

∥∥∥∥1|x−y|≥ϵ |f(x)− f(y)|p|x− y|θp+d

∥∥∥∥
L1(Ω×Ω)

≤ Cp for all ε > 0.

Since pointwise we have

lim
ϵ→0+

1|x−y|≥ϵ
|f(x)− f(y)|p

|x− y|θp+d
=
|f(x)− f(y)|p

|x− y|θp+d
for almost any (x, y) ∈ Ω× Ω

by Fathou’s Lemma we obtain |f(x)−f(y)|
p

|x−y|θp+d ∈ L1(Ω× Ω) with

[f ]p
W θ,p(Ω)

=

∫
Ω×Ω

|f(x)− f(y)|p

|x− y|θp+d
dxdy ≤ lim inf

ϵ→0+

∥∥∥∥1|x−y|≥ϵ |f(x)− f(y)|p|x− y|θp+d

∥∥∥∥
L1(Ω×Ω)

≤ Cp.

Hence we have proved that f ∈ W θ,p(Ω). Finally it remains to show that [fn −
f ]W θ,p(Ω)

n→+∞−−−−−→ 0. To prove this let us recall the following fact (discussed later in

the proof of Theorem 15.4 ) that since fn
n→+∞−−−−−→ f in Lp(Ω) there is a subsequence

fnk
(x)

k→+∞−−−−→ f(x) for almost every x ∈ Ω (notice that in general is not true that

fn(x)
n→+∞−−−−−→ f(x) for almost every x ∈ Ω, see Example (15.3)). Fix now ε > 0. Then

we know that there exists Mϵ > 0 such that m,n ≥ Mϵ implies [fm − fn]W θ,p(Ω) < ε.
Let us keep such an m and observe that for a.a. x ∈ Ω we have

|f(x)− fm(x)− f(y) + fm(y)|p

|x− y|θp+d
= lim

k→+∞

|fnk
(x)− fm(x)− fnk

(y) + fm(y)|p

|x− y|θp+d

By Fathou’s Lemma we obtain∫
Ω×Ω

|f(x)− fm(x)− f(y) + fm(y)|p

|x− y|θp+d
dxdy

≤ lim inf
k→+∞

∫
Ω×Ω

|fnk
(x)− fm(x)− fnk

(y) + fm(y)|p

|x− y|θp+d
dxdy ≤ εp

So we have proved that for m ≥Mϵ we have [f − fm]W θ,p(Ω) ≤ ε.

4 Locally convex spaces

Normed and Banach spaces are not the only important topological vector spaces. A very
important notion is that of a convex subspace of a vector space.

Definition 4.1. 1. A subset Ω of a vector space is convex if for any x0, x1 ∈ Ω we have
xt := (1− t)x0 + tx1 ∈ Ω for all t ∈ [0, 1]

2. A subset Ω of a topological vector space is strictly convex if it is convex and if xt ∈
Ω̊(:=interior of Ω) for all t ∈ (0, 1) for any distinct pair x0, x1 ∈ Ω.
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Example 4.2. 1. Let (E, ∥ · ∥) be a normed space. Then DE(0, 1) := {x ∈ E : ∥x∥ ≤ 1}
is convex. Indeed, given any pair x0, x1 ∈ DE(0, 1) and for any t ∈ [0, 1], we have

∥(1− t)x0 + tx1∥ ≤ (1− t)∥x0∥+ t∥x1∥ ≤ (1− t) + t = 1.

2. Notice that in Rd, ∥x∥ := sup{|xj | : j = 1, ..., d} for which

DRd(0, 1) = [−1, 1]d,

which is convex but not strictly convex.

3. The previous example can be generalized noticing that any L∞(X, dµ) is such that
DL∞(X,dµ)(0, 1) is not strictly convex (except trivial cases). Indeed, consider two
disjoint measurable sets E ad F of finite positive measure, and consider f0 := 1E and
f1 := 1E + 2−11F . We have ∥f0∥L∞(X,dµ) = ∥f1∥L∞(X,dµ) = 1 and

∥(1− t)f0 + tf1∥L∞(X,dµ) = ∥1E + 2−1t1F ∥L∞(X,dµ) = 1.

Exercise 4.3. Let X be vector space and let {Ωj}j∈J be a family of convex subspaces.
Show that

⋂
j∈J Ωj is convex.

Exercise 4.4. Let X be a topological vector space and let Ω be a convex subspace. Then,
the following are true.

1. The closure Ω is convex.

2. The interior Ω̊ is convex.

Definition 4.5. a A topological vector space X is said locally convex if, given any neigh-
borhood U of 0, there exists a convex neighborhood V of 0 such that V ⊆ U .

b A topological vector space X is said a Frechét space if it is locally convex, metrizable
and complete.

Remark 4.6. Recall that it follows by Theorem 2.22 that a locally convex topological vector
space is metrizable with a translation invariant metric if and only if 0 has a numberable
basis of neighborhoods.

Lemma 4.7. Given a vector space X and a subset Ω ⊆ X, there exists a convex set C which
is the smallest convex set containing Ω.

Definition 4.8. We call the above C the convex hull of Ω in X.

Proof of Lemma 4.7. We consider C = {C : Ω ⊆ C ⊆ X and C convex}. Obviously
C ∋ X. Then the intersection

⋂
C∈CC is the desired set.

Exercise 4.9. Let Ω ⊆ X and λ ∈ K. Show that if C is the convex hull of Ω then λC is
the convex hull of λΩ.
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Lemma 4.10. For any given neighborhood U of 0 of a locally convex topological vector
space X, there exists a convex neighborhood V of 0 which is balanced, absorbing and such
that V ⊆ U .

Proof. It is not restrictive to consider U convex. For any λ ∈ DK(0, 1) we know that
there exists a neighborhood Wλ of λ in K and a convex neighborhood Uλ of 0 in X such
that WλUλ ⊆ U . If we consider now a finite cover Wλ1 ∪ ... ∪ Wλn ⊃ DK(0, 1) and set
Ũ := Uλ1 ∩ ... ∩ Uλn , then we consider Ṽ := DK(0, 1)Ũ ⊆ U . Finally, let V be the convex
hull of Ṽ . Notice that V is a neighborhood of 0, since it contains Ũ , V is obviously convex,
and V ⊆ U . We know that V is absorbing. We need to show that V is balanced, that is
that λV ⊆ V for any λ ∈ DK(0, 1). Notice λṼ ⊆ Ṽ ⊆ V and, by a previous exercise, the
convex hull of λṼ is λV . So it follows λV ⊆ V .

It is not clear yet why locally convex spaces are so important. To understand this point
we need to introduce the notion of seminorm.

Definition 4.11. Let X be a vector space and let p : X → [0,+∞) be a function with

p(x+ y) ≤ p(x) + p(y) for all x, y ∈ X (4.1)

p(λx) = λp(x) for all x ∈ X and λ > 0. (4.2)

Then p is called a seminorm.

Exercise 4.12. Let X be a vector space and let p : X → [0,+∞) be a seminorm. Let

C = {x ∈ X : p(x) < 1}. (4.3)

Then show that C is convex, 0 ∈ C, C is absorbing.

Partial answer. Notice the following, which proves the convexity of C,

p(xt) = p((1− t)x0 + tx1) ≤ p((1− t)x0) + p(tx1) = (1− t)p(x0) + tp(x1) < (1− t) + t = 1.

Lemma 4.13. Let X be a topological vector space and let C be an open convex set with
0 ∈ C. Then there exists a seminorm p : X → [0,+∞) satisfying (4.1)–(4.3). This
seminorm is called the Minkowski functional (or gauge) of C.

Proof. Set

p(x) := inf{a > 0 :
x

a
∈ C}. (4.4)

First of all, it is clear that for x ∈ C we have 1 ∈ {a > 0 : x
a ∈ C}, and so p(x) ≤ 1.

Furthermore, since C is open, then (1 + ε)x ∈ C for ε > 0 small, so p ((1 + ε)x) ≤ 1. Then

1

1 + ε
∈ {a > 0 :

x

a
∈ C} =⇒ p(x) ≤ 1

1 + ε
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and so p(x) < 1.
If for some x ∈ X we have p(x) < 1, then for some α < 1 we have x

α ∈ C and so by the
convexity of C and by 0 ∈ C we have x = α xα + (1− α)0 ∈ C.
So we have proved (4.3). Now let us prove first (4.2) and then (4.1).
For λ > 0, for a = λα we obtain (4.2) from

p(λx) = inf{a > 0 :
λx

a
∈ C} = inf{λα > 0 :

x

α
∈ C} = λ inf{α > 0 :

x

α
∈ C} = λp(x).

For |λ| = 1, a > 0 and x ∈ X, by the fact that C is balanced, we have

λx

a
∈ C ⇐⇒ x

a
∈ C

This implies that for |λ| = 1

p(λx) = inf{a > 0 :
λx

a
∈ C} = inf{a > 0 :

x

a
∈ C} = p(x).

The last three formulas yield (4.2)
Given x, y ∈ X, then for any ε > 0 we have x

p(x)+ϵ ∈ C,
y

p(y)+ϵ ∈ C. Then for t ∈ [0, 1],

t
x

p(x) + ε
+ (1− t) y

p(y) + ε
∈ C. (4.5)

For t = p(x)+ϵ
p(x)+p(y)+2ϵ we get x+y

p(x)+p(y)+2ϵ ∈ C, as can be seen from

1− t = 1− p(x) + ε

p(x) + p(y) + 2ε
=
p(x) + p(y) + 2ε− (p(x) + ε)

p(x) + p(y) + 2ε
=

p(y) + ε

p(x) + p(y) + 2ε
.

Hence we obtain the following which, by the arbitrariness of ε > 0, yields (4.1),

p(x+ y) < p(x) + p(y) + 2ε.

Exercise 4.14. Consider the p of Lemma 4.13 and show that p ∈ C0(X, [0,+∞)).

Answer. Notice that |p(x)−p(x0)| ≤ p(x−x0) for any x, x0 ∈ X. For ε > 0 then εC is an
open neighborhood of 0 and coincides with the solutions of the inequality p(y) < ε. Then if x
belongs to the open neighborhood x0+εC of x0, it follows that |p(x)−p(x0)| ≤ p(x−x0) < ε,
proving the continuity of p at the point x0.

Exercise 4.15. Consider a topological vector space X, Having proved that there is a one to
one correspondence between continuous seminorms p onX and open convex neighbourhoods
C of 0 ∈ X, show that if C is balanced then its Minkowski functional p satisfies the following
more restrictive condition than (4.2),

p(λx) = |λ|p(x) for all x ∈ X and λ ∈ K. (4.6)
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Answer. Suppose by contradiction that there exists a C like in Lemma 4.13 whose
Minkowski functional p, while satisfying (4.1)–(4.2) does not satisfy (4.6). It is easy to see
that this will imply that there exist x0 ∈ C and a scalar λ0 with |λ0| = 1 with p(λ0x0) <
p(x0). Then

λ0x0
p(x0)

∈ C since

p

(
λ0x0
p(x0)

)
=

1

p(x0)
p(λ0x0) <

1

p(x0)
p(x0) = 1.

Since C is balanced, also λ−10
λ0x0
p(x0)

= x0
p(x0)

∈ C, but this is not possible because p
(

x0
p(x0)

)
=

1
p(x0)

p(x0) = 1.

Remark 4.16. Lemma 4.13 and Exercise 4.37 show that there exists a correspondence be-
tween open and convex neighborhoods of 0 and continuous seminorms.

Summing up, above we have proved the following.

Lemma 4.17. Let X be a locally convex Hausdorff topological vector space. Then there
exists a family {pj}j∈J of continuous seminorms (this family is called a subbasis of semi-
norms of X) such that for any x0 ∈ X\{0} there exists a j0 ∈ J such that pj0(x0) ̸= 0 and
such that the family {p−1j ([0, r)) : r > 0 and j ∈ J} is a subbasis of neighborhoods of 0.

Remark 4.18. Since we know that any locally convex Hausdorff topological X has a subbasis
of neighborhoods of 0 which are open, convex and balanced by Exercise (4.15) the subbasis
of seminorms of X can be taken to involve seminorms satisfying (4.1) and (4.6).

Definition 4.19. A function f : X → K is homogeneous of order α ≥ 0 if f(λx) = λαf(x)
for any x ∈ X and any λ > 0.

Remark 4.20. Notice that a seminorm p : X → K is a homogeneous function of order 1. A
Linear map f : X → K is a homogeneous function of order 1.

Exercise 4.21. Consider the setup Lemma 4.17, that is X with the seminorms {pj}j∈J .
Show that a homogeneous of order 1, f : X → K, is continuous in 0 if and only if there
exist finitely many indexes j1, ..., jn ∈ J and a ε > 0 such that

|f(x)| ≤ 1 for all x such that pj1(x) < ε, ..., pjn(x) < ε. (4.7)

Exercise 4.22. Consider the setup of Exercise 4.21. Show that a homogeneous function
of order 1, f : X → K, is continuous in 0 is and only if there exist finitely many indexes
j1, ..., jn ∈ J and a constant C > 0 such that

|f(x)| ≤ C (pj1(x) + ...+ pjn(x)) for all x ∈ X. (4.8)

Answer. We can assume formula (4.7) is true. We claim that (4.8) is true for C := 2
ϵ .

Set p(x) := pj1(x) + ...+ pjn(x) and let C := 2
ϵ . Then, for p(x) =

ϵ
2 we have pjk(x) ≤ ϵ

2 for
all k = 1, ..., n and so |f(x)| ≤ 1. So (4.8) is true for p(x) = ϵ

2 . By the homogeneity this
yields automatically all cases where p(x) ̸= 0. Notice that by homogeneity, if p(x) = 0 then
by (4.7) we conclude f(x) = 0. So our claim is true.
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Exercise 4.23. Consider locally convex spaces (X, {pj}j∈J) and (Y, {qk}k∈K) with corre-
sponding subbases of seminorms. Show that a linear operator T : X → Y is continuous if
and only if for any k0 ∈ K there is a finite subset Jk0 of J and a constant Ck0 such that

|qk0 (Tx) | ≤ Ck0
∑
j∈Jk0

pj(x) for all x ∈ X. (4.9)

Exercise 4.24. Let f : [0,+∞) → [0,+∞) be a concave function with f(0) = 0. Show
that

f(x+ y) ≤ f(x) + f(y) for any x, y ∈ [0,+∞). (4.10)

Answer. Notice that f satisfies

f((1− t)x0 + tx1) ≥ (1− t)f(x0) + tf(x1) for any x0, x1 ∈ [0,+∞) any t ∈ [0, 1].

Now, notice that if we consider the triple 0, x, x+ y we have

x =
x

x+ y
(x+ y) +

(
1− x

x+ y

)
0

and so

f(x) ≥ x

x+ y
f(x+ y) +

(
1− x

x+ y

)
f(0) =

x

x+ y
f(x+ y)

and, similarly,

f(y) ≥ y

x+ y
f(x+ y).

So, summing up, we get (4.10) by

f(x) + f(y) ≥ x

x+ y
f(x+ y) +

y

x+ y
f(x+ y) = f(x+ y).

Example 4.25. Consider the space Lp(0, 1) for 0 < p < 1. We can define a metric by setting

d(f, g) :=

∫ 1

0
|f(t)− g(t)|pdt.

Let us see the above is a metric. First of all, it is obviously it is symmetric and d(f, g) =
0⇐⇒ f = g. By Exercise 4.24

(a+ b)p ≤ ap + bp for any pair a, b ≥ 0,
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we have

d(f, g) =

∫ 1

0
|f(t)− g(t)|pdt =

∫ 1

0
| (f(t)− h(t)) + (h(t)− g(t)) |pdt

≤
∫ 1

0
(|f(t)− h(t)|p + |h(t)− g(t)|p) dt = d(f, h) + d(h, g) for any f, g, h ∈ Lp(0, 1).

It is easy to see that with this metric, Lp(0, 1) becomes a topological vector space.
We claim now that the only open convex subsets of Lp(0, 1) are ∅ and Lp(0, 1). To see

this, let V be open, convex, not empty and V ∋ 0 and let f ∈ Lp(0, 1). Since V is open,
there exists ε0 > 0 such that DLp(0,1)(0, ε0) ⊆ V . We will show that f ∈ V .

Let n ∈ N such that np−1
∫ 1
0 |f(t)|

pdt < ε0 and consider a decomposition t0 = 0 < t1 < ... <

tn = 1 such that
∫ tj
tj−1
|f(t)|pdt = n−1

∫ 1
0 |f(t)|

pdt. Then set gj(t) := nχ[tj−1,tj ]f . We have∫ 1

0
|gj(t)|pdt = np

∫ tj

tj−1

|f(t)|pdt = np−1
∫ 1

0
|f(t)|pdt < ε0

so that we have gj ∈ DLp(0,1)(0, ε0) ⊆ V for all j. Then, since

f =
g1 + ...+ gn

n
,

by the convexity of V we have also f ∈ V . So V = Lp(0, 1).

Example 4.26. Consider the space Lp(0, 1) for 0 < p < 1 of Example 4.25. Then if X is a
locally convex topological vector space the only continuous linear map T : Lp(0, 1) → X
is the 0 one. Indeed, for any non–empty open convex V ⊆ X, T−1V is a convex open
set in Lp(0, 1), and so, from what we saw in Example 4.25, it is either the empty set
or the whole Lp(0, 1). So we conclude T−1V = Lp(0, 1) for any non–empty open convex
neighborhood V ⊆ X of 0 (for which T−1V ∋ 0), and so also TLp(0, 1) ⊆ V . So in particular,
TLp(0, 1) ⊆

⋂
V where the intersection is done on all open convex sets containing 0. Since

the intersection is 0, we conclude TLp(0, 1) = 0, that is, T is 0.

Remark 4.27. As we mentioned earlier, in Functional Analysis what matters are most of all
the linear or nonlinear operators. From Example 4.26 we have (Lp(0, 1))′ = 0 for 0 < p < 1:
this makes Lp(0, 1) for 0 < p < 1 a not very useful space.

Exercise 4.28. Consider the setup and the hypotheses of Lemma 4.17, and consider the
topological vector space X with the structure arising from the seminorms {pj}j∈J . Suppose
that J ⊆ N. Show that

d(x, y) :=
∑
j∈J

2−j
pj(x− y)

1 + pj(x− y)
(4.11)

is a translation invariant metric and that the topology this metric induces on X is the initial
one.
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Answer. First of all, let us check that d is a metric. Here we check only the triangular
inequality. Here notice that

pj(x− y) ≤ pj(x− z) + pj(z − y) =⇒ f(pj(x− y)) ≤ f(pj(x− z) + pj(z − y))

≤ f(pj(x− z)) + f(pj(z − y)) for f(t) =
t

1 + t
,

where we use that f is concave with f(0) = 0, and hence we can apply(4.10). The above
implies the triangular inequality. Next, let (X, τ1) be the initial topology and (X, τ2) the
topology induced by d. It is enough to compare the neighborhoods of 0.
Let us consider the ball D(0, ε) = {x : d(x, 0) < ε}. Now, if N ∈ N is such that 2−N < ε/2,
we claim that

UN (ε/2) := {x ∈ X : pj(x) < ε/2 for all j = 1, ..., N} ⊆ D(0, ε). (4.12)

To see this, notice that for any x ∈ X we have

d(x, 0) =
N∑
j=1

2−j
pj(x)

1 + pj(x)
+

∞∑
j=N+1

2−j
pj(x)

1 + pj(x)

≤
N∑
j=1

2−j
pj(x)

1 + pj(x)
+

∞∑
j=N+1

2−j ≤
N∑
j=1

2−jpj(x) + 2−N <
N∑
j=1

2−jpj(x) +
ε

2
.

So, if x ∈ UN (ε/2) we have

d(x, 0) <

N∑
j=1

2−jpj(x) +
ε

2
<
ε

2

N∑
j=1

2−j +
ε

2
<
ε

2

∞∑
j=1

2−j +
ε

2
= ε.

This proves our claim and shows that the topology τ1 is finer. Now we want to show they
are equal. To this effect, consider an UM (ε). It is enough to show that there exists a δ > 0
such that D(0, δ) ⊆ UM (ε). Now notice that if x ∈ D(0, δ), that is, if

d(x, 0) =

∞∑
j=1

2−j
pj(x)

1 + pj(x)
< δ =⇒ 2−j

pj(x)

1 + pj(x)
< d(x, 0) < δ for all j ∈ N.

Now let us focus on the inequalities

2−j
pj(x)

1 + pj(x)
< d(x, 0) for all j ≤M ⇐⇒

(
1− 2jd(x, 0)

)
pj(x) < 2jd(x, 0) for all j ≤M .

Now, if 2Md(x, 0) < 2Mδ < 1 we conclude that the above inequalities are equivalent to

pj(x) <
2jd(x, 0)

1− 2jd(x, 0)
for all j ≤M .

If now we choose δ so that 2M δ
1−2M δ

< ε, it follows that x ∈ D(0, δ) implies pj(x) < ε for all
j ≤M , and so D(0, δ) ⊆ UM (ε).
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Example 4.29. Given a topological vector space X and X ′ its dual, then the, discussed later
in these notes, σ(X,X ′) topology in X and the σ(X ′, X) topology in X ′, are examples of
locally convex space structures.

Remark 4.30. Exercise 4.28 provides an idea on how to find two distinct translation invariant
metrics which are not equivalent in the sense of Definition 1.5 but which share the same
topological structure mentioned in Remark 2.25. Just take any normed space (X, ∥ · ∥) and

define d1(x, y) = ∥x− y∥ and d2(x, y) =
∥x− y∥

1 + ∥x− y∥
.

Definition 4.31. Given a vector space X two norms ∥ · ∥1 and ∥ · ∥2 are equivalent if there
exists a constant C ≥ 1 such that

1

C
∥x∥1 ≤ ∥x∥2 ≤ C∥x∥1. (4.13)

The open map theorem has this remarkable consequence.

Exercise 4.32. LetX be a complete topological vector space and suppose that the topology
ofX is induced by two distinct norms ∥·∥1 and ∥·∥2. Show that the two norms are equivalent.

Answer. Notice also that each of the two norm ∥ · ∥1 and ∥ · ∥2 forms by itself a basis
of seminorms. So using the statement in Exercise 4.23 there exist constants C1 ≥ 1 and
C2 ≥ 1 such that

∥x∥2 ≤ C1∥x∥1 and ∥x∥1 ≤ C2∥x∥2 for all x ∈ X.

Choosing C = max{C1, C2} we obtain (4.13).
A very important topological vector space of test functions, discussed in the 2nd

semester, related to the notion of tempered distribution, is the following.

Example 4.33 (Schwartz functions). Consider the set of Schwartz functions defined by

S(Rd) = {φ ∈ C∞(Rd) : pαβ(φ) := sup
x∈Rd

|xβ∂αxφ(x)| < +∞ for all multi–indexes α and β}.

Notice that the pα,β(φ) are seminorms on S(Rd) and, as α and β vary in all possible ways
among the multi–indexes, they provide S(Rd) with a structure of Hausdorff and locally
convex and complete topological vector space.

Exercise 4.34. Prove the completeness of S(Rd).

Exercise 4.35. Show that S(Rd) with the above topology is metrizable.

Exercise 4.36. Show that the above topology of S(Rd) does not come from a norm.

Answer. If it did and we had a norm ∥f∥, then by the statement in Exercise 4.22 there
would be pairs (α1, β1),..., (αn, βn) a constant C0 > 0 such that

∥f∥ ≤ C0 (pα1β1(x) + ...+ pαnβn(f)) for all f ∈ S(Rd). (4.14)
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Furthermore, since all the seminorms pαβ are continuous, for the same reason, for any of
them there would exist a constant Cαβ > 0 such that

pαβ(f) ≤ Cαβ∥f∥ for all f ∈ S(Rd). (4.15)

Hence for any of the seminorms pαβ we would conclude

pαβ(f) ≤ C0Cαβ (pα1β1(f) + ...+ pαnβn(f)) for all f ∈ S(Rd). (4.16)

It is easy to conclude, taking for example (α, β) in Nd0 ×Nd0 sufficiently ”large”, that this is
false.

4.1 Inductive limits

The following is a supremely important space in Mathematics, treated in some depth next
semester.

Example 4.37 (Test functions). Consider an open set Ω ⊆ Rd and denote D(Ω) := C∞c (Ω).
For any compact K ⊂ Ω let

DK(Ω) = {φ ∈ C∞c (Ω) : supp φ ⊆ K}.

In DK(Ω), for any φ ∈ DK(Ω) let

pn,K(φ) := sup{|∂αxφ(x)| : |α| ≤ n and x ∈ K}. (4.17)

Then the {pn,K}n∈N are a subbasis of seminorms for a Hausdorff and locally convex topo-
logical vector space structure on DK(Ω).

Exercise 4.38. Show that each DK(Ω) with the above topology is metrizable and complete.

Lemma 4.39 (Inductive limit). Consider a vector space X∞ and let {Xn}n∈N be a growing
sequence of subspaces of X∞, such that

⋃
n∈NXn = X∞. Suppose that each Xn has a

structure of locally convex topological vector space and that the topology on each Xn coincides
with the topology induced on Xn by the topology of Xn+1, for all n. Let O be the collection
of all convex subsets of X∞ containing 0 for which each O ∈ O is such that the set O∩Xn

is an open neighborhood 0 ∈ Xn for any n ∈ N. Then:

1. O is a basis of neighborhoods of 0 for a locally convex topology in X∞;

2. the topology generated by O is the strongest locally convex topology such that all the
immersions Xn ↪→ X∞ are continuous;

3. the restriction of the topology of X∞ on Xn yields the topology of Xn for any n ∈ N;

4. if each Xn is complete, so is X∞;

5. if each Xn is Hausdorff, so is is X∞.
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Proof. This is discussed in Treves [14, Ch. 13] .

Example 4.40 (Topology on D(Ω)). We consider

a sequence Kn of compact subsets of Ω with Kn ⊂ K̊n+1 ∀ n and

∞⋃
n=1

Kn = Ω. (4.18)

Then we consider on D(Ω) the topology from the direct limit of the sequence of spaces
{DKn(Ω)}. Notice that it is easy to show that for any n the topology induced on DKn(Ω)
by DKn+1(Ω) coincides with the topology of DKn(Ω).
It can also be shown that the topology on D(Ω) thus defined does not depend on the specific
sequence Kn in (4.18).

Exercise 4.41. Let X∞ and Y be two topological vector spaces, where X∞ is the inductive
limit of a sequence {Xn}n∈N locally convex topological vector spaces. Let T : X∞ → Y be
a linear map. Show that the following statements are equivalent.

a T ∈ L(X∞, Y ).

b The restriction T |Xn
is in L(Xn, Y ) for any n ∈ N.

Remark 4.42. One of the most important modern notions in Mathematical Analysis is that
of distribution. The distributions on an open set Ω are the elements T of the dual D′(Ω).
This means that T : D(Ω) → R is linear and for any K compact subspace of Ω we have
T : DK(Ω) → R is continuous, which, by Exercise 4.22 means that there exists an n ∈ N0

and constant CnK > 0 such that

|f(x)| ≤ CnK pnK(x) for all f ∈ DK(Ω). (4.19)

You will see this in detail the next semester.

Remark 4.43. It can be shown that D(Ω) is not metrizable, see later Exercise 7.6 .

Remark 4.44. Consider a sequence {xn}n∈N inX∞ the inductive limit of a sequence {Xn}n∈N
locally convex topological vector spaces. Then if xn

n→+∞−−−−−→ 0 in X∞ there exists an m ∈ N
such that {xn}n∈N is contained in Xm and xn

n→+∞−−−−−→ 0 in Xm. See exercise 6.11 below.

5 Continuous linear operators between normed spaces

For linear maps between normed spaces we have the following.

Lemma 5.1. Suppose that (X, ∥·∥X) and (Y, ∥·∥Y ) are two normed spaces. Let T : X → Y
be a linear map. Then the following two statements are equivalent.

1. T is a continuous map in X.
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2. T is a bounded operator, that is

∥T∥L(X,Y ) := sup
x∈DX(0,1)\{0}

∥Tx∥Y
∥x∥X

<∞. (5.1)

Proof. First of all, it is easy to check that T is a continuous map in X if and only if T
is continuous in the point 0 ∈ X. Suppose now that T is continuous in 0 ∈ X. So since
T0 = 0 ∈ Y , for any ε > 0 there is δ > 0 such that ∥x∥X = δ implies ∥Tx∥Y ≤ ε. Given any

x ̸= 0, then x̃ = δ
∥x∥X x is ∥x̃∥X = δ and T x̃ = T

(
δ
∥x∥X x

)
= δ
∥x∥X Tx so

∥Tx∥Y
∥x∥X

=
∥T x̃∥Y
∥x̃∥X

≤ ε

δ

and hence we conclude T is bounded with ∥T∥L(X,Y ) ≤ ϵ
δ .

Viceversa suppose T is bounded. Then, for some constant ∥T∥L(X,Y ) we have ∥Tx∥Y ≤
∥T∥L(X,Y )∥x∥X for any x ∈ X, and so we conclude that T is continuous in 0 because for
any ε > 0 if we set δ = ϵ

∥T∥L(X,Y )
we have ∥x∥X < δ implies ∥Tx∥Y ≤ ∥T∥L(X,Y )∥x∥X <

∥T∥L(X,Y )δ = ε.

Exercise 5.2. Check that given two normed spaces (X, ∥ · ∥X) and (Y, ∥ · ∥Y ) then L(X,Y )
with the ∥ · ∥L(X,Y ) in (5.1) is a normed space.
Check that if (Y, ∥ · ∥Y ) is a Banach space, so is L(X,Y ) with the above norm.

Show that

∥T∥L(X,Y ) := sup
x∈DX(0,1)

∥Tx∥Y . (5.2)

In particular the dual X ′ of (X, ∥ · ∥X) has a natural norm given by

∥f∥X′ = sup
x∈DX(0,1)\{0}

| ⟨f, x⟩X′×X |
∥x∥X

= sup
x∈DX(0,1)

| ⟨f, x⟩X′×X |, (5.3)

and X ′ with this norm is a Banach space.

Example 5.3. We have (Lp(X, dµ))′ = Lp
′
(X, dµ) with 1

p +
1
p′ = 1 for 1 ≤ p < ∞. We will

discuss this later.

Definition 5.4. Given a sequence {Tn}n∈N in L(X,Y ) we say that the sequence converges

uniformly to a T ∈ L(X,Y ) if ∥Tn−T∥L(X,Y )
n→+∞−−−−−→ 0. We say that the sequence converges

strongly to an operator T , a standard notation is s− lim
n→+∞

Tn = T , if Tnx
n→+∞−−−−−→ Tx for

any x ∈ X.
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Example 5.5. Consider χDRd (0,λ)
thinking them as the operators f → χDRd (0,λ)

f . Then, for

1 ≤ p <∞ we have that s− lim
λ→+∞

χDRd (0,λ)
= 1 in Lp(Rd) (see later Exercise 15.13), while

it is not true, in general, that lim
λ→+∞

χDRd (0,λ)
= 1 in L(Lp(Rd)).

Example 5.6. Consider ϕ ∈ BC0(Rd,R) with ϕ(0) = 1. Then, for 1 ≤ p < ∞, for the

operators f → ϕ
( ·
λ

)
f we have that s− lim

λ→+∞
ϕ
( ·
λ

)
= 1 in Lp(Rd), while it is not true, in

general, that lim
λ→+∞

ϕ
( ·
λ

)
= 1 in L(Lp(Rd)).

Example 5.7. Other important examples are obtained with groups or semigroups of oper-
ators, like the semigroup et△, see Remark 7.28, which L(Lp(Rd)) is strongly continuous in
t ∈ [0,+∞), but is not uniformly continuous.

Example 5.8. For f ∈ C0([0, 1]) let Bn(f)(x) :=
∑n

k=0 f
(
k
n

)(n
k

)
xk(1 − x)n−k, see Sect.

1.0.6. The Bn are called the Bernstein operators, and in Sect. 1.0.6 we showed that

s − limn→+∞Bn =identity. On the other hand, it is not true that Bn
n→+∞−−−−−→identity

uniformly in L(C0([0, 1])).

Exercise 5.9. Show that in a normed space X the sets bounded in terms of the metric,
are exactly the sets bounded in the sense of Definition 2.14.

Exercise 5.10. Show that if X and Y in Definition 2.15 are normed spaces, then Definition
2.15 is equivalent to the definition inside Lemma 5.1.

Exercise 5.11. Let E,F be two normed spaces, G a dense vector subspace of E and
T : G→ F a bounded linear map and F a Banach space. Show that T extends in a unique
way in a bounded linear map T : E → F and that T and T have the same operator norms.

Exercise 5.12. Let E1, ...., En, F be normed spaces, with n > 1. Then a map T : E1 ×
....× En → F an n–th linear map is bounded if

∥T∥ := sup{∥T (x1, ..., xn)∥F : ∥x1∥E = ... = ∥xn∥E = 1} <∞.

Show that T : E1 × ....× En → F is continuous if an only is bounded,

Exercise 5.13. Let E1, ...., En, F be normed spaces, with n > 1 and F a Banach space.
Let G1 ⊆ E1, ... ,Gn ⊆ En be dense vector subspaces, and let T : G1 × ....×Gn → F be a
bounded n–th linear map. Show that T extends in a unique way in a bounded n–the linear
map T : E1 × ....× En → F and that T and T have the same operator norms.

We only consider Functional Analysis because we are interested to linear and non–linear
operators.

Example 5.14. Consider for z ∈ C\[0,∞) the equation in L2(R,C)(
− d2

dx2
− z
)
u = f where f ∈ L2(R,C). (5.4)
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It turns out that for z ∈ C\[0,+∞) we have

u = R− d2

dx

(z) =

∫
R
R0(x− y, z)f(y)dy where R0(x, z) :=

i

2
√
z
ei
√
z|x| where Im

√
z > 0.

(5.5)

Notice that the operator in (5.5) is the resolvent in the language of Sect. 5.1, where we

introduce the resolvent only for bounded operators (so, not for the operator − d2

dx2
).

To see how it comes about, consider the homogeneous equation(
− d2

dx2
− z
)
u = 0. (5.6)

It has solutions

ψ±(x,
√
z) = e±i

√
zx , where arg

√
z > 0 and where ψ±(x,

√
z)

x→±∞−−−−→ 0. (5.7)

Notice that, for the Wronskian w(f, g) = f ′g − fg′, we have

w
(
ψ+(x,

√
z), ψ−(x,

√
z)
)
= 2i
√
z. (5.8)

Then set

R0(x, y, z) =

−
ψ+(x,

√
z)ψ−(y,

√
z)

w(ψ+(y,
√
z),ψ−(y,

√
z))

if x > y

− ψ+(y,
√
z)ψ−(x,

√
z)

w(ψ+(y,
√
z),ψ−(y,

√
z))

if x < y,
(5.9)

If we consider now,

R0(z)f :=

∫
R
R0(x, y, z)f(y)dy (5.10)

= −
∫ x

−∞

ψ+(x,
√
z)ψ−(y,

√
z)

w (ψ+(y,
√
z), ψ−(y,

√
z))

f(y)dy −
∫ +∞

x

ψ−(x,
√
z)ψ+(y,

√
z)

w (ψ+(y,
√
z), ψ−(y,

√
z))

f(y)dy,

it is elementary to see that
(
− d2

dx2
− z
)
R0(z)f = f and that R0(x, y, z) =

i
2
√
z
ei
√
z|x−y|.

Example 5.15. Consider for z ∈ C\[0,+∞) the equation in L2(R,C)(
− d2

dx2
+ V − z

)
u = f where f ∈ L2(R,C), (5.11)

where V ∈ C0
c (R,R).

In this case, if we consider the homogeneous equation(
− d2

dx2
+ V − z

)
u = 0, (5.12)
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it is easy to see that there are solutions

ψV±(x,
√
z) = ψ±(x,

√
z) for x ̸∈ supp V. (5.13)

Notice that, for the Wronskian w(f, g) = f ′g − fg′, we consider the

w
(
ψV+(x,

√
z), ψV−(x,

√
z)
)
. (5.14)

Notice that we can have w (ψV+(x,
√
z), ψV−(x,

√
z)) = 0 for some z ∈ R−. In this case

z ∈ R− is an eigenvalue of the (unbounded) operator − d2

dx2
+ V . However, here we consider

only values of z so that w (ψV+(x,
√
z), ψV−(x,

√
z)) ̸= 0.

Then set, for w (ψV+(x,
√
z), ψV−(x,

√
z)) ̸= 0, if for

RV (x, y, z) =

 −
ψV +(x,

√
z)ψV −(y,

√
z)

w(ψ+(y,
√
z),ψV −(y,

√
z))

if x > y

− ψV +(y,
√
z)ψV −(x,

√
z)

w(ψV +(y,
√
z),ψV −(y,

√
z))

if x < y,
(5.15)

we consider now,

RV (z)f :=

∫
R
RV (x, y, z)f(y)dy (5.16)

= −
∫ x

−∞

ψV+(x,
√
z)ψV−(y,

√
z)

w (ψV+(y,
√
z), ψV−(y,

√
z))

f(y)dy −
∫ +∞

x

ψV−(x,
√
z)ψV+(y,

√
z)

w (ψV+(y,
√
z), ψV−(y,

√
z))

f(y)dy,

it is elementary to see that
(
− d2

dx2
+ V − z

)
RV (z)f = f .

In other words, the operators RV (z) defined in (5.10) or, more generally (5.16), are resolvents

of − d2

dx2
or, more generally, − d2

dx2
+ V , see Sect. 5.1, where, however, we consider only

resolvents of bounded operators.

Exercise 5.16. Let X and Y be two normed spaces with X infinite dimensional. Show
that there are linear maps T : X → Y which are unbounded.

Answer. Let {xi}i∈I be a Hamel basis of X and consider a family {yi}i∈I in Y . There
exists a unique linear map T : X → Y such that f(xi) = yi for all i ∈ I. Let us take yi so

that sup{ ∥yi∥Y∥xi∥X } = +∞.Then

sup{∥Tx∥Y
∥x∥X

|x ∈ X\{0}} ≥ sup{ ∥yi∥Y
∥xi∥X

|i ∈ I} = +∞.
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5.1 Spectrum and exponential of a bounded operator

Definition 5.17. Let X be a Banach space on C, and let T ∈ L(X). Then the resolvent
set of T is

ρ(T ) = {z ∈ C : (T − z) is invertible and (T − z)−1 ∈ L(X)}. (5.17)

If z ∈ ρ(T ) we will denote RT (z) := (T − z)−1.
The spectrum of T is

σ(T ) = C\ρ(T ). (5.18)

RT (z) is the resolvent of T .

Exercise 5.18. Show that if λ ∈ C is an eigenvalue of T , that is there exists 0 ̸= x ∈ X
with Tx = λx, then λ ∈ σ(T ).

The set of eigenvalues is called also the point spectrum, denoted with σp(T )

Exercise 5.19. Consider the space Lp((0, 1),C) and the bounded operator Tf := xf in
Lp((0, 1),C) . Show that σ(T ) = [0, 1]. Show that T does not have eigenvalues.

Exercise 5.20. More generally, consider the space Lp((0, 1),C), a functionm ∈ C0([0, 1],C)
and the bounded map Tmf := mf . Show that σ(Tm) = m([0, 1]).

Exercise 5.21. In the framework of of the above exercise, in Lp((0, 1),C) and with m ∈
C0([0, 1],C), show that ∥Tm∥L(Lp((0,1),C)) = ∥m∥L∞(0,1).

Exercise 5.22. More generally, for m ∈ L∞([0, 1],C) show that ∥Tm∥L(Lp((0,1),C)) =
∥m∥L∞(0,1).

Exercise 5.23. Consider the space Lp((0, 1),C) and let m(x) =

n∑
j=1

λjχIj (x), where I1,...,

In are pairwise disjoint intervals contained in (0, 1). Show that each of the coefficients λj
is an eigenvalue of the bounded operator Tmf := mf . Find whether or not dim(Tm − λj)
is finite.

Lemma 5.24. ρ(T ) is an open subset of C, σ(T ) is an closed subset of C and

σ(T ) ⊆ DC(0, ∥T∥L(X)). (5.19)

Proof. Let us start with |z|C > ∥T∥L(X). Then consider

z − T = z

(
1− T

z

)
.
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Obviously the invertibility of T−z is equivalent to the invertibility of
(
1− T

z

)
. Not consider

the series

∞∑
n=0

Tn

zn
.

Notice that this series is convergent, because the tails converge to 0:∥∥∥∥∥
∞∑
n=m

Tn

zn

∥∥∥∥∥
L(X)

≤
∞∑
n=m

∥∥∥∥Tnzn
∥∥∥∥
L(X)

≤
∞∑
n=m

∥T∥nL(X)

|z|n
=

∥T∥mL(X)

|z|m

1− ∥T∥L(X)

|z|

m→+∞−−−−−→ 0.

Notice also that(
1− T

z

) m∑
n=0

Tn

zn
=

(
m∑
n=0

Tn

zn

)(
1− T

z

)
= 1− Tm+1

zm+1

m→+∞−−−−−→ identity, in L(X).

So ρ(T ) ⊇ C\DC(0, ∥T∥L(X)) or, what is the same, σ(T ) ⊆ DC(0, ∥T∥L(X)).
One can prove similarly that ρ(T ) is an open subset of C. Suppose that z ∈ ρ(T ).

Then, for some other ζ ∈ C we can write

T − ζ = T − z + z − ζ = (T − z)(1 + (T − z)−1(z − ζ)).

Picking |z − ζ| < 1
∥RT (z)∥ we have ∥RT (z)(z − ζ)∥L(X) < 1, so again

RT (ζ) = (1 +RT (z)(z − ζ))−1RT (z) =
∞∑
n=0

(−1)n(RT (z))n(z − ζ)n RT (z),

where the above series converges absolutely.

Remark 5.25. Notice that if λ is an eigenvalue from |λ| ≤ ∥T∥ we can derive also |λ| ≤ ∥Tn∥
1
n

for all n ∈ N. So, in particular, if ∥Tn∥
1
n

n→+∞−−−−−→ 0, we get λ = 0.

Remark 5.26. It is rather elementary to show that the map ρ(T ) ∋ z → RT (z) ∈ L(X) is a
holomorphic map from ρ(T ) to L(X).

Exercise 5.27. Check that if A ∈ L(X) where X is a Banach space, then σ(A) ̸= ∅.

Answer. If we have σ(A) = ∅, then z → RA(z) is holomorphic over the entire C with
values in L(X). We claim that RA(z)

z→∞−−−→ 0 uniformly in L(X). Assuming for a moment
this claim, it follows that RA(z) is also bounded in C and hence, by Liouville Theorem
(which is true like for scalar holomorphic functions) it follows RA(z) is constant, and so
necessarily identically equal to 0, which is absurd. Now, by a previous computation, for
|z| > ∥A∥L(X) we have

∥RA(z)∥L(X) ≤ |z|−1∥
(
1− z−1A

)−1 ∥L(X) ≤ |z|−1
1

1− |z|−1∥A∥L(X)

z→∞−−−→ 0.
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Definition 5.28 (geometric dimension). If λ ∈ σp(T ) and n := dim(T − λ) <∞, n is the
geometric dimension of λ.

Remark 5.29. It is elementary to check that the sequence of vector spaces ker(T − λ)n is
non decreasing.

Definition 5.30 (algebraic dimension). If λ ∈ σp(T ) and if the space

Ng(T − λ) :=
∞⋃
n=1

ker(T − λ)n (5.20)

has dimension m := dimNg(T − λ) <∞, m is the algebraic dimension of λ.

Exercise 5.31. Check that the usual definition of geometric and algebraic dimension in
the context of dimX < +∞ coincide with the above ones (Hint: use the canonical Jordan
bloc decomposition).

Definition 5.32 (Exponential of an operator). X a Banach space and for A ∈ L(X) the
exponential of A is the operator

eA =
∞∑
n=0

An

n!
. (5.21)

Exercise 5.33. a Check that the series in (5.21) is convergent in L(X).

b Check that if A,B ∈ L(X) commute, that is [A,B] := AB − BA = 0, then eA+B =
eAeB = eBeA.

c Check that UeAU−1 = eUAU
−1
.

Example 5.34. Obviously, the exponentials are important because if we have for X a Banach
space and for T ∈ L(X) and f ∈ C0(R, X) the simple ODE{

ẋ = Tx+ f
x(0) = x0,

(5.22)

then the solution to (5.22) is

x(t) = etTx0 +

∫ t

0
e(t−s)T f(s)ds. (5.23)

In fact these formulas are true also for appropriate unbounded operators, like for example
the Laplacian △ = ∂2

∂x21
+ ...+ ∂2

∂x2d
in X = L2(Rd).

Obviously, a very important topic is the study of etT as t→ +∞.
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Remark 5.35. Notice that if, forX a Banach space, for f ∈ C0(R, X) and T (·) ∈ C0(R,L(X)),
we consider the ODE {

ẋ = T (t)x+ f
x(0) = x0,

(5.24)

then the following formula

x(t) = e
∫ t
0 T (s)dsx0 +

∫ t

0
e
∫ t
s T (s

′)ds′f(s)ds, (5.25)

which is valid for scalar equations, that is when X = R, is in general false.

Exercise 5.36. Show that (5.25) is correct in a Banach space X if additionally we assume
[T (t), T (s)] = 0 for all pairs t, s ∈ R.

Example 5.37. It is worth computing the exponential of some matrix. For

A =


A1 0 0
0 A2 0
0 0 A3

0 0 0
. . .


we have

etA =


etA1 0 0
0 etA2 0
0 0 etA3

0 0 0
. . .

 .
So, also using the conclusions of Exercise 5.33, it can be shown that in finite dimension, it
is sufficient to understand case

A =



λ 1 0 0 . . .
0 λ 1 0 . . .
0 0 λ 1 0 . . .

0 0
. . .

. . .
. . .

. . .

. . . 0 λ 1

. . . 0 0 λ


.

We have A = λI +N where

N =



0 1 0 0 . . .
0 0 1 0 . . .
0 0 0 1 0 . . .

0 0
. . .

. . .
. . .

. . .

. . . 0 0 1

. . . 0 0 0


.
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Since λIN = NλI, risulta
et(λI+N) = etλIetN .

Obviously etλI = etλI. Notice that if N is an n× n matrix, then we have Nn = 0 and

N2 =



0 0 1 0 . . .
0 0 0 1 . . .
0 0 0 0 1 . . .

0 0
. . .

. . .
. . .

. . .

. . . 0 0 1

. . . 0 0 0

. . . 0 0 0



N3 =



0 0 0 1 . . .

0 0 0 0
. . .

. . .

. . . 0 0 1

. . . 0 0 0

. . . 0 0 0

. . . 0 0 0



Nn−1 =


0 . . . 0 1
0 . . . 0 0

...
...

... 0
0 . . . 0 0


Since

etN = I + tN +
1

2!
t2N2 + ...+

1

(n− 1)!
tn−1Nn−1

we get

et(λI+N) =



etλ tetλ t2

2!e
tλ t3

3!e
tλ . . . tn−2

(n−2)!e
tλ tn−1

(n−1)!e
tλ

0 etλ tetλ t2

2!e
tλ . . . tn−2

(n−2)!e
tλ

0 0 etλ tetλ t2

2!e
tλ . . .

0 0
. . .

. . .
. . .

. . .

. . . 0 etλ tetλ

. . . 0 0 etλ


.

Example 5.38. Notice that there is a deep connection, between resolvent and exponential,
related to the Laplace transform. Indeed, if X is a Banach space and if A ∈ L(X), then

RA(z) =

∫ +∞

0
etAe−tzdt (5.26)
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is absolutely convergent for Re z > ∥A∥L(X), and can be extended in a larger region in ρ(A).

Notice that (5.26) is the Laplace transform of etA.
Obviously, it is possible to express etA in terms of RA(z) in terms of the Inverse Laplace
transform, which for A ∈ L(X) can be written as

etA = − 1

2πi

∫
γ
etzRA(z)dz (5.27)

with γ a counter clockwise oriented closed path containing in the interior a topological disk
containing σ(A). In many important examples, it is possible to study etA only by studying
RA(z). See for example, the classical paper by Jensen and Kato [6].

Exercise 5.39. Show that ∥eA∥L(X) ≤ e∥A∥L(X) , where A ∈ L(X) for a Banach space

X. Then use this inequality to prove that for Re z > ∥A∥L(X) we have ∥etAe−tz∥L(X) ≤
et(∥A∥L(X)−Re z), which decays exponentially to 0 for t −→ +∞.

Answer. Since by the triangular inequality∥∥∥∥∥
N∑
n=0

An

n!

∥∥∥∥∥
L(X)

≤
N∑
n=0

∥An∥L(X)

n!
≤

N∑
n=0

∥A∥nL(X)

n!
,

we get ∥eA∥L(X) ≤ e∥A∥L(X) . Next,

∥etAe−tz∥L(X) = ∥etAe−tRe z∥L(X) = e−tRe z∥etA∥L(X) ≤ e−tRe ze∥A∥L(X) .

Example 5.40. Notice that if X is a Banach space, and if A ∈ L(X) and if f ∈ H(C), then
it is possible to define the function of the operator f(A).

f(A) = − 1

2πi

∫
γ
f(z)RA(z)dz , with γ as in (5.27). (5.28)

A version of this, extends to unbounded operators. Obviously, for bounded operators, one
could use power series.

Let us check for example that for f ≡ 1, then the right hand side of (5.28) is the
identity operator. We notice that the integral coincides for R≫ 1 with

− R

2π

∫ 2π

0

1

A−Reiϑ
eiϑdϑ = − 1

2π

∫ 2π

0

1
A
Re
−iϑ − 1

dϑ =
1

2π

∫ 2π

0

1

1− A
Re
−iϑdϑ (5.29)

= 1 +
1

2π

∫ 2π

0

∞∑
n=1

An

Rn
e−inϑdϑ = 1 +

A

2πR

∫ 2π

0
e−iϑ

∞∑
n=0

An

Rn
e−inϑdϑ.
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Now notice that∥∥∥∥∥ A

2πR

∫ 2π

0
e−iϑ

∞∑
n=0

An

Rn
e−inϑdϑ

∥∥∥∥∥
L(X)

≤
∥A∥L(X)

2πR

∫ 2π

0

∞∑
n=0

∥A∥nL(X)

Rn
dϑ

=
∥A∥L(X)

R

1

1− ∥A∥L(X)

R

R→+∞−−−−−→ 0.

This implies that for the operator in (5.30)
R→+∞−−−−−→ 1 uniformly.

More generally, if we define f(A) using the power series, we claim that then equality (5.28)
is true. In fact, using the special case f ≡ 1 just shown,

f(A) +
1

2πi

∫
γ
f(z)RA(z) =

1

2πi

∫
γ
(f(z)− f(A))RA(z)dz.

Now, if f(z) =
∑∞

n=0 anz
n is the power series expansion of f

1

2πi

∫
γ

∞∑
n=0

(zn −An)) 1

A− z
dz =

1

2πi

∞∑
n=1

∫
γ
(zn −An) 1

A− z
dz. (5.30)

We have the elementary factorization formula

zn −An = (z −A)
n∑
j=1

zn−jAj−1.

Hence

1

2πi

∞∑
n=0

∫
γ
(zn −An) 1

A− z
dz = − 1

2πi

∞∑
n=1

n∑
j=1

Aj−1
∫
γ
zn−jdz = 0,

which proves our claim that (5.28) is true.

Exercise 5.41. Check that if f ∈ H (DC(0, r)) and ∥A∥L(X) < r where X is a Banach
space, then for f(z) =

∑∞
n=0 anz

n the power series of f , we have that

f(A) :=
∞∑
n=0

anA
n

is a well defined element in L(X), with the series convergent uniformly in L(X).

6 The Theorem of Hahn–Banach

The following result has surprisingly deep and fundamental consequences in Mathematical
Analysis.
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Theorem 6.1 (Hahn–Banach, Analytic form). Let X be a vector space on R. Let p : X → R
be a seminorm, Y a linear subspace of X and g : Y → R a linear map such that

g(y) ≤ p(y) for all y ∈ Y . (6.1)

Then there is a linear map f : X → R such that f |Y = g and such that

f(x) ≤ p(x) for all x ∈ X. (6.2)

Proof. If x0 ̸∈ Y , then the elements of the vector space Rx0 + Y can be written in a
unique way as x = tx0 + y for y ∈ Y and t ∈ R. Then define f : Rx0 + Y → R by
f(tx0 + y) = tα+ g(y) for α ∈ R to be chosen. We want

tα+ g(y) ≤ p(tx0 + y) for all t ∈ R and y ∈ Y . (6.3)

Notice that (6.3), considering only the case t > 0, is equivalent to

α+ g(y) ≤ p(x0 + y) for all y ∈ Y . (6.4)

To see this, just observe that

tα+ g(y) ≤ p(tx0 + y) for all t > 0 and y ∈ Y ⇐⇒ α+ g
(y
t

)
≤ p

(
x0 +

y

t

)
for all t > 0 and y ∈ Y

⇐⇒ α+ g(y) ≤ p(x0 + y) for all y ∈ Y .

Similarly

tα+ g(y) ≤ p(tx0 + y) for all t < 0 and y ∈ Y ⇐⇒ −α+ g(y) ≤ p(−x0 + y) for all y ∈ Y .

So we are reduced to searching an α ∈ R satisfying (6.4) and

−α+ g(y) ≤ p(−x0 + y) for all y ∈ Y . (6.5)

In other words, we need to have

sup
y∈Y

(−p(−x0 + y) + g(y)) ≤ α ≤ inf
y∈Y

(p(x0 + y)− g(y)) . (6.6)

Notice that

− p(−x0 + y1) + g(y1) ≤ p(x0 + y2)− g(y2)⇐⇒ g(y1) + g(y2) ≤ p(x0 + y2) + p(−x0 + y1).

The latter is true for all y1, y2 ∈ Y . Indeed we have

g(y1) + g(y2) = g(y1 + y2) ≤ p(y1 + y2) = p(x0 + y2 − x0 + y1) ≤ p(x0 + y2) + p(−x0 + y1).

This implies that there exists an α ∈ R such that (6.6) holds true.
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We now define

P :={(h,D) s.t. D is a linear subspace of X with Y ⊆ D, h : D → R is a linear extension of g

with h(x) ≤ p(x) for all x ∈ D }.

Notice that in P there is a partial ordering

(h1, D1) ≼ (h2, D2)⇐⇒ D1 ⊆ D2 and h2|D1
= h1. (6.7)

P is inductive, that is, any totally ordered subset Q of P has an upper bound. Just take
for Q = {(hq, Dq)}q∈Q, then set D̂ = ∪q∈QDq, which is a linear subspace of X, and for any

x ∈ D̂ set h(x) = hq(x) if x ∈ Dq. Then applying Zorn’s Lemma 1.1 we conclude that P has
a maximal element (D,h). If D $ X, then by the above argument, if we pick x0 ̸∈ D, we
can extend h : D → R into a linear map h : {tx0 + y : t ∈ R and y ∈ D} → R and conclude
that (D,h) is not a maximal element in P for the order relation (6.7). Hence D = X and
h is the desired linear functional.

Let us see some corollaries of the Hahn–Banach Theorem.

Corollary 6.2. Let (X, ∥ · ∥X) be a normed space and let Y ⊂ X be a vector subspace, with
respect to the field K. If g : Y → K is a linear functional, there exists a f ∈ X ′ which
extends g and such that

∥f∥X′ = sup
y∈DY (0,1)

|g(y)| =: ∥g∥Y ′ . (6.8)

Proof. Let us start considering the case K = R. Apply Theorem 6.1 using p(x) :=
∥g∥Y ′∥x∥X . Notice that x→ p(x) satisfies (4.1)–(4.2) and that by the definition of ∥g∥Y ′ we
have that (6.1) is true. Then Theorem 6.1 yields a f : X → R such that f(x) ≤ ∥g∥Y ′∥x∥X
for all x ∈ X. Notice that this implies |f(x)| ≤ ∥g∥Y ′∥x∥X for all x ∈ X and in particular
yields ∥f∥X′ ≤ ∥g∥Y ′ . We must have ∥f∥X′ = ∥g∥Y ′ since obviously

∥f∥X′ = sup
x∈DX(0,1)

|f(x)| ≥ sup
y∈DY (0,1)

|f(y)| = ∥g∥Y ′ .

The statement has been proven in the case K = R. Let us consider now the case K = C.
So Y is a complex subspace of X and g is linear with respect to C. Then u = Re g is a
linear operator with respect to R. Apply the first part of the theorem, and let v ∈ X ′ the
extension of u. Then, using formula (2.2),

f(x) := v(x)− iv(ix),

It is elementary to check that f is an extension of g and that it is linear with respect to C.
Next, since |v(x)| ≤ |f(x)|, obviously ∥v∥X′ ≤ ∥f∥X′ . On the other hand, for any x there
exists λ ∈ C with |λ| = 1 such that f(λx) = |f(x)|. So |f(x)| = |v(λx)| ≤ ∥v∥X′∥x∥X ,
which implies ∥v∥X′ ≥ ∥f∥X′ and, so, the equality.
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Corollary 6.3. Let (X, ∥ · ∥X) be a normed space. For any x0 ∈ X there exists a f ∈ X ′
such that

∥f∥X′ = ∥x0∥X and f(x0) = ∥x0∥2X . (6.9)

Proof. Let Y = Rx0 = {λx0 : λ ∈ R} and let g ∈ Y ′ defined by g(λx0) = λ∥x0∥2X . Then

∥g∥Y ′ =
∣∣∣g ( 1

∥x0∥X x0

)∣∣∣ = 1
∥x0∥X ∥x0∥

2
X = ∥x0∥X . Applying Corollary 6.2 we obtain the

desired result.
We can define a C–linear functional using an analogue of formula (2.2).

Remark 6.4. Recall that in Example 4.26 we have (Lp(0, 1))′ = 0 for 0 < p < 1 where we
recall that Lp(0, 1) had a metric. So Corollary 6.3 and Example 4.26 show a completely
different behavior of X ′ whether X is normed or has just a metric. This does not mean that
only normed spaces have interesting dual spaces, and Examples 4.33 and 4.41 provide two
spaces without norms whose dual spaces are crucially important in Mathematical Analysis.

Corollary 6.3 is in general false if we switch the roles of X and X ′.

Exercise 6.5. Consider X = `1(N,R) with its dual X ′ = `∞(N,R). Then show that it is
not true that for any f ∈ `∞(N) there exists a x ∈ `1(N) with

∥x∥X = ∥f∥X′ and f(x) = ∥f∥2X′ .

Answer. Take any sequence f ∈ `∞(N,R) with |fn| < 1 for all n but with ∥f∥ℓ∞(N,R) =
1. Then for any x ∈ `1(N,R) of norm 1 we have

|f(x)| ≤
∞∑
n=1

|xn||fn|.

If |xn||fn| = 0 for all n we obviously have f(x) = 0 < 1. If there is |xn0 ||fn0 | > 0, then

|f(x)| ≤ |xn0 ||fn0 |+
∞∑

n ̸=n0

|xn||fn| < |xn0 |+
∞∑

n ̸=n0

|xn| = ∥x∥ℓ∞(N,R) = 1.

So |f(x)| < 1 for all x ∈ `1(N,R) of norm 1.

Example 6.6. Let T : X → Y be a continuous linear operator between two normed spaces.
Then the for any y′ ∈ Y ′, that is a bounded linear map y′ : Y → R, it is elementary that
y′ ◦ T defines an element in X ′. This defines a linear map

Y ′ ∋ y′ T
∗
−−→ y′ ◦ T ∈ X ′ (6.10)

which is called the dual map of T . T ∗ is a bounded map and in particular we have

∥T∥L(X,Y ) = ∥T ∗∥L(Y ′,X′). (6.11)
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To see this, notice that for ∥y′∥Y ′ = 1, by the definition of the norm in X ′ we have

∥T ∗y′∥X′ = sup{
〈
T ∗y′, x

〉
X′×X : ∥x∥X = 1} = sup{

〈
y′ ◦ T, x

〉
X′×X : ∥x∥X = 1}

= sup{
〈
y′, Tx

〉
Y ′×Y : ∥x∥X = 1} ≤ ∥y′∥Y ′ sup

∥x∥X=1
∥Tx∥Y ≤ ∥y′∥Y ′∥T∥L(X,Y ) = ∥T∥L(X,Y ),

which yields ∥T ∗∥L(Y ′,X′) ≤ ∥T∥L(X,Y ). Similarly, for ∥x∥X = 1, by Hahn–Banach we have

∥Tx∥Y = sup{
〈
Tx, y′

〉
Y ′×Y : ∥y′∥Y ′ = 1} (by Corollary 6.3)

= sup{
〈
T ∗y′, x

〉
X′×X : ∥y′∥Y ′ = 1}

≤ ∥x∥X sup
∥y′∥Y ′=1

∥T ∗y′∥X′ ≤ ∥x∥X∥T ∗∥L(Y ′,X′) = ∥T ∗∥L(Y ′,X′),

which yields ∥T ∗∥L(Y ′,X′) ≥ ∥T∥L(X,Y ).

An application of Hahn Banach.

Corollary 6.7. Let U := DC(0, 1) and T = ∂U . Let A ⊆ C0(U,C) be a vector space.
Suppose that A contains the set C[z] of polynomials pn(z) = anz

n + ...+ a0 and that

∥f∥L∞(U) = ∥f∥L∞(T) for any f ∈ A, (6.12)

(notice that any element f ∈ C[z] satisfies (6.12) by the Maximum Modulus Theorem).
Then we have

f(z) =
1

2π

∫ π

−π

1− |z|2

|z − eit|2
f(eit)dt for any f ∈ A and any z ∈ U. (6.13)

Proof. Let Y be the subspace of C0(T,C) formed by the restrictions on T of the functions
in A. We fix z ∈ U and we consider the linear map Y ∋ f|T → Λf|T := f(z) ∈ C. By (6.12)
it follows

|f(z)| ≤ ∥f|T∥L∞(T) for any f|T ∈ Y .

So the norm of this operator is ≤ 1. In fact, since 1(z) = 1, the norm is exactly 1. By
Hahn–Banach there exists an extension Λ : C0(T,C)→ C with norm

Λ1 = 1 and ∥Λ∥ = 1. (6.14)

We claim that

for any C0(T,C) ∋ f ≥ 0 we have Λf ≥ 0. (6.15)

Assuming (6.15), we can conclude that there exists a positive Borel measure dµz in T, such
that by Theorem 1.25 we have

Λf =

∫
T
fdµzfor any f ∈ C0(T,C). (6.16)
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We have

zn =

∫
T
wndµz(w) for any n ∈ N (6.17)

and taking complex conjugation, for z = reiθ we have

r|n|einθ =

∫
T
wndµz(w) for any n ∈ Z (6.18)

Now notice that for

Pr(θ − t) :=
+∞∑

n=−∞
r|n|ein(θ−t) = Re

{
1 + 2

∞∑
n=1

(
ze−it

)n}
= Re

{
−1 + 2

∞∑
n=0

(
ze−it

)n}

= Re

{
2

1− ze−it
− 1

}
= Re

{
1 + ze−it

1− ze−it

}
=

Re{(1 + ze−it)(1− zeit)}
|z − eit|2

=
1− |z|2 +Re{ze−it − zeit}

|z − eit|2
=

1− |z|2

|z − eit|2
,

we have

1

2π

∫ π

−π
Pr(θ − t)eintdt = r|n|einθ for any n ∈ Z. (6.19)

Comparing (6.18) and (6.20) we conclude that

1

2π

∫ π

−π
Pr(θ − t)f(eit)dt =

∫
T
f(w)dµz(w) (6.20)

for any trigonometric polynomial

f(w) =
n∑

j=−n
anw

j for w ∈ T. (6.21)

We will see in Corollary 7.26 that the trigonometric polynomials form a dense set in
C0(T,C). We conclude therefore that the equality (6.20) is true for all f ∈ C0(T,C). Hence
(6.17) and (6.20) yield (6.13).

To complete the proof of Corollary 6.7 we need to prove (6.15). It is enough to assume
0 ≤ f(z) ≤ 1, since any C0(T,C) ∋ f ≥ 0 is of this type, up to multiplication by a
sufficiently small constant 0 < c, and if 0 ≤ Λcf = cΛf , obviously also Λf ≥ 0. Set
g = 2f − 1. Then −1 ≤ g ≤ 1. Let Λg = α+ iβ. Notice that for any r ∈ R,

|g + ir|2 = g2 + r2 ≤ 1 + r2.

Then,

(β + r)2 ≤ |α+ iβ + ir|2 = |Λ(g + ir)|2 ≤ 1 + r2,
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where we used Λir = irΛ1 = ir and |Λ(g+ir)|2 ≤ ∥g+ir∥2L∞(T) ≤ 1+r2. Then β2+2βr ≤ 1

for any r ∈ R. This implies β = 0. We have |α| = |Λg| ≤ ∥g∥L∞(T) ≤ 1. Then we obtain
the desired result:

Λf = Λ
1 + g

2
=

1 + α

2
≥ 0.

Example 6.8. If we set

A := {f ∈ C0(U,C) ∩ C2(U,C) : △f = 0 in U}

then A ⊃ C[z] and, by the Maximum Modulus Theorem for harmonic functions, Corollary
6.7 applies.

Remark 6.9. Notice that for any z0 ∈ T the function
1− |z|2

|z − z0|2
is harmonic in U , as can be

checked by direct inspection. Indeed, △ = 4∂z∂z. Then

∂z
1− |z|2

|z − z0|2
= ∂z

1− zz
(z − z0)(z − z0)

=
−z

(z − z0)(z − z0)
− 1− zz

(z − z0)(z − z0)2

and

∂z∂z
1− |z|2

|z − z0|2
= ∂z

[
−z

(z − z0)(z − z0)
− 1− zz

(z − z0)(z − z0)2

]
=

1

|z − z0|2

[
−1 + z

(z − z0)
+

1− zz
(z − z0)(z − z0)

+
z

(z − z0)

]
=

1

|z − z0|4
[
−(z − z0)(z − z0) + z(z − z0) + 1− |z|2 + z(z − z0)

]
=

1

|z − z0|4
[
(z − z0)z0 + z(z − z0) + 1− |z|2

]
=

1− |z0|2

|z − z0|4
= 0

So all functions in the space A in Corollary 6.7 are harmonic inside U . This means that
A ⊇ C[z], the fact that A is a vector space and (6.12), taken together are a powerful rigidity
condition.

Exercise 6.10. Prove that if X is a locally convex space and Y is subspace and g ∈ Y ′,
then it is possible to extend f in an element of X ′.

Answer. We consider the case K = R only. First of all, a base of seminorms of Y can
be obtained taking the seminorms defining the topology of X. By Exercise 4.22 the fact
that f ∈ Y ′ implies that

|g(y)| ≤ q(y) for all y ∈ Y where q(x) := C (p1(x) + ...+ pjn(x)) ,
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for a certain number of seminorms in X. We can take the seminorms pj so that they satisfy
(4.1) and (4.6). Then notice that by the fact that Y is a vector space, the above inequality
is equivalent to

g(y) ≤ q(y) for all y ∈ Y.

Notice that q is a continuous seminorm on X satisfying (4.1) and (4.6). Applying Theorem
6.1 we know that there exists and extension f : X → K with f |Y = g and

f(x) ≤ q(x) for all x ∈ X.

But this is equivalent to the inequality

|f(x)| ≤ q(x) = C (p1(x) + ...+ pjn(x)) for all x ∈ X.

By Exercise 4.22 this implies that f ∈ X ′.

Exercise 6.11. Show using Hahn Banach that if {xn}n∈N is a sequence convergent to 0
in X∞ the inductive limit of a sequence {Xn}n∈N locally convex topological vector spaces

then there exists an m ∈ N such that {xn}n∈N is contained in Xm and xn
n→+∞−−−−−→ 0 in Xm.

Answer. Since xn
n→+∞−−−−−→ 0 and each neighborhood of 0 in X∞ is absorbing, the

sequence {xn}n∈N is bounded. Let B be the set formed by the elements of the sequence.
We want to show that there exists an m such that B ⊆ Xm. Then, since the topology of

Xm as a subspace of X∞ is the same of his own topology, we must have xn
n→+∞−−−−−→ 0 in

Xm. So we are left with the task of showing that there exists an m such that B ⊆ Xm.
Suppose by contradiction that this is not the case. This means that for any m the set
B \ Xm is nonempty. So let b1 ∈ B \ Xn1 where n1 = 1. There will be a n2 > n1 such
that b1 ∈ Xn2 \ Xn1 . We will construct a sequence {bk}k∈N with bk ∈ Xnk+1

\ Xnk
where

{nk}k∈N is a strictly increasing. Next, thanks to Exercise 6.10 there exists f1 ∈ X ′n1
with

f(b1) = 1. Again by Exercise 6.10, there exists and extension f2 ∈ X ′n2
of f1 ∈ X ′n1

, i.e.
f2|Xn1

= f1, such that f(b2) = 2. By induction, and by a repeated use of Exercise 6.10,

there exist and extensions fk ∈ X ′nk
with fk|Xnk−1

= fnk−1
such that f(bk) = k. A linear

map f∞ : X∞ → K remains defined satisfying f∞|Xnk
= fnk

∈ X ′nk
for any k. This implies

that f∞ ∈ X ′∞ and so f∞(B) is a bounded subset of K. But f∞(B) is also an bounded

subset of K since f∞(bk) = k
k→+∞−−−−→ +∞. So we have a contradiction.

6.1 Geometric form of the Theorem of Hahn–Banach

Definition 6.12. Let A and B nonempty subsets of a topological vector space X on R.
Let H = f−1(a) be a hyperplane with f : X → R a linear map.

1. H separates A and B if f(A) ⊆ (−∞, a] and f(B) ⊆ [a,+∞) (or viceversa f(B) ⊆
(−∞, a] and f(A) ⊆ [a,+∞)
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2. H separates strictly A and B if there exists an ε > 0 such that f(A) ⊆ (−∞, a − ε]
and f(B) ⊆ [a+ ε,+∞) (or viceversa).

A special case of the geometric form of the Hahn–Banach theorem is the following,
which states that if A = C is an open convex set and B = {x0} with x0 ̸∈ C, then there
exists a closed hyperplane separating them.

Lemma 6.13. Let X be a topological vector space on R, let C be an open and convex
nonempty subspace and let x0 ̸∈ C. Then there exists a bounded linear map f : X → R such
that f(x) < f(x0) for all x ∈ C.

Proof. It is not restrictive to assume 0 ∈ C. Let us consider the seminorm p defined in
(4.4), that is, the Minkowski functional of C. Then p(x0) ≥ 1 by x0 ̸∈ C. Set Y := Rx0 and
on Y define the linear map g(tx0) = t for all t ∈ R. We claim have g(y) ≤ p(y) for all y ∈ Y .
Indeed, in the special case x = x0, g(x0) = 1 and p(x0) ≥ 1 and so 1 = g(x0) ≤ p(x0).
This inequality continues to hold if we multiply the above inequality by t ≥ 0, getting
g(tx0) ≤ p(tx0) for t ≥ 0. Finally we have

t = g(tx0) ≤ p(tx0) for all t ∈ R

since, for t < 0, the l.h.s. is negative while the r.h.s. is non negative.
We can now apply Theorem 6.1 and conclude that there is a linear operator f : X → R
which extends g and is such that f(x) ≤ p(x) for all x ∈ X. Then f(x) ≤ p(x) < 1 = f(x0)
for all x ∈ C. Notice that since f−1(1) ∩ C = ∅, the hyperplane f−1(1) is not dense in X,
and so, c.f.r. Exercise 2.19, is closed and f is bounded.

Theorem 6.14 (Hahn–Banach, Geometric form). Consider a topological vector space X.
Let A and B be nonempty and disjoint convex sets, with A open. Then there is a closed
hyperplane H separating them.

Proof. Set C := A − B = {a − b|a ∈ A and b ∈ B}. Then C is convex since if a0, a1 ∈ A,
b0, b1 ∈ B, at ∈ A, bt ∈ B, we have at − bt = (a− b)t ∈ C.
We notice now that C = ∪b∈B(A − b), as a union of open sets, is open and C ̸� 0. We
apply Lemma 6.13 to the pair C and x0 = 0. Then there exists a continuous linear map
f : X → R such that f(c) < f(0) = 0 for all c ∈ C.

This is the same as having f(a) < f(b) for any a ∈ A and b ∈ B. Then picking

sup
x∈A

f(x) ≤ α ≤ inf
x∈B

f(x),

we have that H = f−1(α) separates A and B.

Remark 6.15. Notice that in Brezis [4, Exercise 1.9] it is stated, and later in the solutions it
is discussed, the fact that in finite dimension the statement holds just under the hypothesis
that A and B are nonempty and disjoint convex sets, without further specifications. This
would be false in an infinite dimensional topological vector space X. Take for example a
not continuous linear map f : X → R and let A = f−1(R−) and B = f−1(R+). Then A and
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B are nonempty and disjoint convex sets, but there is no closed hyperplane H separating
them. If fact, if it existed, it would be of the form H = g−1(α) for a nonzero g ∈ X ′ and
with g ≤ α in A and g ≥ α in B. But the set where g < α is non empty and open in X,
while B is dense in X, by Exercise 2.19. So it is impossible that g ≥ α in B, and we get a
contradiction.

Theorem 6.16 (Hahn–Banach, Geometric form, 2nd version). Consider a locally convex
space X. Let A and B be nonempty and disjoint convex sets, with A closed and B compact.
Then there is a closed hyperplane H separating strictly them.

Proof. We claim that

∃ a convex balanced open neighborhood U of 0 such that (A+ U) ∩ (B + U) = ∅. (6.22)

Let us assume (6.22). Then, since A+U and B+U are easily shown to be open convex sets,
by Theorem 6.14 we know that there exists a closed hyperplane H = f−1(α) separating
A+ U and B + U , that is

f(a) + f(z1) ≤ α ≤ f(b) + f(z2) for all a ∈ A, b ∈ B and all z1, z2 ∈ U. (6.23)

Notice that there exists an ε > 0 such that f(U) ⊇ [−ε, ε]. Indeed there exists x0 ∈ X such
that f(x0) = 1 and there exists ε > 0 such that εx0 ∈ U . Then λx0 ∈ U for any |λ| ≤ ε
because U is balanced. Then f(U) ⊇ f ({λx0 : |λ| ≤ ε}) = [−ε, ε]. Then from (6.27) we
derive

f(a) ≤ α− ε < α+ ε ≤ f(b) for all a ∈ A and b ∈ B.

Now we turn to the proof of (6.22). Let us consider the family V of the open convex and
balanced neighborhoods of 0 in X. For any V ∈ V, the complement {(A+ V ) of the closure
A+ V is obviously open. We claim ⋃

V ∈V
{(A+ V ) ⊇ B. (6.24)

To see (6.28), we consider any x ∈ B. Since {A is an open neighborhood of x, there exists
a balanced open and convex neighborhood of 0, V , such that V + V + x ⊆ {A. Since the
latter inclusion implies

v1 − v2 + x ̸= a for any a ∈ A and v1 and v2 in V , (6.25)

it implies V + x ⊆ {(A + V ). Since V + x is open, V + x ⊆ {̊(A + V ) = {
(
A+ V

)
. This

proves (6.28).
Since B is compact, there is a finite cover

{(A+ V1) ∪ ... ∪ {(A+ Vn) ⊇ B.
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TakingW = V1∩...∩Vn, we conclude {(A+W ) ⊇ B. Let us consider now a convex balanced
open neighborhood U of 0 such that U + U ⊆W . Then, like in (6.25),

B∩ ⊆ {
(
A+ U + U

)
⇐⇒ B + U ⊆ { (A+ U)⇐⇒ (B + U) ∩ (A+ U) = ∅,

thus proving (6.22) and completing the proof of the theorem.

Remark 6.17. When X is a normed space, then the proof of (6.22) is simpler. In fact it is
easy to prove that

there is an ε > 0 such that (A+DX(0, ε)) ∩ (B +DX(0, ε)) = ∅. (6.26)

Indeed, if this is false, for any sequence εn
n→+∞−−−−−→ 0+, there exists

zn ∈ (A+DX(0, εn)) ∩ (B +DX(0, εn)).

Then there are sequences {an} in A and {bn} in B with ∥an−zn∥X < εn and ∥bn−zn∥X < εn.
So we have ∥an−bn∥X < 2εn. On the other hand, since B is compact, there is a subsequence

of {bn} in B convergent in B. It is not restrictive to assume that bn
n→+∞−−−−−→ b in B. We

have also an
n→+∞−−−−−→ b. But then b ∈ A ∩B, which contradicts A ∩B = ∅.

Remark 6.18. It is obvious that, if we replace in the hypothesis in Theorem 6.16, B compact
with B closed, then there is no hope, even in finite dimension, that in general these can be
separated strictly with a closed hyperplane H. For example consider in R2 the sets

A = {(x, y) ∈ R2 : y ≤ 0 and x ∈ R} and B = {(x, y) ∈ R2 : y ≥ 1

x
and x ∈ R+}.

They are disjoint closed convex sets. Any line ` disjoint from A must have equation y = c
with c ≥ 0. In order for such line to be disjoint from B, it must be y = 0. So this line
separates A and B, but does not separate them strictly.
In Brezis [4, Exercise 1.14], there is an example of two closed convex sets inside `1(N), which
cannot be separated by a closed hyperplane H. The idea is to consider the two vector spaces

X := {(xn) : x2n = 0 for all n ∈ N} and

Y := {(yn) : y2n =
1

2n
y2n−1 for all n ∈ N}.

These are closed vector spaces. The key point now is that X + Y = `1(N) but X + Y $
`1(N). Let c ̸∈ X + Y . Then there is no closed hyperplane separating c and X + Y (since
the latter is dense). Now let Z = X − c. Then Y and Z are closed disjoint convex sets, and
the claim is that they are not separated by a closed hyperplane H. Otherwise there would
be f ∈ (`1(N))′ separating them, that is there would exist α ∈ R and f ≤ α in Y and f ≥ α
in Z. Necessarily α ≥ 0 and f = 0 in Y , by linearity and, similarly, f = 0 in X. Then
0 ≤ α ≤ −f(c). So f(c) ≤ −α ≤ 0 and f ≡ 0 in X + Y would give us f−1(α) as a closed
hyperplane separating c and X + Y , which in fact cannot exist.
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Corollary 6.19. Let Y be a nonempty vector subspace of a locally convex space X on R.
Assume Y $ X. Then there exists f ∈ X ′ nonzero and such that

f(y) = 0 for all y ∈ Y . (6.27)

Proof. Take x0 ̸∈ Y . Then A := Y and B := {x0} satisfy the hypotheses of Theorem 6.16.
So in particular there exists f ∈ X ′ such that for some α ∈ R

f(y) < α < f(x0) for all y ∈ Y . (6.28)

But then we must have (6.27) for, if we had f(y0) ̸= 0 for an y0 ∈ Y , then

sup
λ∈R

f(λy0) = sup
λ∈R

(λf(y0)) = +∞,

contradicting (6.28).

Remark 6.20. Notice that in the spaces Lp(0, 1) with 0 < p < 1, where (Lp(0, 1))′ = 0, then
Corollary 6.19 is false.

Example 6.21 (Runge Theorem). A concrete application of Hahn Banach is the Runge
Theorem, which we state in the following form.

Let Ω ⊆ C be a simply connected open set and let K be a compact subset of Ω. Then
for any f ∈ H(Ω) and for any ε > 0 there exists a p ∈ C[z] such that

∥p− f∥L∞(K,C) < ε. (6.29)

The above statement is equivalent to saying that if Y is the closure of C[z] in L∞(K,C)
then Y ∋ f |K . By taking a K larger, we can assume that K is simply connected. Let γ be
a closed path in C\K such that Indγ(ζ) = 1 for all ζ ∈ K. Then

f(z) =
1

2πi

∫
γ

f(w)

w − z
dw. (6.30)

Since (6.30) is basically representing f |K as a linear combinations of functions gw := 1
w−· it

is enough to prove that Y ∋ gw|K for any w ∈ C\K. We claim preliminarily that this fact
is true for any w > R with R = sup{|z| : z ∈ K}. Indeed in this case

gw(z) =
1

w

1

1− z
w

=
+∞∑
n=0

zn

wn+1

where the series converges uniformly in z ∈ K and this yields our preliminary claim. Now
suppose that the Runge Theorem is wrong. Then there exist a w0 ̸∈ K and a functional
Φ ∈ (L∞(K,C))′ such that Φ|Y = 0 and Φ(gw0 |K) ̸= 0. Consider the function

F (w) := Φ(gw|K) = Φ((w − ·)−1|K) : C\K → C.
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Notice that C\K ∋ w
G−→ (w − ·)−1|K ∈ L∞(K,C) is holomorphic. Then we claim that

F = Φ ◦ G belongs to H(C\K). To see this, we first observe that, as a composition of
continuous functions, F ∈ C0(C\K,C). Next, for any triangle T contained with its interior
in C\K, we have ∫

T
F (w)dw =

∫
T
Φ(G(w)) dw = Φ

(∫
T
G(w)dw

)
= 0,

by the C–linearity of Φ and by the Cauchy Integral Theorem. But then, Morera’s Theorem
applies and we obtain F ∈ H(C\K). Next notice that since K is simply connected, we have
that C\K is connected. Furthermore, we know that for any w > R we have gw|K ∈ Y and
so F (w) = 0. But then necessarily F (w) = 0 for all w ∈ C\K, which gives a contradiction.
So gw|K ∈ Y for all w ∈ C\K showing that the hypothesis gw0 |K ̸∈ Y for a w0 ̸∈ K is
absurd.

Example 6.22. We give now another concrete Complex Analysis application of Hahn Banach.
It is the Müntz-Szasz Theorem which states the following:

Let I = [0, 1] and let 0 < λ1 < λ2 < ... be a strictly increasing sequence with λn
n→+∞−−−−−→

+∞. Then the closure Y of the subspace in C0(I) generated by 1, tλ1 , tλ2 , ... is such that

(1) If
∞∑
n=1

1/λn = +∞ then Y = C0(I).

(2) If
∞∑
n=1

1/λn < +∞ and if λ ̸= 0 is λ ̸∈ {λn}∞1 , then tλ ̸∈ Y .

Notice that, in the particular case λn ≡ n, we reobtain the Weierstrass Approximation
Theorem 1.20. The Müntz-Szasz Theorem, in particular, implies that if we eliminate any
number N of elements λn1 < ... < λnN from the sequence in case (1), the set Y remains the
same and continues to coincide with C0(I).

For the proof we refer to Rudin [10]. We sketch the proof of statement (1), which is
a beautiful application of Corollary 6.19, of the fact that

(
C0(I)

)′
is the space of Borel

measures on I, see Theorem 15.19 later, and some basic fact on bounded holomorphic
functions in in the unit disk U .

To prove (1) it is enough to prove that for any complex Borel measure µ we have∫
I
tλndµ(t) =

∫
I
dµ(t) = 0 ∀n⇒

∫
I
tndµ(t) = 0 ∀n = 0, 1, ... (6.31)

But then, since span {1, t, t2, ...} is dense in C0(I), we conclude µ = 0. Hence, since all the
elements of (C0(I))′ which are null in the closed set Y are also null on C0(I), by Corollary
6.19 we conclude that we cannot have Y $ C0(I).

To prove (6.31), define

f(z) :=

∫
I
tzdµ(t). (6.32)
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Then f ∈ H({z : Re z > 0}). Indeed, f(z) is bounded and continuous in {z : Re z ≥ 0}
and, applying Morera Theorem, is holomorphic in {z : Re z > 0}. Next, set

g(z) = f

(
1 + z

1− z

)
.

Then g ∈ H∞(U), where U = DC(0, 1), with g(αn) = 0 for αn =
λn − 1

1 + λn
. Using

(
t−1
t+1

)′
=

2
(t+1)2

> we conclude that αn is strictly increasing. So we have

∞∑
n=1

1/λn = +∞ =⇒
∞∑
n=1

1/λn =
∞∑
n=1

1− αn
1 + αn

≤ 1

1 + α1

∞∑
n=1

(1− |αn|) = +∞. (6.33)

Hence

∞∑
n=1

(1− |αn|) = +∞. But there is a theorem which says that then g ≡ 0 (it is a

refinement of the theorem which guarantees that if g ̸≡ 0, the set of the zeros of g has no
accumulation points inside U). So f ≡ 0 and, in particular, f(n) = 0 for all n = 0, 1, 2...
proving (6.31). We refer to Rudin [10] for the proof of (2), which is based on some beautiful
theory of holomorphic functions on a half–plane, and for further details.

We will see later further applications of the Hahn–Banach Theorem.

6.2 The bidual and orthogonality

Let X be a normed space and consider the Banach space X ′. Then the bidual of X is
X ′′ := (X ′)′. There is a canonical immersion J : X ↪→ X ′′.

Lemma 6.23. Consider the map J : X → X ′′ given by ⟨Jx, x′⟩X′′×X′ := ⟨x, x′⟩X×X′. Then
J is an isometric immersion of X inside X ′′.

Proof. For ∥x′∥X′ = 1, by the definition of the norm in X ′′, we have

|
〈
Jx, x′

〉
X′′×X′ | = |

〈
x, x′

〉
X×X′ | ≤ ∥x′∥X′∥x∥X = ∥x∥X ,

from which we derive that ∥Jx∥X′′ ≤ ∥x∥X for any x ∈ X. On the other hand, for any
x ∈ X, by Hahn–Banach we know that there exists x′ ∈ X ′ with ∥x′∥X′ = 1 such that

∥x∥X = |
〈
x, x′

〉
X×X′ | = |

〈
Jx, x′

〉
X′′×X′ | ≤ ∥x′∥X′∥Jx∥X′′ = ∥Jx∥X′′ ,

so that we conclude ∥Jx∥X′′ ≥ ∥x∥X for any x ∈ X. Summing up, ∥Jx∥X′′ = ∥x∥X .

Definition 6.24. Given a topological vector space X and M ⊆ X, we set

M⊥ := {f ∈ X ′ : ⟨f, x⟩X′×X = 0 for all x ∈M}. (6.34)

Similarly, for N ⊆ X ′ we set

N⊥ := {x ∈ X : ⟨f, x⟩X′×X = 0 for all f ∈ N}. (6.35)
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Lemma 6.25. Given a normed space X and a linear subspace M ⊆ X. Then

(M⊥)⊥ =M. (6.36)

Given a linear subspace N ⊆ X ′, then

(N⊥)⊥ ⊇ N. (6.37)

Proof. By definition of M⊥ in (6.34), we have ⟨f, x⟩X′×X = 0 for all x ∈ M and f ∈ M⊥.
So (M⊥)⊥ ⊇ M by the definition of (M⊥)⊥, in (6.35) for N = M⊥. Furthermore, since
the orthogonals are closed spaces, we have also (M⊥)⊥ ⊇ M . This in particular proves
also (6.37). Now let us prove the equality (6.36). Proceeding by contradiction, suppose
that there exists x0 ∈ (M⊥)⊥\M . Then there is a closed hyperplane H separating strictly
x0 and M . In particular, is not restrictive to assume the existence of a continuous linear
functional f and an α ∈ R such that

⟨f, x0⟩X′×X = f(x0) < α < f(x) = ⟨f, x⟩X′×X for all x ∈M.

By linearity we need to have f(x) = 0 for all x ∈ M. This means that f ∈ M⊥. On the
other hand, f(x0) < 0 implies that x0 ̸∈ (M⊥)⊥, which contradicts our hypothesis that
x0 ∈ (M⊥)⊥\M . So we have proved that (M⊥)⊥\M = ∅.
Example 6.26. We will see later that (`1(N))′ = `∞(N) and that (c0(N))′ = `1(N), where
c0(N) is a closed subspace of `∞(N). Now, c0(N)⊥ = 0 ⊆ `1(N) and 0⊥ = `∞(N), so(
c0(N)⊥

)⊥
= `∞(N) % c0(N).

Lemma 6.27. Consider a bounded operator T : X → Y between two Banach spaces and
the adjoint T : Y ′ → X ′. Let R(T ) = TX and R(T ∗) = T ∗Y ′. Then we have the following:

kerT = R(T ∗)⊥; (6.38)

kerT ∗ = R(T )⊥; (6.39)

(kerT )⊥ ⊇ R(T ∗); (6.40)

(kerT ∗)⊥ = R(T ). (6.41)

Proof. Formula (6.38) follows from ⟨Tx, y′⟩Y×Y ′ = ⟨x, T ∗y′⟩X×X′ . Indeed, if x ∈ kerT then

the formula yields ⟨x, T ∗y′⟩X×X′ = 0 for any y′ ∈ Y ′, and so x ∈ R(T ∗)⊥. If, viceversa,

x ∈ R(T ∗)⊥, then ⟨Tx, y′⟩Y×Y ′ = 0 for all y′ ∈ Y ′, and this implies Tx = 0 by Corollary
6.3, that is, x ∈ kerT .
A similar discussion, in fact, simpler since it does not rely on a deep theorem like Hahn–
Banach but stems directly from the definitions, is valid for (6.39). Indeed, if y′ ∈ kerT ∗

then from 0 = ⟨x, T ∗y′⟩X×X′ = ⟨Tx, y′⟩Y×Y ′ for all x ∈ X we have y′ ∈ R(T )⊥. Viceversa,
if y′ ∈ R(T )⊥, then 0 = ⟨Tx, y′⟩Y×Y ′ = ⟨x, T ∗y′⟩X×X′ for all x ∈ X implies, by definition
of T ∗y′ ∈ X ′ (and therefore not by any deep theorem), that T ∗y′ = 0 and, so, y′ ∈ kerT ∗.
Turning to (6.40), we know from (6.37) that (R(T ∗)⊥)⊥ ⊇ R(T ∗), which gives the desired
result. Similarly, we know from (6.36) that (R(T )⊥)⊥ = R(T ), which gives 6.41.
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Exercise 6.28. Let T ∈ L(X,Y ) and consider T ∗ ∈ L(Y ′, X ′), T ∗∗ ∈ L(X ′′, Y ′′) and the
maps JX : X → X ′′ and JY : Y → Y ′′ in Lemma 6.23. Then for the following two maps
X → Y ′′, show that we have T ∗∗JX = JY T or, otherwise stated, that the following diagram
is commutative,

X Y

X ′′ Y ′′

J
X

T

JY

T∗∗

Exercise6.29.ConsiderthesetupofExercise6.28withT∈L(X,Y)andconsider
T∗∈L(Y′,X′),T∗∗∈L(X′′,Y′′)andthemapsJX:X→X′′andJ

Y:Y→Y′′inLemma
6.23.SupposenowthatbothXandYarereflexive,thatis,seelaterinSect.12,JXand
JYareisomorphisms.Thenshowthatinsteadof(6.40)wehave

(kerT)⊥=R(T∗).(6.42)

Answer.Wewanttoshowthat

x′∈(kerT)⊥=⇒x′∈(kerT∗∗)⊥.(6.43)

Assumingthis,byLemma6.27withT(resp.T∗)replacedbyT∗(resp.T∗∗),wehave(kerT∗∗)⊥=
R(T∗).Thisallowstoconcludethat(6.42)istrue.Soletusprove6.43andletx′∈(kerT)⊥.
Observethat,sinceJ−1

YT∗∗J
X=TwhereJXisanisomorphism,wehavekerT∗∗=

JXkerT.Since

0=〈x,x′〉X×X′=〈JXx,x′〉X′′×X′forallx∈kerT

andsince,byourobservation,asJXxspansallkerT∗∗asxvariesinkerT,weconclude
that

〈x′′,x′〉X′′×X′=0forallx′′∈kerT∗∗.

Hencex′∈(kerT∗∗)⊥and(6.43)isproved.

7TheorembyBanachandSteinhaus(uniformboundedness
principle)

Definition7.1(BaireSpaces).AtopologicalspaceXissaidtobeaBairespaceifeither
ofthefollowingtwoequivalentstatementsholds:

1.foranysequenceAnofdenseopensubspaces,then∩∞n=1Anisdense;

2.foranysequenceCnofclosedsubspaceswithoutinteriorpoints,then∪∞n=1Cnhas
emptyinterior.
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A subspace of a topological space X which is countable intersection of open sets is called a
Gδ subspace of X.

Exercise 7.2. Consider a compact space K and a decreasing sequence ofcompact sets with
∩n∈NKn = ∅. Then only finitely many of them are nonempty.

Hint: use Exercise 1.13.
There are two important classes of Baire spaces: locally compact spaces and complete

metric spaces.

Theorem 7.3. Every locally compact Hausdorff space X is a Baire space.

Proof. Take a sequence {An}n≥1 of dense open sets. Take any open set G1. We can
take a sequence of decreasing nonempty relatively compact open sets, with for n ≥ 2,
Gn ⊆ Gn ⊆ An ∩Gn−1, Gn compact. Then we claim we have

∩n∈NGn = ∩n∈NGn. (7.1)

Obviously from Gn ⊆ Gn yields the ⊆ in (7.1). On the other hand, if x ∈ ∩n∈NGn then
x ∈ Gn ⊆ Gn−1 for any n ≥ 2 and so x ∈ ∩n∈NGn which yields equality in (7.1).
By Exercise 7.2 we also know that the above infinite intersection is non empty, since oth-
erwise there would be N such that Gn = ∅ for n ≥ N , which, by construction, is not true.
Notice also that

∩∞n=1Gn ⊆ ∩∞n=2Gn ⊆ ∩∞n=2(An ∩Gn−1) ⊆ ∩∞n=2An.

Then G1 ∩ (∩∞n=2An) ̸= ∅. This implies also G1 ∩ (∩∞n=1An) ̸= ∅ (we could apply the above
argument to a sequence {An}n≥1 where A1 = A2). This implies that any sequence {An}n≥1
of dense open subspaces in X is such that ∩∞n=1An is dense.

Example 7.4. Let X be any non empty set and let us consider the topology where any
Y ⊆ X is open. Notice that X is locally compact ( for any x ∈ X the set {x} is a compact
neighborhood of x). If A is a dense set in X, then necessarily A = X. So for any sequence
An of dense open sets we actually have An = X for all n and trivially ∩∞n=1An = X, which
is obviously dense.

Theorem 7.5. Every complete metric space (X, d) is a Baire space.

Proof. Take a sequence {An}n≥1 of dense open sets in X. Take any open set G1. We
can take a sequence of decreasing nonempty open balls, with for n ≥ 2, D(xn, rn) ⊆
D(xn, rn) ⊆ D(xn−1, rn−1) ⊂ An ∩ G1 with rn ↘ 0 (rn a strictly decreasing sequence,
convergent to 0). Then, proceeding like in the proof of (7.1), it is easy to see that we
have ∩∞n=1D(xn, rn) = ∩∞n=1D(xn, rn). Furthermore, since X is a complete metric space,
this intersection is non empty and, in fact, is of the type {x} for some x ∈ X. Here
x ∈ D(xn, rn) for all n, and so x ∈ An ∩G1 for all n. So, in particular x ∈ (∩∞n=1An) ∩G1.
This shows that ∩∞n=1An is dense.
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Exercise 7.6. Show that for Ω and open subspace of Rd, the space D(Ω) is not metrizable.

Answer. As we know, D(Ω) is the direct limit of a strictly increasing sequence {DKn(Ω)},
where {Kn} is a sequence of compact subsets of Ω with Kn ⊂ K̊n+1 ∀ n and

⋃∞
n=1Kn = Ω.

Notice that since each DKn(Ω) is complete, by Theorem 4.39 also D(Ω) is complete.
Each DKn(Ω) is a closed subspace of D(Ω) (since it is complete) and it has empty interior,
since there are elements ϕ ∈ DKn+1(Ω) arbitrarily close to 0 in DKn+1(Ω) and with supp ϕ %
Kn. Furthermore, D(Ω) =

⋃∞
n=1DKn(Ω). All this implies that D(Ω) is not a Baire space.

If it were metrizable, it would be a complete metric space and, by Theorem 7.5, it would
be Baire.

Definition 7.7. Let {Λj}j∈J be a family in L(X,Y ) with X and Y two topological vector
spaces. We say that {Λj}j∈J is equicontinuous if for any neighborhood V of 0 in Y there
exists a neighborhood U of 0 in X such that ΛjU ⊆ V for all j ∈ J .

Exercise 7.8. Show that a family {Λj}j∈J in L(X,Y ) with X and Y two normed spaces
is equicontinuous if and only if there exists an M ∈ R+ such that ∥Tj∥L(E,F ) ≤M <∞ for
all j ∈ J .

Lemma 7.9. Let {Λj}j∈J be an equicontinuous family in L(X,Y ). Then, for any bounded
set E in X there exists a bounded set F in Y such that

⋃
j∈J ΛjE ⊆ F .

Proof. Set F :=
⋃
j∈J ΛjE and let V be any neighborhood of 0 in Y . By equicontinuity, we

know that there exists a neighborhood U of 0 in X such that ΛjU ⊆ V for all j ∈ J . Since
E is bounded, we know that there exists t ∈ R+ such that E ⊆ tU . It follows that for any
j ∈ J we have ΛjE ⊆ tΛjU ⊆ tV . So also F =

⋃
j∈J ΛjE ⊆ tV , which proves that F is

bounded in Y .

Theorem 7.10 (Banach–Steinhaus). Consider a family {Λj}j∈J in L(X,Y ) with X and
Y two topological vector spaces. Consider the orbits

Γ(x) := {Λjx : j ∈ J}

and set

B = {x ∈ X : Γ(x) is bounded in Y }.

Suppose that the complement of B in X does not contain a Gδ set dense in X. Then the
family {Λj}j∈J is equicontinuous.

Proof. Since by hypothesis {B := X\B does not contain the intersection of a sequence of
open dense sets in X, it follows that B is not contained in the union of a sequence of closed
sets, each with empty interior.
Consider an arbitrary balanced neighborhood W of 0 in Y and let V be another balanced
neighborhood of 0 in Y with V + V ⊆ W (notice that V ⊆ V + V , since if x ∈ V
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then (x + V ) ∩ V ̸= ∅ which implies x ∈ V − V = V + V , and so we can just take
V + V ⊆ V + V + V + V ⊆W ).
Set E :=

⋂
j∈J Λ

−1
j V . Then we claim that

B ⊆
⋃
n∈N

nE.

Indeed, for any x ∈ B, the fact that Γ(x) is bounded in Y implies that there exists an
n ∈ N such that Γ(x) ⊆ nV . So Λjx ∈ nV or, equivalently x ∈ nΛ−1j V , for all j ∈ J . Hence
x ∈

⋂
j∈J nΛ

−1
j V = n

⋂
j∈J Λ

−1
j V = nE.

The nE are closed sets. Each of them has non–empty interior exactly if E has a non–empty
interior. So there is an interior point x ∈ E̊ and a neighborhood U of 0 in X with x+U ⊆ E.
By the definition of E, this implies that Λjx+ ΛjU ⊆ V for all j ∈ J . Then

ΛjU ⊆ V − Λjx ⊆ V − V = V + V ⊆W for all j ∈ J .

So we have proved that for any neighborhood W of 0 in Y there exists a neighborhood U
of 0 in X such that ΛjU ⊆W for all j ∈ J and so, that {Λj}j∈J is equicontinuous.

An immediate corollary is hence the following .

Corollary 7.11. Let X and Y normed spaces and consider a family {Tj}j∈J ∈ L(X,Y ).
Suppose supj∈J ∥Tjx∥Y < ∞ for any x ∈ X. Then ∥Tj∥L(X,Y ) ≤ M < ∞ for some M for
all j ∈ J .
If it is not true that supj∈J ∥Tjx∥L(X,Y ) ≤ M < ∞ for some M , then supj∈J ∥Tjx∥Y = ∞
for all the x in a Gδ dense set.

Remark 7.12. If we do not use the proof of Theorem 7.10, we can prove directly Corollary
7.11 as follows.

Proof. Suppose supj∈J ∥Tjx∥Y < ∞ for any x ∈ X. Let En = {x ∈ X : ∥Tjx∥Y ≤ n ∀ j}.
Notice that Xn = ∩∞j=1TjDY (0, n) is closed.
Notice also that ∪n∈NEn = X. Indeed, given an x ∈ X, since supj∈J ∥Tjx∥Y <∞, there is
an n ∈ N s.t. supj∈J ∥Tjx∥Y < n and so x ∈ En.
Since X is a Baire space by Theorem 7.5, some of these En has non–empty interior.
Suppose that En has non–empty interior. Then, we have DX(x0, r) ⊆ En for some x0 ∈ En
and some r > 0. Then, by the definition of En, it follows that

∥Tj(x0 + rz)∥Y ≤ n for all z such that ∥z∥X < 1.

So r∥Tjz∥Y ≤ n + ∥Tjx0∥Y ≤ 2n for all z ∈ DX(0, 1). This yields ∥Tj∥L(X,Y ) ≤ 2n
r for all

j ∈ J and proves the first sentence in the statement.
Suppose now that it is not true that supj∈J ∥Tj∥L(X,Y ) = +∞. From the above ar-

gument it follows that each En has empty interior and so each open set X\En is an open
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dense set. Notice that the following set is a Gδ dense set (since it is the intersection of a
sequence of open dense sets in a Banach space)

∩n∈N (X\En) = X\ (∪n∈NEn) .

Furthermore, for each x ∈ X\ (∪n∈NEn) we have supj∈J ∥Tjx∥Y ≥ n for any n ∈ N and so
supj∈J ∥Tjx∥Y =∞.

7.1 Some application of Banach–Steinhaus to convergence of trigono-
metric series

A function f(x) = P (cosx, sinx) with P (z1, z2) a polinomial is called a trigonometric
polinomial. Using repeatedly the prostaferese formulas

sin(nx) sin(mx) =
cos((n−m)x)− cos((n+m)x)

2
,

cos(nx) sin(mx) =
sin((n+m)x)− sin((n−m)x)

2
and

cos(nx) cos(mx) =
cos((n−m)x) + cos((n+m)x)

2
,

(7.2)

it is easy to see that any trigonometric polinomial can be written in the form

f(x) =
a0
2

+

n∑
ℓ=1

(aℓ cos(`x) + bℓ sin(`x)). (7.3)

Lemma 7.13. Given the trigonometric polinomial (7.3), the following formulas are true,

aℓ =
1

π

∫ π

−π
f(x) cos(`x)dx =

1

π

∫ 2π

0
f(x) cos(`x)dx, ` = 0, 1, · · ·

bℓ =
1

π

∫ π

−π
f(x) cos(`x)dx =

1

π

∫ 2π

0
f(x) sin(`x)dx , ` = 1, · · · .

(7.4)

Proof. For δn,m the Kronecker delta, we have

1

π

∫ π

−π
sin(nx) sin(mx)dx = δn,m

1

π

∫ π

−π
cos(nx) cos(mx)dx = δn,m

1

π

∫ π

−π
cos(nx) sin(mx)dx = 0.

(7.5)

So, if we multiply (7.3) by cos(mx), obtaining

f(x) cos(mx) =
a0
2

cos(mx) +

n∑
ℓ=1

(aℓ cos(`x) cos(mx) + bℓ sin(`x) cos(mx))
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and if we integrate, we get∫ π

−π
f(x) cos(mx)dx =

=
a0
2

cos(mx) +
n∑
ℓ=1

(aℓ

∫ π

−π
cos(`x) cos(mx)dx+ bℓ

∫ π

−π
sin(`x) cos(mx)dx)

.

By (7.5) at most one term on the right hand side is non–zero, and we have∫ π

−π
f(x) cos(mx)dx = amπ.

In this way we obtain the 1st line in (7.4). The 2nd line is obtained similarly, multiplying
(7.3) by sin(mx) and integrating.

Definition 7.14 (Fourier Series). For any f ∈ L1(−π, π) its Fourier series is the series

a0
2

cos(mx) +

∞∑
ℓ=1

(aℓ cos(`x) + bℓ sin(`x)) (7.6)

where the coefficients an and bn are defined by (7.4). Alternatively, we can define the Fourier
series of f as the series

∞∑
ℓ∈Z

f̂(`)eiℓx where (7.7)

f̂(`) =
1

2π

∫ π

−π
e−iℓxf(x)dx.

The expansions can be obtained one from the other, using eiℓx = cos(`x) + i sin(`x).

Example 7.15. For [a, b] ⊆ [−π, π] and for the characteristic function χ[a,b], we have

χ̂[a,b](0) =
1

2π

∫ b

a
dx =

b− a
2π

and, for n ̸= 0,

χ̂[a,b](n) =
1

2π

∫ b

a
e−inxdx = i

e−inb − e−ina

2πn
.

Definition 7.16 (Tori). For any d ∈ N, we set Td := Rd/2πZd which we call the d–
dimensional Torus. There is a natural identification of Lp((−π, π)d) with Lp(Td). For any
f ∈ L1(Td) its Fourier coefficients are given by

f̂(n) :=
1

(2π)d

∫
Td

e−in·xf(x)dx. (7.8)
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Notice that if f ∈ Ck(Td) for any |α| ≤ k we have

∂̂αx f(n) =
1

(2π)d

∫
Td

e−in·x∂αx f(x)dx = (−1)|α| 1

(2π)d

∫
Td

∂αx e
−in·xf(x)dx

= i|α|nα1
1 ...nαd

d f̂(n). (7.9)

In other words, transformation (7.8) diagonalizes all the operators ∂αx . So in particular, for

the Laplacian △ :=
d∑
j=1

∂2j we have

△̂f(n) = i2(n21 + ...+ n2d)f̂(n) = −∥n∥2f̂(n). (7.10)

The following lemma expresses the fact that a bounded operator remains defined by
L1(Td) ∋ f̂ −→ f̂ ∈ c0(Zd), where the latter is defined in (3.20)

Lemma 7.17. For any f ∈ L1(Td) we have

|f̂(n)| ≤
∥f∥L1(Td)

(2π)d
for all n ∈ Zd, and (7.11)

lim
n→∞

f̂(n) = 0. (7.12)

Proof. Inequality (7.11) is straightforward. Let us turn to the proof of (7.12), which we know
is true for f = χ[a1,b1]×...×[ad,bd] or for f a linear combination of functions χ[a1,b1]×...×[ad,bd].

Such linear combinations form a dense set in L1((−π, π)d). So, for any ε > 0 there exists

g =
N∑
j=1

λjχ[a
(j)
1 ,b

(j)
1 ]×...×[a(j)d ,b

(j)
d ]

with ∥f − g∥L1(Td) < ε. By Example 7.15 we have

lim
n→∞

ĝ(n) = lim
n→∞

id

(2π)d

N∑
j=1

λj

d∏
k=1

e−inkb
(j)
k − e−inka

(j)
k

nk
= 0,

which implies that there exists a Nϵ such that for |n| > Nϵ we have |ĝ(n)| < ε. This implies
that for |n| > Nϵ we have

|f̂(n)| ≤ |ĝ(n)|+ |f̂(n)− ĝ(n)| ≤ ε+ (2π)−d∥f − g∥L1(Td) <
(
1 + (2π)−d

)
ε.

We conclude that we have shown (7.12).

Let us focus in dimension d = 1. Obviously, it is interesting to get information on the
convergence of the Fourier Series, that is on the limit

lim
n→+∞

Snf(x) , with the partial sums Snf(x) :=
a0
2

+

n∑
ℓ=1

(aℓ cos(`x) + bℓ sin(`x))
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Definition 7.18. For any n ≥ 1 the Dirichlet kernel is the function

Dn(x) =
1

2
+

n∑
ℓ=1

cos(`x) =
sin((n+ 1

2)x)

2 sin x
2

. (7.13)

Notice that the 2nd equality follows from using the telescopic sum

sin

((
n+

1

2

)
x

)
= sin

(x
2

)
+

n∑
ℓ=1

(
sin

((
`+

1

2

)
x

)
− sin

((
`− 1

2

)
x

))

= sin
(x
2

)
+

n∑
ℓ=1

2 sin
(x
2

)
cos(`x).

Lemma 7.19. For any f ∈ L1(T) we have

Snf(x) =
1

π

∫ π

−π
f(t)Dn(x− t)dt. (7.14)

Proof. Follows from

Snf(x) =
1

2

1

π

∫ π

−π
f(t)dt+

n∑
ℓ=1

(
cos(`x)

1

π

∫ π

−π
f(t) cos(`t)dt+ sin(`x)

1

π

∫ π

−π
f(t) sin(`t)dt

)

=
1

2

1

π

∫ π

−π
f(t)dt+

n∑
ℓ=1

1

π

∫ π

−π
f(t)(cos(`x) cos(`t) + sin(`x) sin(`t))dt

=
1

π

∫ π

−π
f(t)

(
1

2
+

n∑
ℓ=1

cos(`(x− t))

)
dt.

We will denote by C0(T) the set of the functions f ∈ C0(R) and 2π–periodic.
Let us apply now the Theorem by Banach and Steinhaus to the Fourier series.

Theorem 7.20. For any x ∈ T there exists f ∈ C0(T) whose Fourier series does not
converge in x.

Proof. First of all, it is not restrictive to consider x = 0. Recall that the partial sums are
given by

Snf(x) =
1

2π

∫ π

−π
f(t)Dn(t− x)dt , Dn(x) =

sin((n+ 1
2)x)

2 sin(x/2)
.

Notice now that

∥Dn∥L1(T) > 2

∫ π

0

∣∣ sin((n+
1

2
)t)
∣∣dt
t

= 2

∫ (n+ 1
2
)π

0

∣∣ sin(t)∣∣dt
t
> 2

∫ nπ

0

∣∣ sin(t)∣∣dt
t

> 2

n∑
k=1

1

kπ

∫ kπ

(k−1)π

∣∣ sin(t)∣∣dt = 4

n∑
k=1

1

kπ

n→+∞−−−−−→∞.
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If we set g(t) = sign(Dn(t)) with sign(x) =

{
1 if x ≥ 0
−1 if x < 0

, then it is easy to understand

that sign(Dn) is Riemann integrable.
Notice that

Sng(0) =
1

2π

∫ π

−π
g(t)Dn(t)dt =

1

2π

∫ π

−π
|Dn(t)|dt =

1

2π
∥Dn∥L1(T)

By Lusin Theorem, for any 1/j > 0 there exists a function fj ∈ C0(T) with ∥fj∥L∞(T) ≤
∥g∥L∞(T) = 1 such that

|{x : fj(x) ̸= g(x)}| < 1/j.

Hence fj
j→+∞−−−−→ g in L1(T) and Snfj(0)

j→+∞−−−−→ Sng(0) =
1
2π∥Dn∥L1(T).

If {Snf(0)}n∈N for any f ∈ C0(T) were convergent, then for any f ∈ C0(T) we would
have supn |Snf(0)| < ∞. Now, the operators ev0Sn : f → Snf(0) are bounded operators
C0(T) → C for any n. By Banach Steinhaus, supn |Snf(0)| < ∞ for any f ∈ C0(T) would
imply a uniform ∥ev0Sn∥(C0(T))′ ≤ C for all n ∈ N. Then in particular

|Snfj(0)| ≤ ∥ev0Sn∥(C0(T))′∥fj∥C0(T) ≤ ∥ev0Sn∥(C0(T))′ ≤ C for all n and j.

But taking we obtain |Snfj(0)|
j→+∞−−−−→ |Sng(0)| = 1

2π∥Dn∥L1(T). So we obtain the following,
which gives a contradiction

+∞ +∞←n←−−−−− 1

2π
∥Dn∥L1(T) ≤ C < +∞

Exercise 7.21. Show that for any f ∈ C0(T) we have

lim
n→+∞

∥Snf∥C0(T)

log n
= 0.

A direct consequence of Banach–Steinhaus and Theorem 7.20, is the following.

Corollary 7.22. For any x ∈ T the subset Ex formed by the f ∈ C0(T) whose Fourier
series does not converge in x contains a Gδ set, that is it contains a countable intersection
of open dense sets.

The fact that f ∈ C0(T) is not the pointwise limit of its Fourier series, does not prevent
f from being the pointwise limit of another sequence of trigonometric polynomials. What
follows is related to the notion of Cesáro means. Recall that, given a sequence of numbers
xn, then

lim
n→+∞

xn = A⇒ lim
n→+∞

x1 + x2 + ..+ xn
n

= A.
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Obviously ⇐ is not true (take xn = (−1)n). Turning to f ∈ C0(T), instead of considering
the limit lim

n→∞
Snf(x) we will show instead that

lim
n→∞

σnf(x) = f(x) for any x and for σnf(x) =
S0f(x) + S1f(x) + ..+ Snf(x)

n+ 1
. (7.15)

Definition 7.23 (Fejer Kernel). The Fejer Kernel is given by

KN (t) =
1

N + 1

N∑
n=0

Dn(t) =
1

N + 1

N∑
n=0

sin((n+ 1
2)t)

2 sin t
2

. (7.16)

Lemma 7.24. We have the following facts.

1. KN (t) ≥ 0 for all t.

2. We have
1

π

∫ π

−π
KN (t)dt = 1.

3. For µN (δ) := max{KN (t) : δ ≤ t ≤ π}, we have µN (δ) ≤ 1/(2(N + 1) sin2 δ2)
N→+∞−−−−−→

0.

Proof. We have the following formula, which shows the 1st and 3rd claim,

KN (t) =
1

N + 1

N∑
n=0

sin((n+ 1
2)t) sin

t
2

2 sin2 t
2

=
1

N + 1

N∑
n=0

cos(nt)− cos((n+ 1)t)

4 sin2 t
2

=
1

N + 1

1− cos((N + 1)t)

4 sin2 t
2

=
2

N + 1

sin
(
(N+1)

2 t
)

4 sin t
2

2

.

Finally, the 2nd claim follows, using (7.13), from

1

π

∫ π

−π
KN (t)dt =

1

π

1

N + 1

N∑
n=0

∫ π

−π
Dn(t)dt

=
1

π

1

N + 1

N∑
n=0

∫ π

−π

(
1

2
+

n∑
ℓ=1

cos(`t)

)
dt =

1

π

1

N + 1

N∑
n=0

∫ π

−π

1

2
dt = 1.

Here notice that for

SNf(x) =
α0

2
+

N∑
n=1

(αn cos(nx) + βn sin(nx)) (7.17)
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then

σ0f(x) =
α0

2
, σ1f(x) =

α0 + α1 cos(x) + β1 sin(x)

2

σ2f(x) =
3
2α0 + 2α1 cos(x) + 2β1 sin(x) + α2 cos(2x) + β2 sin(2x)

3
...

σNf(x) =
N+1
2 α0 +Nα1 cos(x) +Nβ1 sin(x) + ...+ αN cos(Nx) + βN sin(Nx)

N + 1

In particular

σNf(x) =
α0

2
+

N∑
n=1

(
1− n

N + 1

)
(αn cos(nx) + βn sin(nx)). (7.18)

Lemma 7.25. Given f ∈ L1(T) and a point x0 where the two limits f(x±0 ) exist and are
finite, then the sequence

σNf(x) =
2

π(N + 1)

∫ π

−π
f(x+ t)

sin
(
(N+1)

2 t
)

4 sin t
2

2

dt

converges in x = x0 with

lim
n→∞

σnf(x0) =
f(x+0 ) + f(x−0 )

2
. (7.19)

Proof. We write

σnf(x0)−
f(x+0 ) + f(x−0 )

2
=

=
1

2π(n+ 1)

∫ π

0
(f(x0 + t)− f(x+0 ))

sin
(
(n+1)

2 t
)

sin t
2

2

dt

+
1

2π(n+ 1)

∫ π

0
(f(x0 − t)− f(x−0 ))

sin
(
(n+1)

2 t
)

sin t
2

2

dt.

(7.20)
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Now, considering for instance the 1st term in the r.h.s., we have

1

2π(n+ 1)

∫ π

0
(f(x0 + t)− f(x+0 ))

sin
(
(n+1)

2 t
)

sin t
2

2

dt

=
1

2π(n+ 1)

∫ δ

0
(f(x0 + t)− f(x+0 ))

sin
(
(n+1)

2 t
)

sin t
2

2

dt

+
1

2π(n+ 1)

∫ π

δ
(f(x0 + t)− f(x+0 ))

sin
(
(n+1)

2 t
)

sin t
2

2

dt,

where the last line is in absolute value bounded above by

1

π

∫ π

δ

(
|f(x0 + t)|+ |f(x+0 )|

)
µn(δ)dt ≤

1

π

(
∥f∥L1(T) + π|f(x+0 )|

)
µn(δ)

n→+∞−−−−−→ 0.

So for δ > 0 arbitrarily small and to be chosen, we look at the limit for n→∞ of

1

2π(n+ 1)

∫ δ

0
(f(x0 + t)− f(x+0 ))

sin
(
(n+1)

2 t
)

sin t
2

2

dt

+
1

2π(n+ 1)

∫ δ

0
(f(x0 − t)− f(x−0 ))

sin
(
(n+1)

2 t
)

sin t
2

2

dt.

For δ > 0 sufficiently small, |f(x0 ± t)− f(x±0 )| < ε for any preassigned ε > 0 and using

8Kn(t) =
1

n+ 1

sin
(
(n+1)

2 t
)

sin t
2

2

,

the absolute value of the previous formula is less than

ε

π(n+ 1)

∫ δ

0

sin
(
(n+1)

2 t
)

sin t
2

2

dt ≤ 8ε

π

∫ π

−π
Kn(t)dt = 8ε.

So

lim sup
n→∞

∣∣∣∣σnf(x0)− f(x+0 ) + f(x−0 )

2

∣∣∣∣ ≤ 8ε.

Since ε > 0 is arbitrary, we conclude with (7.19).
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Corollary 7.26. For any f ∈ C0(T) and any point x0 we have

lim
n→∞

σnf(x0) = f(x0). (7.21)

Furthermore, we have

σnf
n→+∞−−−−−→ f in C0(T). (7.22)

Proof. The limit (7.21) follows immediately from Lemma 7.25. Let us now prove the uniform
limit in (7.22). In analogy to (7.20)

σnf(x)− f(x) =

=
1

2π(n+ 1)

∫
|t|≤δ

(f(x+ t)− f(x))

sin
(
(n+1)

2 t
)

sin t
2

2

dt

+
1

2π(n+ 1)

∫
|t|≥δ

(f(x+ t)− f(x))

sin
(
(n+1)

2 t
)

sin t
2

2

dt =: I + II.

we have

∥II∥L∞(T) ≤ sup
x∈T

1

π

∫
|t|≥δ

(|f(x+ t)|+ |f(x)|)µn(δ)dt ≤
1

π

(
∥f∥L1(T) + 2π∥f∥L∞(T)

)
µn(δ)

n→+∞−−−−−→ 0.

On the other hand f ∈ C0(T) implies that f : T→ C is uniformly continuous. So, for any
ε > 0 there exists δ > 0 such that on any I ⊆ T with diam(I) ≤ δ we have oscIf < ε. Hence
for such δ > 0 we have

∥I∥L∞(T) =
1

2π(n+ 1)
sup
x∈T

∫
|t|≤δ
|f(x+ t)− f(x)|

sin
(
(n+1)

2 t
)

sin t
2

2

dt

≤ ε 1

2π(n+ 1)

∫
|t|≤δ

sin
(
(n+1)

2 t
)

sin t
2

2

dt ≤ 4ε

π

∫ π

−π
Kn(t)dt = 4ε

like in the proof in Lemma 7.25. This completes the proof of (7.22).

Exercise 7.27. Show that it is false that

σnf
n→+∞−−−−−→ f in L∞(T) for any f ∈ L∞(T). (7.23)

Remark 7.28. We will return later to the phenomenon in Exercise 7.27. Notice that the
operator defined by

et△f(x) := (4πt)−
d
2

∫
Rd

e−
|x−y|2

4t f(y)dy for f ∈ Lp(Rd) (7.24)
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solves the initial value problem

ut −△u = 0 , u|t=0 = f (7.25)

for 1 ≤ p <∞ but not for p =∞. We will prove

lim
t↘0

et△f = f in Lp(Rd) (7.26)

for all f ∈ Lp(Rd) for 1 ≤ p <∞ and

lim
t↘0

et△f = f in L∞(Rd) for f ∈ C0
0 (Rd), (7.27)

where
C0
0 (Rd) := {g ∈ C0(Rd) : lim

x→∞
g(x) = 0}. (7.28)

While we will discuss (7.26) and (7.27), we will not discuss the above PDE (this would
require the Fourier Transform). Notice that it is not true, and we will discuss this, that

lim
t↘0

et△f = f in L∞(Rd) for any f ∈ L∞(Rd). (7.29)

Remark 7.29. The operator defined by

ei△tu0(x) = (4πit)−
d
2

∫
Rd

e
i|x−y|2

4t u0(y)dy for f ∈ Lp(Rd) for 1 ≤ p ≤ 2. (7.30)

solves the linear Schrödinger equation

iut +△u = 0 , u(0, x) = u0(x). (7.31)

8 Open Mapping Theorem and Closed Graph Theorem

Theorem 8.1. Let E and F be Banach spaces and consider a bounded linear map T : E →
F which is onto. Then there is c > 0 such that

T (DE(0, 1)) ⊃ DF (0, c). (8.1)

Proof. First we show there is c > 0 such that

T (DE(0, 1)) ⊃ DF (0, 2c). (8.2)

If this is not the case, then consider Xn := n T (DE(0, 1)) = nT (DE(0, 1)) = T (nDE(0, 1)).
Since F = ∪Xn and F is a Baire space by Theorem 7.5, some of the Xn must have nonempty
interior. Since X1 =

1
nXn, we conclude that X1 has non empty interior. Then , there exists

a disk

DF (y0, 4c) ⊂ T (DE(0, 1)). (8.3)
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Hence y0 ∈ T (DE(0, 1)) and, since T (DE(0, 1)) is balanced,

−y0 ∈ T (DE(0, 1)). (8.4)

Summing (8.3)–(8.4), we obtain

DF (0, 4c) ⊂ T (DE(0, 1)) + T (DE(0, 1)) ⊆ 2T (DE(0, 1)), (8.5)

the latter inclusion by convexity of T (DE(0, 1)). This gives (8.2).
Next we want to show (8.1). Let ∥y∥F < c. We claim that

there is z1 ∈ DE(0, 1/2) such that ∥y − Tz1∥F < c2−1. (8.6)

Indeed, (8.2) implies T (DE(0, 1/2)) ⊃ DF (0, c) and this inclusion proves the claim, because
either y ∈ T (DE(0, 1/2)) and so there is a ∥z1∥E < 2−1 with y = Tz1, or y is in the closure of
T (DE(0, 1/2)), and in this case for any ε > 0 there is z1 ∈ DE(0, 1/2) with ∥y−Tz1∥F < ε.
So we get the desired claim (8.6).
Suppose we have found zj ∈ DE(0, 2

−j) for j = 1, ..., n so that ∥y −
∑n

j=1 Tzj∥F < c2−n.

Then we claim that there exists zn+1 ∈ DE(0, 2
−n−1) so that ∥y −

∑n+1
j=1 Tzj∥F < c2−n−1.

Indeed on one hand we have (y −
∑n

j=1 Tzj) ∈ DF (0, 2
−nc) and on the other (8.2) implies

T (DE(0, 2−n−1)) ⊃ DF (0, 2
−nc). We conclude like in the proof of (8.6).

Consider now x =

∞∑
j=1

zj . We have ∥x∥E ≤
∞∑
j=1

∥zj∥E <

∞∑
j=1

2−j = 1, so x ∈ DE(0, 1).

On the other hand ∥Tx− y∥F = lim
n→+∞

∥y −
n∑
j=1

Tzj∥F = 0, so y = Tx. So we have proved

(8.1).

Corollary 8.2. Let E and F Banach spaces and consider a bounded linear map T : E → F
which is onto. Then T is open, that is, it sends open sets into open sets. Furthermore, if
T is also one to one, then also T−1 is bounded.

Proof. First we need to show that if U ⊆ E is open, then TU ⊆ F is open. Let y0 ∈ TU
and x0 ∈ U with y0 = Tx0. Since U is open, there exists r > 0 such that DE(x0, r) ⊆ U . It
then follows that y0 + TDE(0, r) ⊆ TU . By (8.1), we know that TDE(0, r) ⊃ DF (0, c r).
Then y0 +DF (0, c r) = DF (y0, c r) ⊆ TU . This proves that TU ⊆ F is open.
We prove now the last sentence in the statement. We know that T−1F → E exists and
we have to prove that it is bounded. Form (8.1) we know that if y = Tx ∈ DF (0, c), then
necessarily x = T−1y ∈ DE(0, 1). So we conclude ∥T−1y∥E ≤ 1

c∥y∥F for every y ∈ F and
T−1 is bounded.

Example 8.3. In Sect. 8.1 we discuss the fact the map F : f → f̂(n) which sends L1(T) in
c0(Z) is one to one but is not onto. Notice that the operator L1(T) F−→ R(F) $ c0(Z) is one
to one and onto on the image. Yet the inverse R(F)

F−1

−−→ L1(T) is unbounded. Indeed, if it
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were bounded, then L1(T) F−→ R(F) would be an isomorphism, and R(F) would be complete,
but in fact it is not, since R(F) = c0(Z) inside `∞(Z). So in other words, in Corollary 8.2
the hypothesis that F is a Banach space is essential, since otherwise the statement is false.

Example 8.4. Another example is the operator Lp(Rd) ∋ f
T−→ ⟨x⟩−1 f ∈ Lp(Rd) where

⟨x⟩ =
√

1 + |x|2 is the Japanese bracket. This is obviously a bounded operator. Notice
that the spectrum is [0, 1] and is an obviously not invertible, since otherwise 0 would not
be in the spectrum, or, more directly, since the inverse would be f → ⟨x⟩ f , which is clearly
not a bounded operator in Lp(Rd). On the other hand R(T ) ⊃ C∞c (Rd), which is dense
in Lp(Rd) for p < ∞. So again, T−1 ̸∈ L(R(T ), Lp(Rd)) since otherwise R(T ) would be a
closed subspace of Lp(Rd).
Obviously this example can be replicated using any ϕ ∈ C0(Rd,R+) with lim

x→∞
ϕ(x) = +∞

and Lp(Rd) ∋ f T−→ (ϕ(x))−1 f ∈ Lp(Rd).

8.1 An application of the Open Mapping Theorem to Fourier series

Theorem 8.5. The map f → f̂(n) which sends L1(T) in c0(Z) is one to one but is not
onto.

Proof. Let us proceed by contradiction and let us suppose that the map is not one to one.
Then there exists a nonzero f ∈ L1(−π, π) with f̂(n) = 0 for all n ∈ Z. In particular this
implies that ∫ π

−π
f(t)P (t)dt = 0 (8.7)

for any trigonometric polynomial P (t). Then we claim that (8.7) extends replacing P by
any g ∈ C0(T). Indeed, we have ∫ π

−π
f(t)σNg(t)dt = 0.

On the other hand, fσNg
n→+∞−−−−−→ fg in L1(T) since

∥fg − fσNg∥L1(T) ≤ ∥f∥L1(T)∥g − σNg∥L∞(T)
n→+∞−−−−−→ 0,

by Corollary 7.26. This implies our claim:

0 = lim
N→+∞

∫ π

−π
f(t)σNg(t)dt =

∫ π

−π
f(t)g(t)dt for any g ∈ C0(T).

Now, for any interval I ⊆ (−π, π) it is elementary to find a sequence gn ∈ C0(T) with
|gn(x)| ≤ 1 everywhere and lim

n→+∞
gn(x) = χI(x) for any x. Indeed, if say I = [a, b] ⊂
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(−π, π), we can take

gn(x) =


1 if x ∈ [a, b]

0 if x ̸∈
[
a− 1

n , b+
1
n

]
n
(
x− a+ 1

n

)
if x ∈

[
a− 1

n , a
]

−n
(
x− b− 1

n

)
if x ∈

[
b, b+ 1

n , a
]
,

and we can deal similarly with other cases. Then, by Dominated Convergence, we obtain

0 = lim
n→+∞

∫ π

−π
f(t)gn(t)dt =

∫ π

−π
f(t)χI(t)dt for any interval I ⊆ (−π, π).

This implies f(t) = 0 for a.a. t.
Having proved that our map is one to one, we show that it is not onto. Indeed, since it

is a bounded map, by Corollary 8.2 if it is also onto, then it has bounded inverse. Then we
would have ∥f̂∥c0(Z) ≥ C∥f∥L1(T) for some fixed C. But then also ∥D̂n∥c0(Z) ≥ C∥Dn∥L1(T)
which is impossible, since the left is 1 and the right goes to ∞.
Remark 8.6. Notice that in the above proof we exploited ∥D̂n∥ℓ∞(Z) = 1 and ∥Dn∥L1(T)

n→+∞−−−−−→
+∞. The two quantities ∥D̂n∥ℓp′ (Z) and ∥Dn∥Lp(T) are instead comparable for 1 < p ≤ 2

and p′ =
p

p− 1
. It is possible to prove that

for 1 < p < 2 the map Lp(T) ∋ f → {f̂(n)}n∈Z ∈ `p
′
(Z) (8.8)

is bounded (it is an immediate consequence of Riesz interpolation theorem and the fact that
the map is bounded for p = 1 and for p = 2). Injectivity is proved in the above theorem.
Finally, for the fact that (8.8) is not an isomorphism, see later exercise 19.18.

Example 8.7. The following is true:

a

∞∑
n=2

sin(nx)

log n
is not the Fourier series of an element in L1(T);

b

∞∑
n=2

cos(nx)

log n
is the Fourier series of an element in L1(T).

Let us check a. Suppose by contradiction that it is the Fourier series of f ∈ L1(T). From
the Fourier series we conclude that ∫ 2π

0
f(x)dx = 0. (8.9)

We consider now

F (x) =

∫ x

0
f(t)dt.
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Then from the latter and from (8.9) we obtain F ∈ AC(T). It is easy to check from the
definition of Fourier series that the series of F is obtained formally integrating term by term
the series of f . We have in particular (the Fourier series of a AC(T) function converges
pointwise to the function) the pointwise convergence of the series with

F (x) =
a0
2
−
∞∑
n=2

cos(nx)

n log n
for all x ∈ R

for some constant a0 ∈ R. In particular, from F (0) = 0 we have the following, which
obviously gives a contradiction,

R ∋ a0 = 2
∞∑
n=2

1

n log n
= +∞.

The discussion of b is more complicated and we refer to p. 183 Zygmund [17] for the
following which generalizes b. Consider a series

a0
2

+

∞∑
n=1

an cos(nx)

where the sequence satisfies the following two hypotheses:

i an
n→+∞−−−−−→ 0;

ii the sequence {an} is convex, that is an+1 + an−1 − 2an ≥ 0 for all n ≥ 1.

Then the above series is the Fourier series of an element in L1(T).

8.2 The Closed Graph Theorem

Notice that if E and F are normed spaces, then E × F can be provided with the norm

∥(x, y)∥ := ∥x∥E + ∥y∥F . (8.10)

Exercise 8.8. Show that E×F is a Banach space if and only if both E and F are Banach
spaces.

Theorem 8.9. Let E and F be Banach spaces and consider a linear T : E → F . If the
graph G(T ) is closed in E × F then T is bounded.

Proof. Being a closed subspace in the Banach space E×F , G(T ) is also a Banach space. The
projection G(T ) → E is bounded, since ∥x∥E ≤ ∥x∥E + ∥Tx∥F , is one to one and is onto.
Hence it is an isomorphism by Corollary 8.2. This means that E ∋ x → (x, Tx) ∈ G(T ) is
a bounded map, and hence that there exists C > 0 such that ∥x∥E + ∥Tx∥F ≤ C∥x∥E , and
so ∥Tx∥F ≤ (C − 1)∥x∥E for any x ∈ E. This implies that T is bounded.

The following are two examples of linear operators T : E → F where E is not a Banach
space, F is a Banach space, the graph G(T ) is closed in E × F but T is not a bounded
operator.
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Example 8.10. Let F = `1(N) with its own norm and E := {x = (xn) ∈ `1(N) :
∑∞

n=1 n|xn| <
∞} with the norm of `1(N). Clearly, E ( F is a dense subspace of F , since E ⊃ H,
H = {x = (xn) ∈ `1(N) : xn = 0 except for finitely many n′s}, which is a dense subspace
of `1(N).

Consider now the map T : E → F defined by (Tx)n = nxn. It is clearly an unbounded
map, since otherwise, from

T (0, · · · , 0, 1︸︷︷︸
n-th position

, 0, · · · ) = n(0, · · · , 0, 1︸︷︷︸
n-th position

, 0, · · · ),

we would get the absurd conclusion

∥T (0, · · · , 0, 1︸︷︷︸
n-th position

, 0, · · · )∥ℓ1(N)

= n∥(0, · · · , 0, 1︸︷︷︸
n-th position

, 0, · · · )∥ℓ1(N) = n
n→+∞−−−−−→ +∞ ≤ ∥T∥E→F < +∞.

Yet the graph G(T ) ⊂ E × F is closed. Indeed, suppose that {(xn, Txn)}n∈N has limit

(x,y) in E × F . Then xn
n→+∞−−−−−→ x in `1(N) implies that for any m ∈ N, we have x(m) =

lim
n→+∞

xn(m). Similarly, Txn
n→+∞−−−−−→ y in `1(N) implies that for any m ∈ N, we have

y(m) = lim
n→+∞

Txn(m) = lim
n→+∞

mxn(m) = mx(m). This means that y = Tx, and so that

G(T ) ⊂ E × F is closed.
The map T : E → F is clearly invertible, with inverse T−1 : F → E defined by

(T−1x)n =
xn
n
. Clearly this map is bounded. And yet T , as we saw above, is not bounded.

A more interesting but similar example, is the following one.

Example 8.11. Let F = C0([0, 1]) with the norm L∞([0, 1]) and E := C1([0, 1]) with the
norm as subspace of F . It has been already proved that E ( F is a dense subspace of F
(Exercise:why?).

Consider now the map T : E → F defined by Tf =
d

dt
f . It is clearly an unbounded

map, since ∥Ttn∥L∞([0,1]) = n∥tn−1∥L∞([0,1]) = n and so, like above if it was bounded we
would have

∥Ttn∥L∞([0,1]) = n∥tn∥L∞([0,1]) = n
n→+∞−−−−−→ +∞ ≤ ∥T∥E→F < +∞.

Yet the graph G(T ) ⊂ E×F is closed. Indeed, if

(
fn,

d

dt
fn

)
n→+∞−−−−−→ (f, g) in E×F , notice

that

f(t) = lim
n
fn(t) = lim fn(0) + lim

n

∫ t

0
Tfn(s)ds = f(0) +

∫ t

0
g(s)ds

from which we conclude that f ∈ C1([0, 1]) with
d

dt
f = g.

Unlike in Example 8.10, here the map T : E → F is not invertible, since it is not one
to one.
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9 Projections and complemented subspaces

Definition 9.1. A vector subspace F of a topological vector space E is said complemented
if it is closed and if there is a closed subspace G of E such that

E = F ⊕G, (9.1)

that is, E = F +G and F ∩G = 0.

Exercise 9.2. Let E be a topological vector space and E = F ⊕ G with F and G closed.
Show that then E is isomorphic to the product F ×G.

In the next two lemmas, we consider to classes of examples.

Lemma 9.3. Let E be Banach and let F be a subspace of finite dimension n. Then F is
complemented.

Proof. First of all F , being isomorphic to Kn, is complete and so closed in E.
Consider a basis f1, ..., fn of F and write x ∈ F as x =

∑n
j=1 xjfj . This defines bounded

operators φj : F → K by φjx = xj which we extend by Hahn Banach. Set G := ∩nj=1 kerφj .
Obviously G is closed.
We have F ∩ G = 0 because if x =

∑n
j=1 xjfj is such that φjx = xj = 0 then x = 0.

Furthermore, given z ∈ E with φjz = xj , set x =
∑n

j=1 xjfj . Then φj(z − x) = 0 for all j
and so z = x+ (z − x) with x ∈ F and (z − x) ∈ G.
So we have proved E = F ⊕G.

Lemma 9.4. Let E be Banach and let F be a closed subspace of finite codimension. Then
F is complemented.

Proof. The space E/F is a finite dimensional vector space and we can consider the projection
π : E → E/F . Consider elements g1, ..., gn ∈ E which project into a basis of E/F . Then
their span G is a closed complement of F .

Definition 9.5. Given a topological vector space E, an operator P ∈ L(E) is a projection
if P 2 = P .

Exercise 9.6. Show that if P is a projection, also 1− P is a projection.

Exercise 9.7. Given E = X ⊕ Y with X and Y closed, show that the maps P (x+ y) := x
and Q(x+ y) = y are projections.

Answer. First of all any x ∈ X can be written uniquely as x = x+ 0 as a sum for the
form x = x1 + y1 with x1 ∈ X and y1 ∈ Y , and hence Px = x for any x ∈ X. Hence, for
z = x + y we have Pz = x and P 2z = Px = x. This means that Pz = P 2z for all z ∈ E.
The same holds for Q. Next, let us consider the product X × Y with the norm the like in
(8.10). Then

X × Y ∋ (x, y)→ x+ y ∈ E is such that ∥x+ y∥E ≤ ∥x∥E + ∥y∥E
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by the triangular inequality, and hence is continuous. It is also a bijective map. Since
X and Y are closed subspaces of E, they are Banach spaces, and so is also their product
X × Y . Then by Corollary 8.2 the above map is an isomorphism. Hence the inverse map,
which is given by

E ∋ z → (Pz,Qz) ∈ X × Y

is bounded. Hence there exists a constant C s.t.

∥Pz∥E + ∥Qz∥E ≤ C∥z∥E .

This in particular implies that both P and Q are bounded operators.

Exercise 9.8. Let X be a Banach space and let P,Q ∈ L(X) such that +∞ > dimR(Q) >
dimR(P ).

1. Show that if P,Q are both two projections, then ∥P −Q∥L(X) ≥ 1.

2. Is the above statement correct if it is not true that P,Q are both two projections?

Exercise 9.9. Given a topological vector space E and a closed vector subspace X, then X
is complemented if and only if there exists a projection P ∈ L(E) such that PE = X.

Remark 9.10. It will be obvious, later, that if X is a Hilbert space and Y is a closed
subspace ofX, Y has a closed complement, thanks to the fact that there exists an orthogonal
projection on Y . Remarkably, it can be proved that if X is a Banach space which is
not topologically isomorphic to a Hilbert space, there exists in X a closed subspace not
complemented. For example, c0(N) is not complemented in `∞(N), see [1]. Similarly, C0

0 (R)
is not complemented in L∞(R).

Lemma 9.11. Let T ∈ L(E,F ) be an onto bounded operator between two topological vector
spaces. Then the following are equivalent:

1 T has right inverse (that is, S ∈ L(F,E) with T ◦ S = IdF ).

2 kerT is complementary in E.

Proof. If we assume 1, then S(F ) is such that E = kerT + S(F ) and kerT ∩ S(F ) = 0.
By T ∈ L(E,F ) we conclude that T : S(F ) → F is a bounded operator. By hypothesis,
S : F → S(F ) ⊆ E is a bounded operator. Since T ◦S : F → F is the identity, we conclude
that T : S(F ) → F is onto. We know from ker T ∩ S(F ) = 0 that T : S(F ) → F is one to
one. So S : F → S(F ) is the inverse of T : S(F ) → F . This implies that T : S(F ) → F
is an isomorphism between Banach spaces. In particular, S(F ) is closed in E, and so is a
closed complement of ker T in E.

If we assume 2, let E = kerT ⊕ G. Then T (E) = T (G) = F , and T : G → F is an
isomorphism. So there is an inverse.
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Exercise 9.12. Let E be a Banach space which is not topologically isomorphic to a Hilbert
space, and let F be a closed subspace of E which is not complemented. Show that the
immersion j : F ↪→ E cannot be extended into a bounded operator E → E.

Answer. If there exists an extension T ∈ L(E,F ) of j, then we can consider the
closed space kerT . It is easy to see that ker T ∩ F = 0 and that kerT + F = E. So F is
complemented and we derive a contradiction.

Some of the most important projections come up when dealing with the spectrum.

Exercise 9.13 (Spectral projections). Let X be a Banach space on C, let A ∈ L(X),
and let γ an counterclockwise oriented closed path which is topologically a circle inside the
resolvent set ρ(A). Show that

P := − 1

2πi

∫
γ
RA(z)dz, (9.2)

is a projection. In particular, show that if σ(A) is wholly contained inside the bounded
region delimited by γ, then P is the identity operator (this has already been shown in
Example 5.40).

Answer. We can represent P also using a different path σ, fully contained in the region
enclosed by γ. Then

P 2 =

(
1

2πi

)2 ∫
σ

∫
γ
RA(z

′)RA(z)dzdz
′.

Now notice that we have the important resolvent identity

RA(z
′)RA(z) = (z′ − z)−1

(
RA(z

′)−RA(z)
)
.

So, inserting this in the previous formula, we get

P 2 = − 1

2πi

∫
σ
dz′RA(z

′)
1

2πi

∫
γ
(z − z′)−1dz + 1

2πi

∫
γ
dzRA(z)

1

2πi

∫
σ
(z′ − z)−1dz′

= − 1

2πi

∫
σ
RA(z

′)Ind(γ, z′)dz′ +
1

2πi

∫
γ
RA(z)Ind(σ, z)dz.

Since each z ∈ γ is in the outer component in the complement of the path σ, we have
Ind(σ, z) ≡ 0. Since each z′ ∈ σ is in the inner component in the complement of the path
γ, we have Ind(γ, z′) ≡ 1. So

P 2 = − 1

2πi

∫
σ
RA(z

′)dz′ = P. (9.3)

Since the operator in (9.2) is in L(X), we conclude that (9.2)–(9.3) imply that P is a
projection.
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Exercise 9.14. Let X be a Banach space on C, let A ∈ L(X) and z ∈ ρ(A). Show the
commutation formula [A,RA(z)] = 0.
Then, for γ a closed path in ρ(A) and for P defined by (9.2) show the commutation formula
[A,P ] = 0.

Answer. We have (A− z)A = A(A− z). So, applying RA(z) both on the right and on
the left, we have

RA(z)(A− z)ARA(z) = RA(z)A(A− z)RA(z) =⇒ ARA(z) = RA(z)A

that is [A,RA(z)] = 0. Next, [A,P ] = 0 follows by

AP = − 1

2πi
A

∫
γ
RA(z)dz = −

1

2πi

∫
γ
ARA(z)dz = −

1

2πi

∫
γ
RA(z)Adz−

1

2πi

∫
γ
RA(z)dzA = PA.

Example 9.15. Suppose σ(A) = Σ1 ∪ Σ2, where Σ1 is wholly contained inside the bounded
region delimited by γ of Exercise 9.13, while Σ2 is in the unbounded region Then

A = PA+ (1− P )A, (9.4)

with σ(PA) = Σ1 and σ((1− P )A) = Σ2. Finally, the splitting

E = kerP ⊕R(P ), (9.5)

where R(P ) = PX, is left invariant by A by Exercise 9.14.
Notice that, by iterating as much as possible (9.4)–(9.5), one gets the spectral decom-

position of A, which is akin to the decomposition (modulo conjugation) in Jordan blocks of
a matrix.

Let us show that restricting A to F := R(P ) we have Σ2 ⊆ ρ(A). Recall that, the P in
(9.2) reduces to the identity in operator in F . But then, like in the discussion in 5.40 it is
possible to show that we can define like in (5.28) the operator

T := − 1

2πi

∫
γ
(z − λ)−1RA(z)dz for any λ ∈ Σ2. (9.6)

Then we claim that T = (A− λ)−1 ∈ L(F ) for any λ ∈ Σ2. Indeed, for σ like above

(A− λ)T =
1

2πi

∫
σ
(z′ − λ)RA(z′)dz′

1

2πi

∫
γ
(z − λ)−1RA(z)dz

=

(
1

2πi

)2 ∫
σ

∫
γ
(z′ − λ)RA(z′)(z − λ)−1RA(z)dzdz′

= − 1

2πi

∫
σ
dz′(z′ − λ)RA(z′)

1

2πi

∫
γ
(z − λ)−1(z − z′)−1dz

+
1

2πi

∫
γ
dz(z − λ)−1RA(z)

1

2πi

∫
σ
(z′ − λ)(z′ − z)−1dz′

= − 1

2πi

∫
σ
(z′ − λ)RA(z′)Ind(γ, z′)(z′ − λ)−1dz′ +

1

2πi

∫
γ
(z − λ)−1RA(z)Ind(σ, z)(z − λ)dz.
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Now, like before Ind(σ, z) ≡ 0 for z ∈ γ and Ind(γ, z′)dz′ ≡ 1 for z′ ∈ σ . So, in F

(A− λ)T = − 1

2πi

∫
σ
RA(z

′)dz′ = 1

Since also, by the commutations in Exercise 9.14, we have T (A − λ) = (A − λ)T = 1, our
claim is proved.

Example 9.16 ( Leray projector). One of the most famous projections in the theory of
Partial Differential Equations is the Leray projector. If L2(Td,Rd) are the L2 vector fields
on Td, and if H(Td,Rd) are the L2 vector fields with 0 divergence, that is they satisfy (recall

from (7.9)that ∇̂ · u(n) = in · û(n))

d∑
j=1

nj ûj(n) = 0, where n = (n1, ..., nd),

then P : L2(Td,Rd)→ L2(Td,Rd) is the orthogonal projection on H(Td,Rd) and is defined
by

(̂Pu)
j
(n) =

{
ûj(0) if n = 0

ûj(n)− 1
∥n∥2

Rd

∑d
k=1 njnkû

k(n) if n ̸= 0. (9.7)

There is a version with Td replaced by Rd.

Exercise 9.17. a Check that P is indeed the orthogonal projection of L2(Td,Rd) onH(Td,Rd).

b Check that kerP is formed by the conservative fields in L2(Td,Rd).

Exercise 9.18. Let X be a topological vector space and P ∈ L(X) a projection. Show that
σ(P ) ⊆ {0, 1} and that X = ker(P )⊕R(P ) with P = 0⊕ 1 is its spectral decomposition.

10 Weak σ(E,E ′) topology

Definition 10.1. Given a topological vector space E, we consider the (weak) σ(E,E′)
topology, that is the topology which has as subbasis of seminorms the family {|f |}f∈E′ .

Exercise 10.2. Show that for any x0 ∈ E a basis of neighborhoods of x0 for the σ(E,E′)
topology is of the form

Vx0(f1, ..., fn, ε) := {x : |fj(x− x0)| < ε for j = 1, ..., n} where (10.1)

n ∈ N, f1, ..., fn ∈ E′ and ε > 0.

Exercise 10.3. Show that the σ(E,E′) topology is the weakest topology on E such that
all the linear functionals f ∈ E′ are continuous functions.

Exercise 10.4. Show that if E is a topological vector space on C, the two weak σ(E,E′)
topologies, one from linear functionals on R and the other from linear functionals on C,
coincide.
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Lemma 10.5. If E is a locally convex space, then is Hausdorff for the weak σ(E,E′)
topology.

Proof. We consider first the case K = R. Let x0 ≠ x1 in E. Then we can apply the 2nd
geometric form of Hahn–Banach Theorem 6.16 and conclude that there exists f ∈ E′ and
α ∈ R such that f(x0) < α < f(x1). Then f

−1(−∞, α) is an open neighborhood of x0 and
f−1(α,+∞) is an open neighborhood of x1 for the weak σ(E,E′) topology and these two
open sets are disjoint.

Notation 10.6. When a sequence {xn} in X converges to x in a weak topology we will
write xn ⇀ x.

Lemma 10.7. Let E be a topological vector space and let xn be a sequence in E. Then:

1 xn ⇀ x for σ(E,E′) if and only if f(xn)→ f(x) for any f ∈ E′.

2 If xn → x strongly, then xn ⇀ x for σ(E,E′).

Suppose now that E is a normed space.

3 If xn ⇀ x for σ(E,E′) then {∥xn∥E} is bounded and ∥x∥E ≤ lim inf ∥xn∥E.

4 If xn ⇀ x for σ(E,E′) and if fn → f in norm in E′, then fn(xn)→ f(x).

Proof. We prove only 3. For any f ∈ E′ we know that f(xn) → f(x) and so that {f(xn)}
is bounded. If this holds for any f ∈ E′, this implies by Banach Steinhaus that {∥xn∥E} =
{∥Jxn∥E′′} is bounded (recall the canonical isometry J : E ↪→ E′′ in Lemma 6.23. Next,

|f(x)| = lim
n→+∞

|f(xn)| = lim
k→+∞

|f(xnk
)|

for any subsequence {nk}. If we take this subsequence so that ∥xnk
∥E

k→+∞−−−−→ lim inf
n→+∞

∥xn∥E ,
we conclude

|f(x)| = lim
k→+∞

|f(xnk
)| ≤ ∥f∥E′ lim

k→+∞
∥xnk

∥E′ ,

and so ∥x∥E ≤ lim inf
n→+∞

∥xn∥E .

Exercise 10.8. Prove that if E is finite dimensional, then the strong topology and the
σ(E,E′) topology coincide.

Theorem 10.9. Let E be a locally convex topological vector space and consider a convex
set C ⊂ E. Then C is closed for the σ(E,E′) topology if and only if it is closed for the
strong topology.
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Proof. Suppose C is strongly closed. Consider x0 ∈ {C. By the 2nd geometric form of
Hahn–Banach Theorem 6.16, there is f ∈ E′ and α ∈ R with

f(x0) < α < f(x) for all x ∈ C. (10.2)

On the other hand

V = {y : f(y) < α}

is an open set for the σ(E,E′) topology containing x0, and so in particular it is an open
neighborhood of x0 for the σ(E,E

′) topology. Since by (10.2) we have V ⊆ {C, we conclude
that any point x0 ∈ {C is an interior point of {C for the σ(E,E′) topology. So {C is open
for the σ(E,E′) topology and, hence, C is closed for the σ(E,E′) topology.

If C is closed for the σ(E,E′) topology, it is closed also for the, stronger, strong
topology.

Remark 10.10. There is no analogue saying that a convex C ⊂ E′ closed for the strong
topology in E′ is closed also for the σ(E′, E) topology introduced in Sect. 11 below. One
example is c0(N), which is a closed vector subspace in `∞(N) for the strong topology but
not for the weak σ(`∞(N), `1(N)) topology. See Example 11.7 below for the reason.

Lemma 10.11. Let E be an infinite dimensional Banach space and let U be an open subset
for the σ(E,E′) topology. Then U contains a line.

Proof. Let x0 ∈ U . Then U contains a neighborhood of x0 for the σ(E,E′) topology of the
form

V := {x : |fj(x− x0)| < ε, j = 1, ..., n} for some f1,...,fn ∈ E′. (10.3)

Notice that, for f : E → Rn defined by f(x) = (f1(x), ...., fn(x)), ker f has finite codimension.
Since E is infinite dimensional, this means that ker f has infinite dimension, and so in
particular it contains a line. Finally, x0 + ker f ⊆ V ⊆ U .

Corollary 10.12. Let E be an infinite dimensional normed space. It is not metrizable for
the σ(E,E′) topology.

Proof. Suppose by contradiction that there is a metric d and consider the balls Un = {x :
d(x, 0) < 1/n}. Then, since each Un is open, it contains a line, and in particular there exists

xn ∈ Un with ∥xn∥E = n. Then obviously xn
n→+∞−−−−−→ 0 in (E, d), that is xn ⇀ 0 in the

σ(E,E′) topology. But ∥xn∥E = n
n→+∞−−−−−→ +∞, contradicting Claim 3 in Lemma 10.7.

Exercise 10.13. Consider an infinite dimensional normed space E, and suppose that there
exists X ⊆ E′ countable and dense in E′ (i.e. E′ is separable, c.f. below). Is the topology
on E which has as subbasis of seminorms the family {|f |}f∈X the same as the σ(E,E′)?

Answer. No, because if yes, then E with the (weak) σ(E,E′) topology would be
metrizable by Exercise 4.28. But, by Corollary 10.12, this is not true.
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Lemma 10.14. If E is an infinite dimension normed space, then the unitary sphere S =
{x : ∥x∥E = 1} has closure in the σ(E,E′) topology which equals DE(0, 1) = {x : ∥x∥E ≤ 1}.

Proof. Let ∥x0∥E < 1 and consider a neighborhood V of x0 of the form (10.3). Let now
y0 ̸= 0 with fj(y0) = 0 for all j. Consider g(t) := ∥x0 + ty0∥E . We have g(0) < 1,
limt→∞ g(t) = +∞ and so there is t0 > 0 so that g(t0) = ∥x0+ t0y0∥E = 1. Notice now that
x0+ty0 ∈ V for any t. Hence we see that S∩V ̸= ∅ for any V ’s of the form (10.3) Since there
is a basis of neighborhoods of x0 for the σ(E,E′) topology of the form (10.3), we conclude
that any x0 ∈ DE(0, 1) is an accumulation point for S for the σ(E,E′) topology. Then the

closure of S for the σ(E,E′) topology contains DE(0, 1) and the closure DE(0, 1)
∣∣∣
σ(E,E′)

of

DE(0, 1) for the σ(E,E
′) topology. The latter is a closed set also for the strong topology of

E (all the closed sets for the σ(E,E′) topology are also closed sets for the strong topology).

Then DE(0, 1)
∣∣∣
σ(E,E′)

⊇ DE(0, 1). On the other hand DE(0, 1) is closed for the σ(E,E′)

topology, see in Theorem 10.9 above. Hence we have proved that the closure of S for the
σ(E,E′) topology coincides with DE(0, 1).

Remark 10.15. DE(0, 1) has empty interior in the σ(E,E′) topology, in the infinite dimen-
sional case. Indeed, if Ṽ is an open set for the σ(E,E′) topology contained in DE(0, 1), it
contains an open set V for the σ(E,E′) topology of the form (10.3) which contains a line.
Hence, for no such V we can have V ⊆ DE(0, 1).

Exercise 10.16. Consider a normed space E, and suppose that there exists X ⊆ E′

countable and dense in E′ and consider the topology τ on E which has as subbasis of
seminorms the family {|f |}f∈X . Show that the topology induced on DE(0, R) and on

DE(0, R) for any R > 0 by (E, τ) coincides with the topology induced by the σ(E,E′)
topology. Prove that DE(0, R) and DE(0, R) with the σ(E,E′) topology are metrizable.

Example 10.17. While Lemma 10.14 might seem surprising, in fact it is quite natural. To
see this consider f ∈ Lp(Rd) for 1 < p < ∞ with ∥f∥Lp = 1 and let {xn} be a sequence in
Rd divergent to infinity. Then obviously ∥f (· − xn) ∥Lp = 1. We claim that f (· − xn) ⇀ 0
for σ(Lp, (Lp)′). We will see later that (Lp(Rd)′ = Lp

′
(Rd). Then our claim is equivalent to

the following statement,

⟨f (· − xn) , g⟩
n→+∞−−−−−→ 0 for all g ∈ Lp′(Rd). (10.4)

To prove (10.4) suppose that Ω0 := supp f and Ω1 := supp g are both compact. Then
supp f (· − xn) = xn +Ω0 and, since {xn} is divergent to infinity, then there exists n0 ∈ N
such that for n > n0 we have (xn +Ω0) ∩ Ω1 = ∅. But then we conclude that

⟨f (· − xn) , g⟩ = 0 for n > n0. (10.5)

Now let us assume that f and g are not of compact support. Nonetheless, we will see later
that there exist f̃ and g̃ in C∞c

(
Rd
)
with

∥f − f̃∥Lp < ε and ∥g − g̃∥Lp′ < ε.
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Then, from

⟨f (· − xn) , g⟩

=
〈
f̃ (· − xn) , g̃

〉
+
〈
f (· − xn)− f̃ (· − xn) , g̃ − g

〉
+
〈
f (· − xn)− f̃ (· − xn) , g

〉
+ ⟨f (· − xn) , g − g̃⟩

we obtain

| ⟨f (· − xn) , g⟩ | ≤ |
〈
f̃ (· − xn) , g̃

〉
|+ ∥f (· − xn)− f̃ (· − xn) ∥Lp∥g − g̃∥Lp′

+ ∥f (· − xn)− f̃ (· − xn) ∥Lp∥g∥Lp′ + ∥f (· − xn) ∥Lp∥g − g̃∥Lp′

≤ |
〈
f̃ (· − xn) , g̃

〉
|+ ε2 + ε∥g∥Lp′ + ∥f∥Lpε.

By the previous argument there exists nϵ ∈ N such that for n > nϵ we have |
〈
f̃ (· − xn) , g̃

〉
| =

0 we conclude

| ⟨f (· − xn) , g⟩ | ≤ ε2 + ε∥g∥Lp′ + ∥f∥Lpε for n > nϵ.

By the arbitrariness of ε > 0, this implies (10.4).

Exercise 10.18. What can be said of {f (· − xn)}n∈N for xn
n→+∞−−−−−→ +∞ in L1(Rd) if

f ̸≡ 0?

Answer. Then we cannot say that f (· − xn) ⇀ 0. If for example
∫
Rd f(x)dx ̸= 0,

then ⟨f (· − xn) , 1⟩L1×L∞ =
∫
Rd f(x)dx is incompatible with f (· − xn) ⇀ 0. On the other

hand, since for any ϕ ∈ C0
c (Rd) we have ⟨f (· − xn) , ϕ⟩L1×L∞

n→+∞−−−−−→ 0, we cannot have

f (· − xn)⇀ g for some g ∈ L1(Rd) different from 0.
If
∫
Rd f(x)dx = 0 it is not restrictive to assume that in a disk D we have a :=∫

D f(x)dx > 0. Let now

X :=
∞⋃
n=1

(D + xn)

By taking a subsequence, we can assume that the {D + xn} are disjoint and that

∥f(· − (xn − xj)∥L1(D) < 2−j−1a for all j ̸= n.

Then ∫
Rd

f (x− xn) 1X(x)dx =

∫
D
f(x)dx+

∑
j≥1,j ̸=n

∫
Rd

f (x− xn) 1D(x− xj)dx

= a−
∑

j≥1,j ̸=n
∥f(· − (xn − xj)∥L1(D) > a−

∑
j≥1,j ̸=n

2−j−1a = 2−1a > 0.
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Remark 10.19. Notice that by the Theorem 12.1 and by Theorems 15.5–15.6, for 1 < p <∞
the closed ball DLp(Rd)(0, 1), is compact for the σ(Lp(Rd), (Lp(Rd))′) topology which, by

Exercise 13.7 and the fact that the (Lp(Rd))′ = Lp
′
(Rd) are separable, is a compact metric

space. We know that given any sequence in a compact metric space, we can extract a
convergent subsequence.

The closed ball DL1(Rd)(0, 1), on the other hand, is neither compact, see Theorem 12.1,

nor metrizable for the σ(L1(Rd), L∞(Rd)) topology. So, given a sequence in DL1(Rd)(0, 1),

we cannot conclude that it has a convergent subsequence for the σ(L1(Rd), L∞(Rd))) topol-
ogy. See also Remark 10.31 for a simple bounded sequence in `1(N) which does not have
convergent subsequences in the σ(`1(N), `∞(N)) topology.
Example 10.20. Brezis [4, Exercise 4.38] considers the case of the sequence

un := n
n−1∑
j=0

χ[
j
n
, j
n
+ 1

n2

].
First of all, it discusses the fact that

lim
n→+∞

∫ 1

0
unfdx =

∫ 1

0
fdx for all f ∈ C0([0, 1]). (10.6)

This is easy to see, because∫ 1

0
unfdx = n

n−1∑
j=0

∫ j
n
+ 1

n2

j
n

f

(
j

n

)
dx+ n

n−1∑
j=0

∫ j
n
+ 1

n2

j
n

(
f(x)− f

(
j

n

))
dx.

Now, by the fact that f ∈ C0([0, 1]), it is Riemann–integrable, and so

n

n−1∑
j=0

∫ j
n
+ 1

n2

j
n

f

(
j

n

)
dx =

n−1∑
j=0

1

n
f

(
j

n

)
n→+∞−−−−−→

∫ 1

0
fdx.

On the other hand, f is uniformly continuous. So for any ε > 0 there exists δ > 0 such that
for any interval I ⊂ [0, 1] with |I| < δ we have oscIf < ε. So in particular, if n2 > 1/δ we
have

n

n−1∑
j=0

∫ j
n
+ 1

n2

j
n

∣∣∣∣f(x)− f ( jn
)∣∣∣∣ dx ≤ ε n−1∑

j=0

1

n
= ε.

This proves (10.6).
If now there exists a subsequence with unk

weakly convergent to some u ∈ L1(0, 1), from
(10.6) it must be u = 1. On the other hand unk

̸⇀ 1. To see this notice that |supp un| = 1
n .

Choosing a further subsequence, we can assume that
∑

k |supp unk
| < 1. So

⋃
k supp unk

$

(0, 1). So, if say f(x) =

{
1 if x ̸∈

⋃
k supp unk

0 if x ∈
⋃
k supp unk

we have ⟨unk
, f⟩ = 0 for all k while ⟨1, f⟩ > 0.
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Example 10.21. Let now f0, f ∈ DLp(Rd)(0, 1) with compact support and with ∥f0∥pLp +
∥f∥pLp = 1. Then, since for n≫ 1 the supports of f0 and f(· − xn) are disjoint, for n≫ 1

∥f0 + f(· − xn)∥Lp =

(∫
Rd

|f0(x) + f(x− xn)|pdx
) 1

p

=

(∫
Rd

|f0(x)|pdx+

∫
Rd

|f(x− xn)|pdx
) 1

p

= p

√
∥f0∥pLp + ∥f∥pLp = 1

while f0 + f(· − xn)⇀ f0 for σ(Lp, (Lp)′).

Example 10.22. More generally, for f0, f ∈ DLp(Rd)(0, 1) with ∥f0∥pLp + ∥f∥pLp = 1 and
supp f compact we claim

lim
n→+∞

∥f0 + f(· − xn)∥Lp = p

√
∥f0∥pLp + ∥f∥pLp = 1 (10.7)

Indeed, for ε > 0 let gϵ ∈ C∞c (Rd) with ∥f0 − gϵ∥Lp < ε. Then

∥gϵ + f(· − xn)∥Lp − ∥f0 − gϵ∥Lp ≤ ∥f0 + f(· − xn)∥Lp ≤ ∥gϵ + f(· − xn)∥Lp + ∥f0 − gϵ∥Lp

yields

p

√
∥gϵ∥pLp + ∥f∥pLp − ε ≤ lim inf

n→+∞
∥f0 + f(· − xn)∥Lp ≤ lim sup

n→+∞
∥f0 + f(· − xn)∥Lp ≤ ∥gϵ + f(· − xn)∥Lp + ε

Taking the limit ε→ 0+ we obtain (10.7).
Then

f0 + f(· − xn)
∥f0 + f(· − xn)∥Lp

⇀ f0

So we have proved that for any f0 ∈ DLp(Rd)(0, 1) there is a sequence {fn} with ∥fn∥Lp = 1
such that fn ⇀ f0 for σ(Lp, (Lp)′).

Example 10.23. In the previous examples we exploited the group action of Rd on Lp(Rd),
specifically spacial translations. Dilation provides another example of group action. Let for

example fλ(x) := λ
d
p f(λx). Notice that ∥fλ∥Lp = ∥f∥Lp and let again assume 1 < p < ∞.

We claim that

fλn ⇀ 0 in Lp(Rd) if λn
n→+∞−−−−−→ +∞. (10.8)

Suppose that f ∈ L1(Rd)∩Lp(Rd) and take g ∈ Lp′(Rd). Suppose initially that g ∈ C0
c (Rd).

Then by dominated convergence we have∫
Rd

λn
d
p f(λnx)g(x)dx = λn

−d
(
1− 1

p

) ∫
Rd

f(x)g

(
x

λn

)
dx (10.9)

=

∫
Rd

λn
d
p f(λnx)g(x)dx = λn

− d
p′

∫
Rd

f(x)g

(
x

λn

)
n→+∞−−−−−→

∫
Rd

f(x)dxg (0) lim
n→+∞

λn
− d

p′ = 0.
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By a density argument it is easy to conclude (10.8).
We now claim that

fλn ⇀ 0 in Lp(Rd) if λn
n→+∞−−−−−→ 0+. (10.10)

By the above computation

⟨fλn , g⟩ =
〈
f, g 1

λn

〉
n→+∞−−−−−→ 0,

where g 1
λn

⇀ 0 in Lp
′
(Rd) by (10.8). This yields (10.10).

Exercise 10.24. What can be said of {λdnf(λnx)}n∈N for λn
n→+∞−−−−−→ +∞ in L1(Rd) if

f ̸≡ 0?

Answer. For g ∈ BC0(Rd)∫
Rd

λdnf(λnx)g(x)dx =

∫
Rd

f(x)g

(
x

λn

)
dx

n→+∞−−−−−→
∫
Rd

f(x)dxg (0) . (10.11)

This shows that for
∫
f ̸= 0, then if λn

n→+∞−−−−−→ +∞ it is not true that λdnf(λn·) ⇀ 0.
Rather, as measures, λdnf(λnx)dx converge to

(∫
fdx

)
δ(x)dx, with δ(x) the Dirac delta

centered in 0 (see next semester). Notice that for any g ∈ BC0(Rd) with g(0) = 0 the limit
in (10.11) is 0, and so there cannot be any 0 ̸= u ∈ L1(Rd) with λdnf(λn·)⇀ u.

Let now
∫
f = 0. It is not restrictive to assume that on a closed disk D ⊂ Rd not

containing 0, we have a :=
∫
D f(x)dx > 0. Let now

X :=

∞⋃
n=1

λ−1n D

By taking a subsequence, we can assume that the {λ−1n D} are disjoint and that

∥f∥L1(λnλ
−1
j D) < 2−j−1a for all j ̸= n.

Then ∫
Rd

λdnf(λnx)1X(x)dx =

∫
D
f(x)dx+

∑
j≥1,j ̸=n

∫
Rd

λdnf(λnx)1D(λjx)dx

= a+
∑

j≥1,j ̸=n

∫
Rd

f(x)1D(λ
−1
n λjx)dx = a+

∑
j≥1,j ̸=n

∫
λnλ

−1
j D

f(x)dx

= a−
∑

j≥1,j ̸=n
∥f∥L1(λnλ

−1
j D) > a−

∑
j≥1,j ̸=n

2−j−1a = 2−1a > 0.

Another construction is the following, if we have a nonzero f ∈ L1(Rd) with
∫
Rd f = 0

and such that there exists an infinite cone C in Rd with tip 0 ∈ Rd such that
∫
C f > 0.
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Then, for any sequence λn
n→+∞−−−−−→ +∞, we do not have λdnf(λn·) ⇀ 0 for the σ(L1, L∞)

topology. Indeed,∫
Rd

λdnf(λnx)1C(x)dx =

∫
C
λdnf(λnx)dx =

∫
C
f(x)dx > 0.

Remark 10.25. Consider the sequence {λdnf(λnx)}n∈N for λn
n→+∞−−−−−→ +∞ and f ∈ L1(Rd)

with ∥f∥L1(Rd) = 1. Notice the crucial difference between thinkingDL1(Rd)(0, 1) in (C0
0 (Rd))′,

where it is relatively compact and metrizable for the σ
(
(C0

0 (Rd))′, C0
0 (Rd)

)
topology, and in

(L∞(Rd))′, where it is relatively compact but not metrizable for the σ
(
(L∞(Rd))′, L∞(Rd)

)
topology.

Corollary 10.26. Let E be a locally convex space. If φ : E → (−∞,+∞] is convex, then it
is lower semi continuous for the σ(E,E′) topology if and only if it is lower semi continuous
for the strong topology.

Proof. Indeed for any a, C = {x : φ(x) ≤ a} is convex since φ is convex, and is closed in
one topology if and only if it is closed for the other.

Example 10.27. Let E = `2 (N,R) and consider for any n ∈ N the sequence en := {δjn}j∈N

with δjn =

{
0, if j ̸= n;
1, if j = n.

Of course we get a sequence of linearly independent vectors.

Adding to this sequence further vectors we can obtain a Hamel basis B of E. Now consider
the linear map φ : E → R such that

φ(x) =

{
(−1)nn, if x = en;
0, if x is any other element of the basis B.

This defines a non continuous linear map φ : E → R. Notice that en ⇀ 0 for σ(E,E′)
because we are in a similar situation as Example 10.17. On the other hand φ(0) = 0 and
lim infn→∞ φ(en) = −∞. So obviously it is not true that

φ(0) ≤ lim inf
n→∞

φ(en)

and so φ, which is a convex map, is not weakly (or strongly) lower semicontinuous.

Exercise 10.28. Show that if E is a topological vector space on R and if φ : E → R is any
non continuous linear operator then φ is not lower semicontinuous.

Notice that in a normed space E, the fact that xn ⇀ x implies ∥x∥E ≤ lim inf ∥xn∥E
follows from the fact that φ(x) = ∥x∥E is convex and continuous (and therefore also lower
semi continuous) in the strong topology.

Corollary 10.29. Let E and F be two Banach space. Then, a linear map T : E → F is
continuous in the strong topologies if and only if it is continuous from the σ(E,E′) to the
σ(F, F ′) topologies.
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Proof. Suppose T is continuous for the strong topologies. Then, for any f ∈ F ′, the map
x→ f(Tx) is continuous in E. Hence f ◦ T ∈ E′. Notice that if τ is the weakest topology
in E for which f ◦ T ∈ E′ for any f ∈ F ′, this is exactly the weakest topology τ ′ in E
which makes T : E → (F, σ(F, F ′)) continuous. Indeed, the open sets for τ ′ are of the
form T−1A, with A open set in (F, σ(F, F ′)), and the open sets of the latter are generated
by f−1(I), with f ∈ F ′ and I open in R. So, the open sets for τ ′ in E are generated by
T−1f−1(I) = (f ◦ T )−1(I), and hence they coincide with the open sets of τ . So τ = τ ′.

So (E, τ)
T−→ (F, σ(F, F ′)) is continuous. On the other hand, the σ(E,E′) topology is

obviously stronger than the τ topology, so we conclude that (E, σ(E,E′))
T−→ (F, σ(F, F ′))

is continuous. Notice that for this part of the proof, we did not use the Banach structure
of E and F .
For the opposite direction, the graph G(T ) is a vector subspace and so a convex subspace

of E × F . Furthermore, the continuity of (E, σ(E,E′))
T−→ (F, σ(F, F ′)) implies that G(T )

is closed in E×F for the σ(E,E′)×σ(F, F ′) topology (for any continuous map f : X → Y
between two topological spaces, the graph of f is closed in X × Y ). Furthermore, the
σ(E,E′) × σ(F, F ′) topology coincides with the σ(E × F, (E × F )′) topology. Then, by
Theorem 10.9, G(T ) is closed in E × F for the strong topology. Then T is continuous for
the strong topologies by the closed graph Theorem 8.9.

Exercise 10.30. a For 1 < p < ∞ find that there are sequences in `p(N) converging
σ(`p(N), `p′(N)) weakly to 0 but not strongly.

b Show that a sequence in `1(N) converging σ(`1(N), `∞(N)) weakly to 0, it does so also
strongly.

Answer. For a is enough to consider sequences of the form {f(· − n)}n∈N.
Let us turn to b. Suppose the statement is false. Then it is easy to see that there is a

sequence {fn(·)}n∈N in `1(N) such that fn ⇀ 0 but ∥fn∥ℓ1(N) ≥ 1 for all n ∈ N. It is easy to

see that fn(m)
n→+∞−−−−−→ 0 for any m ∈ N. Then it is possible to define a sequence of disjoint

intervals {[Nk,Mk]}k∈N such that Mk < Nk+1 such that there is a subsequence {fnk
(·)}k∈N

and such that

Mk∑
j=Nk

|fnk
(j)| > 1

2
and

∑
j ̸∈[Nk,Mk]

|fnk
(j)| < 1

4

and define g ∈ `∞(N) by

g(j) =

{
signfnk

(j) for j ∈ [Nk,Mk]
0 for for j ̸∈

⋃∞
k=1[Nk,Mk].

(10.12)
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Then ∥g∥ℓ∞(N) = 1 and

⟨fnk
, g⟩ =

Mk∑
j=Nk

fnk
(j)g(j) +

∑
j ̸∈[Nk,Mk]

fnk
(j)g(j) ≥

Mk∑
j=Nk

|fnk
(j)| −

∑
j ̸∈[Nk,Mk]

|fnk
(j)| > 1

4
.

(10.13)

And so it is not true that ⟨fnk
, g⟩ k→+∞−−−−→ 0 and that fnk

⇀ 0.

Remark 10.31. Notice that the sequence {en}n∈N in `1(N) is obviously not convergent
strongly and so, by item b in Exercise 10.30, neither weakly. Notice the connection with
Remark 10.19.

Remark 10.32. Suppose that {fn(·)}n∈N is a sequence in `1(N) such that Jfn ⇀ f∗∗ in
(`∞(N))′ in the topology σ((`∞(N))′, `∞(N)). Then in fact f∗∗ = Jf with f ∈ `1(N) and

we have fn
n→+∞−−−−−→ f strongly in `1(N). Notice that this is true even though we know that

J`1(N) $ (`∞(N))′.
To prove the above statement notice that like in the solution to Exercise 10.30, a

function f remains defined. By Fathou’s Lemma we have f ∈ `1(N) with ∥f∥ℓ1(N) ≤
lim infn→+∞ ∥fn∥ℓ1(N). It is not restrictive to assume f = 0. Proceeding by contradiction

we assume that it is not true that fn
n→+∞−−−−−→ 0 strongly in `1(N). Then it is not restrictive

as above to assume ∥fn∥ℓ1(N) ≥ 1 for all n ∈ N. Then we can extract a subsequence like in
Exercise 10.30 and this time we define g ∈ `∞(N) by

g(j) =

{
(−1)ksignfnk

(j) for j ∈ [Nk,Mk]
0 for for j ̸∈

⋃∞
k=1[Nk,Mk].

(10.14)

Then, for k even we have ⟨fnk
, g⟩ > 1

4 like in (10.13). For k odd we have

⟨fnk
, g̃⟩ =

Mk∑
j=Nk

fnk
(j)g(j) +

∑
j ̸∈[Nk,Mk]

fnk
(j)g(j) < (−1)k

Mk∑
j=Nk

|fnk
(j)|+

∑
j ̸∈[Nk,Mk]

|fnk
(j)| < −1

4
.

Hence {⟨fnk
, g⟩} is not a convergent sequence, but this contradicts the fact that Jfn ⇀ f∗∗

in (`∞(N))′ in the topology σ((`∞(N))′, `∞(N)).

11 Weak σ(E ′, E) topology

We will consider a Banach space E. Then we know that E′ has a structure of Banach space.
On the other hand E′ has also the σ(E′, E′′) topology. We will consider on E′ also the weak
σ(E′, E) topology.

Definition 11.1. Given E′, the weak σ(E′, E) topology, has a subbasis of seminorms the
family

{∣∣⟨x, ·⟩E×E′

∣∣}
x∈E .

100



Lemma 11.2. E′ is Hausdorff for the weak σ(E′, E) topology.

Proof. Given f0 ̸= f1 in E′, there exists x ∈ E such that f0(x) ̸= f1(x). It is not restrictive
to assume that f0(x) < α < f1(x) for some α ∈ R. But then

{f ∈ E′ : f(x) < α} resp. {f ∈ E′ : f(x) > α}

are disjoint open neighborhoods of f0 resp. f1.

Exercise 11.3. Consider E′ with the weak σ(E′, E) topology. Then show for any f0 ∈ E
a basis of neighborhoods of f0 is of the form

Vf0(x1, ..., xn, ε) := {f : |f(xj)− f0(xj)| < ε for j = 1, ..., n} where (11.1)

n ∈ N, x1, ..., xn ∈ E and ε > 0.

Exercise 11.3 implies the following.

Corollary 11.4. The topology in E′ is the weakest topology such that for any x ∈ E the
evaluation map ⟨x, f⟩E×E′ := f(x) is a continuous map from E′ to R.

Proof. This follows from the fact that a basis of neighborhoods of any f0 ∈ E′ is of the
form (11.1).

Notice that as a consequence, we get the following.

Corollary 11.5. Let F : (Y, τ̃) → (E′, σ(E′, E)) where τ̃ is a topology on Y . Then F is
continuous if and only if y → ⟨x, F (y)⟩E×E′ is a continuous map from (Y, τ̃) → R for any
x ∈ E.

Lemma 11.6. Let fn be a sequence in E′. Then:

1 fn ⇀ f for σ(E′, E) if and only if fn(x)→ f(x) for any x ∈ E.

2 If fn → f strongly, then fn ⇀ f for σ(E′, E)).
If fn ⇀ f for σ(E′, E′′)) , then fn ⇀ f for σ(E′, E)).

3 If fn ⇀ f for σ(E′, E) then {∥fn∥E′} is bounded and ∥f∥E′ ≤ lim inf ∥fn∥E′.

4 If fn ⇀ f for σ(E′, E) and if xn → x strongly, then fn(xn)→ f(x).

Proof. We prove only 3. For any x ∈ E we know that fn(x) → f(x) and so that {fn(x)}
is bounded. If this holds for any x ∈ E, this implies by Banach Steinhaus that {∥fn∥E′} is
bounded. Next,

|f(x)| = lim
n→+∞

|fn(x)| = lim
k→+∞

|fnk
(x)|
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for any subsequence {nk}. If we take this subsequence so that ∥fnk
∥E′

k→+∞−−−−→ lim inf
n→+∞

∥fn∥E′ ,

we conclude

|f(x)| = lim
k→+∞

|fnk
(x)| ≤ ∥x∥E lim

k→+∞
∥fnk
∥E′ ,

and so

∥f∥E′ = sup
x s.t. ∥x∥E=1

|f(x)| ≤ lim
k→+∞

∥fnk
∥E′ = lim inf

n→+∞
∥fn∥E′ .

Example 11.7. Let c0(N) ∋ xn := (1, ...., 1︸ ︷︷ ︸
n times

, 0, ...}. Then, for any ξ ∈ (c0(N))′ = `1(N), we

have ⟨xn, ξ⟩c0(N)×ℓ1(N)
n→+∞−−−−−→

∑∞
j=1 ξ(j). This implies that xn ⇀ x∞ = (1, 1, 1, 1, ...) in

σ(`∞(N), `1(N)). Obviously {xn}n∈N is not a Cauchy sequence in c0(N). Notice that c0(N)
is closed for the strong topology in `∞(N), but not for the σ(`∞(N), `1(N)) topology.

Exercise 11.8. Let E be an infinite dimensional normed space. Is E′ metrizable for the
σ(E′, E) topology?

Answer. No. Suppose by contradiction that there is a metric d and consider the balls
Un = {f : d(f, 0) < 1/n}. Each Un is open. Then, each Un must contain a line. Indeed, each
Un contains a set of the form (11.1), which in turn, is an open set also for the σ(E′, E′′)
topology and hence, by Lemma 10.11, contains a line. Then there exists fn ∈ Un with

∥fn∥E′ = n.Then obviously fn
n→+∞−−−−−→ 0 in (E′, d), that is fn ⇀ 0 in the σ(E′, E) topology.

But ∥fn∥E′ = n
n→+∞−−−−−→ +∞, contradicting Lemma 11.6.

Exercise 11.9. Suppose that E is infinite dimensional and there exists a subset X ⊆ E
countable and dense in E (i.e. E is separable, c.f. below). Is the topology on E′ which has
as sub–basis of seminorms the family

{∣∣⟨x, ·⟩E×E′

∣∣}
x∈X the same as the σ(E′, E)?

Answer. No, because if yes, then E′ with the (weak) σ(E′, E) topology would be
metrizable. But, by Exercise 11.8 this is not true.

Example 11.10. Let f ∈ L∞(Rd) with supp f compact. Then if λn
n→+∞−−−−−→ +∞ we have

f(λn·)⇀ 0 in the σ(L∞, L1) topology. Indeed, for any g ∈ C0
c (Rd)∣∣∣∣∫

Rd

f(λnx)g(x)dx

∣∣∣∣ = λ−dn

∣∣∣∣∫
Rd

f(x)g

(
x

λn

)
dx

∣∣∣∣ ≤ λ−dn ∥f∥∞∥g∥∞ n→+∞−−−−−→ 0.

By the density of C0
c (Rd) in L1(Rd) this yields the limit f(λn·) ⇀ 0 in the σ(L∞, L1)

topology.

Proposition 11.11. Given φ : E′ → R linear and continuous for the σ(E′, E) topology,
then there is x ∈ E such that φ(f) = f(x) for any f ∈ E′.

This uses the following lemma.
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Lemma 11.12. Let f1, . . . fn, f linear forms on a vector space X such that fj(x) = 0 for
all x implies f(x) = 0. Then f is a linear combination of the fj’s.

Proof of the Lemma. Consider the map

F : X → Rn+1 , F (x) := (f(x), f1(x), . . . , fn(x)).

Then a = (1, 0, . . . , 0) does not belong to F (X), which is a vector space. So there exists a
linear map Rn+1 → R

(x0, x1, ..., xn)→ λx0 + λ1x1 + ...+ λnxn

which separates a and F (X). In particular, it is not restrictive to assume for allx ∈ X

λ < α < λf(x) +
∑

λjfj(x).

Then, λf(x) +
∑
λjfj(x) = 0 for allx ∈ X and α < 0 and so λ < 0.

Proof of Proposition 11.11. Let |φ(f)| < 1 for |f(xj)| < ε, for j = 1, ..., n. In particular,
if f ∈ E′ is such that f(xj) = 0 for j = 1, ..., n, then we have |φ(tf)| = t|φ(f)| < 1 for all
t > 0, and this can only happen if φ(f) = 0. Then use the lemma for X = E′ and conclude
that

φ(f) =
n∑
j=1

λjf(xj) = f (x) for x =
n∑
j=1

xj .

Corollary 11.13. If H is an hyperplane in E′ closed for σ(E′, E), then it is of the form
{f ∈ E′ : f(x) = a} for some x ∈ E and a ∈ R.

Proof. By definition, see Def. 2.18, H is the set of solutions of φ(f) = a for a linear map φ
and a fixed a. By Exercise 2.19 and by the fact that (E′, σ(E′, E)) is locally convex, φ is
continuous for the σ(E′, E) topology. Then, by Proposition 11.11, there exists x ∈ E such
that φ(f) = f(x) for any f ∈ E′.

Theorem 11.14 (Banach Alaoglu). Let E be normed and consider its dual E′. Then
DE′(0, 1) := {f : ∥f∥E′ ≤ 1} is compact for the σ(E′, E) topology.

Proof. We consider the map Φ : E′ → RE defined by f → f(x) for x ∈ E. Notice that
E′ is the set of all bounded linear functions from E to R. Notice that RE is the set of all
functions from E to R. So Φ is the identification of any element of E′ with itself. Obviously,
Φ : E′ → Φ(E′) is bijective. It is easy to see that, with the identification of elements of
RE with functions ω : E → R, for the projection πx : RE → R where x ∈ E we have
πx(ω) = ω(x).
We want to show that Φ establishes a homeomorphism E′ → E′ = Φ(E′), where in Φ(E′)
we consider the topology as a subspace of RE , which we denote by (Φ(E′), τ ′). But the
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topologies coincide because they are both the weakest topology such that the evaluation
maps E′ ∋ f → f(x) ∈ R are continuous for any x ∈ E.
Now we consider {f : ∥f∥E′ ≤ 1} ⊂ RE and we claim it is equal to K1 ∩K2, with

K1 = {ω : |ω(x)| ≤ ∥x∥E ∀ x ∈ E},
K2 = {ω : ω(x+ y) = ω(x) + ω(y), ω(λx) = λω(x)∀x, y ∈ E, λ ∈ R}.

This is obvious and let us see why. K2 can be identified with the functions from E to R
which are linear. K1 ∩ K2 can be identified with the linear operators E → R with norm
≤ 1. So our claim

DE′(0, 1) = K1 ∩K2

is proved. Now we show that K1 ∩K2 is compact in RE by showing that K2 is closed and
K1 is compact. K2 is closed because

K2 = ∩x,y∈EAx,y ∩λ∈R, x∈E Bλ,x

with Ax,y defined by the scalar equation ω(x+ y) − ω(x) − ω(y) = 0 and Bλ,x defined by
the scalar equation ω(λx) − λω(x) = 0, which are closed sets because involve continuous
functions defined in RE with values in R. For example, the function RE ∋ ω → ω(x+ y)−
ω(x)− ω(y) ∈ R is continuous because it is a composition of continuous maps

RE ∋ ω → (ω(x+ y), ω(x), ω(y)) ∈ R3 → ω(x+ y)− ω(x)− ω(y) ∈ R.

The space K1 is the product K1 =
∏
x∈E [−∥x∥E , ∥x∥E ] of the compact sets [−∥x∥E , ∥x∥E ]

({0} when x = 0) and, by Tychonoff’s theorem, K1 is compact.

Example 11.15. Consider E = `∞(N) and the sequence {en} in E′, where we notice that en ∈
`1(N) ⊂ E′. Then ∥en∥E′ = ∥en∥ℓ1(N) = 1. The sequence {en} does not have subsequences
convergent weakly for the σ(E′, E) topology. In fact, for any given subsequence {enk

}, let
ξ ∈ `∞(N) be defined by

ξ(m) =

{
0 if m ̸= nk for all k
(−1)k if m = nk.

Then ∥ξ∥E = 1 and, clearly, ⟨enk
, ξ⟩E′×E = ⟨enk

, ξ⟩ℓ1(N)×ℓ∞(N) = (−1)k is not convergent.

Hence, there is no subsequence {enk
} convergent weakly for the σ(E′, E) topology. This

is related to the fact that the unitary disk DE′(0, 1) with the σ(E′, E) topology is not
metrizable. Here notice that E = `∞(N) is not like the space E in Exercise 11.16, here
below.

Exercise 11.16. Consider a normed space E, and suppose that there exists X ⊆ E count-
able and dense in E and consider the topology τ on E′ which has as subbasis of semi-
norms the family {| ⟨·, x⟩E′×E |}x∈X . Show that the topology induced on DE′(0, R) and on

DE′(0, R) for any R > 0 by (E,′ τ) coincides with the topology induced by the σ(E′, E)
topology. Prove that DE′(0, R) and DE′(0, R) with the σ(E′, E) topology are metrizable.
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Example 11.17. For n ∈ N let φn ∈ (`∞(N))′ defined by

⟨φn, f⟩(ℓ∞(N))′×ℓ∞(N) =
f(1) + ...+ f(n)

n
.

Notice that for any f ∈ `∞(N) we have

| ⟨φn, f⟩(ℓ∞(N))′×ℓ∞(N) | ≤
|f(1)|+ ...+ |f(n)|

n
≤ ∥f∥ℓ∞(N).

This implies ∥φn∥(ℓ∞(N))′ ≤ 1. On the other hand

⟨φn, 1N⟩(ℓ∞(N))′×ℓ∞(N) = 1 for all n ∈ N.

Hence ∥φn∥(ℓ∞(N))′ = 1.
There are no subsequences of {φn} weakly convergent for the σ ((`∞(N))′, `∞(N)) weak
topology. Suppose, by contradiction, that φnk

is such a subsequence. Then, by taking a

further subsequence, we can assume nk
nk−1

k→+∞−−−−→ +∞. Setting n0 = 0, we define

ξ(m) = (−1)k if m ∈ [nk−1 + 1, nk].

Notice that ∥ξ∥ℓ∞(N) = 1 and that ⟨φnk
, ξ⟩ ∈ [−1, 1] for all k. Now we have

⟨φnk
, ξ⟩ =

∑nk−1

j=1 ξ(j)

nk
+ (−1)knk − nk−1 − 1

nk
=
〈
φnk−1

, ξ
〉 nk−1
nk

+ (−1)k − (−1)knk−1
nk
− (−1)k 1

nk

= (−1)k + o(1) where o(1)
k→+∞−−−−→ 0.

This shows that φnk
is not weakly convergent for the σ ((`∞(N))′, `∞(N)) weak topology.

Remark 11.18. See also Lemma 13.9 for a result of existence of weakly convergent subse-
quences in the context of reflexive Banach spaces.

12 Reflexive Spaces

Let E be a Banach space. Let J : E → E′′ be the natural immersion. It is a continuous
injection for the strong topology. We say that E is reflexive if J is an isomorphism.

Theorem 12.1 (Kakutani). E is reflexive if and only if DE(0, 1) is compact for the σ(E,E′)
topology.

Proof. If E is reflexive and so, by definition, J : E → E′′ is an isomorphism (for the
strong topologies), then J(DE(0, 1)) = DE′′(0, 1). We know that DE′′(0, 1) is compact for
σ(E′′, E′) by the Banach Alaoglu Theorem. So we need to show that J−1 : (E′′, σ(E′′, E′))→
(E, σ(E,E′)) is continuous. It is enough to show that E′′ ∋ ξ → ⟨f, J−1ξ⟩E′×E is σ(E′′, E′)
continuous for any fixed f ∈ E′. We have E′′ ∋ ξ → ⟨f, J−1ξ⟩E′×E = ⟨ξ, f⟩E′′×E′ and
the latter is continuous in ξ for σ(E′′, E′), by definition. This completes the proof that E
reflexive implies DE(0, 1) compact for the σ(E,E′) topology.
Now we need to show that DE(0, 1) compact for the σ(E,E′) topology implies E reflexive.
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Lemma 12.2 (Helly). Let E be Banach. Fix f1,...,fn in E′ and aj ∈ R, j = 1, ..., n. The
following statements are equivalent:

1 For any ε > 0 there is xϵ ∈ E such that ∥xϵ∥E ≤ 1, |fj(xϵ)− aj | < ε for all j = 1, ..., n.

2

∣∣∣∣∣∣
n∑
j=1

bjaj

∣∣∣∣∣∣ ≤
∥∥∥∥∥∥

n∑
j=1

bjfj

∥∥∥∥∥∥
E′

for all bj ∈ R, j = 1, ..., n.

Proof. We first consider 1 =⇒ 2. Indeed, it is clear that∣∣∣∣∣∣
n∑
j=1

bjaj

∣∣∣∣∣∣ = lim
ϵ→0+

∣∣∣∣∣∣
n∑
j=1

bjfj(xϵ)

∣∣∣∣∣∣ ≤
∥∥∥∥∥∥

n∑
j=1

bjfj

∥∥∥∥∥∥
E′

.

Next us consider 2 =⇒ 1. If we set F = (f1, ..., fn) : E → Rn, Claim 1 means that
a := (a1, ..., an) ∈ Rn is a ∈ F (DE(0, 1)). Proceeding by contradiction, we assume that
a ̸∈ F (DE(0, 1)). Then, there exists a vector b := (b1, ..., bn) ∈ Rn and an α ∈ R with

n∑
j=1

bjfj(x) < α <
n∑
j=1

bjaj for all x ∈ DE(0, 1).

Clearly, since the left hand side is 0 at x = 0, we have α > 0. Furthermore, by linearity, we
get ∣∣∣∣∣∣

n∑
j=1

bjfj(x)

∣∣∣∣∣∣ < α <

n∑
j=1

bjaj =

∣∣∣∣∣∣
n∑
j=1

bjaj

∣∣∣∣∣∣ for all x ∈ DE(0, 1).

This implies the following, which contradicts Claim 2, and so it is absurd,∥∥∥∥∥∥
n∑
j=1

bjfj

∥∥∥∥∥∥
E′

≤ α <

∣∣∣∣∣∣
n∑
j=1

bjaj

∣∣∣∣∣∣ .

Lemma 12.3 (Goldstine). Let E be a Banach space. Then JDE(0, 1) is dense in DE′′(0, 1)
for the σ(E′′, E′) topology.

Proof. Let ξ ∈ DE′′(0, 1) and consider V a neighborhood of ξ for σ(E′′, E′), given by

V = {η ∈ E′′ : |⟨η − ξ, fj⟩E′′×E′ | < ε, j = 1, ..., n}.

We need to find x ∈ DE(0, 1) with Jx ∈ V which means

|⟨Jx− ξ, fj⟩E′′×E′ = |⟨x, fj⟩E×E′ − ⟨ξ, fj⟩E′′×E′ | < ε for all j = 1, ..., n.
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Set aj = ⟨ξ, fj⟩. Now, for any bj , j = 1, ..., n we have∣∣∣∣∣∣
n∑
j=1

bjaj

∣∣∣∣∣∣ =
∣∣∣∣∣∣
〈
ξ,

n∑
j=1

bjfj

〉
E′′×E′

∣∣∣∣∣∣ ≤ ∥ξ∥E′′

∥∥∥∥∥∥
n∑
j=1

bjfj

∥∥∥∥∥∥
E′

≤

∥∥∥∥∥∥
n∑
j=1

bjfj

∥∥∥∥∥∥
E′

.

Then by previous lemma there is xϵ ∈ DE(0, 1) such that |⟨xϵ, fj⟩E×E′−aj | < ε, j = 1, ..., n.
This means that Jxϵ ∈ V and so we have proved that JDE(0, 1) is dense in DE′′(0, 1) for
the σ(E′′, E′) topology.

Remark 12.4. Notice that, if E is a not reflexive Banach space, by Lemma 12.3 we have
JE dense in E′′ for the σ(E′′, E′) topology, with JE a closed space of E′′ for the strong
topology (because J : E → E′′ is an isometry and E is complete). So, like in Example 11.7,
we have another example of strongly closed convex set (here in E′′) which is not closed
for the ∗ topology (here the σ(E′′, E′) topology), in contrast to what happens in E for the
σ(E,E′) topology, c.f. Theorem 10.9.

End of proof of Theorem 12.1. We are assuming that DE(0, 1) compact for the σ(E,E′)
topology . J : E → E′′ is continuous for the strong topologies and so, by Corollary 10.29, for
σ(E,E′)→ σ(E′′, E′′′). This implies that J : (E, σ(E,E′))→ (E′′, σ(E′′, E′)) is continuous,
because the σ(E′′, E′) topology is weaker than the σ(E′′, E′′′) topology.
Since the image of a compact set for a continuous function is compact, we conclude that
JDE(0, 1) is compact for the σ(E′′, E′) topology. Since JDE(0, 1) ( and by consequence also
JDE(0, 1)) is, by the Goldstine lemma, dense in DE′′(0, 1), then JDE(0, 1) = DE′′(0, 1).
But this implies that JE = E′′ and so, that E is reflexive.

Lemma 12.5.

1 E Banach and M closed subspace of E. Then if E is reflexive, also M is reflexive.

2 E is reflexive if and only if E′ is reflexive.

Proof. The topologies σ(E,E′) and σ(M,M ′) coincide onM (indeed at first sight σ(M,M ′)
is stronger than σ(E,E′) because any element in E′ leads to an element in M ′. By Hahn
Banach the two topologies coincide). DE(0, 1) is compact for σ(E,E′) implies thatDM (0, 1),
which is a closed subset of DE(0, 1) for the strong topology of E and hence, since DM (0, 1)
is convex, also for the σ(E,E′) topology, is compact for the σ(E,E′) topology, and so also
for the σ(M,M ′) topology on M . This sets the 1st claim.

We consider now the 2nd claim.
Assume E is reflexive. DE′(0, 1) is compact for σ(E′, E) = σ(E′, E′′) (by Banach Alaoglu
and by reflexivity). Hence E′ by Kakutani is reflexive.

Assume E′ is reflexive. Then, by the previous argument, E′′ is reflexive. JE is closed
in E′′ in the strong topology since J is an isometry in the strong topology. Then, by the
1st claim of this lemma, JE is reflexive, and so is E.
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Lemma 12.6. Let E be Banach reflexive and let K ⊂ E be a bounded, closed convex set.
Then K is compact for σ(E,E′).

Proof. Since K is bounded, there is a constant m > 0 such that K ⊂ mDE and since the
latter is compact for σ(E,E′) and K, by Theorem 10.9, is closed for σ(E,E′), K is also
compact.

Example 12.7. Notice that for f ∈ L1(Rd) and for λn
n→+∞−−−−−→ +∞ the sequence λn

df(λn·)dx
converges as a measure to

∫
Rd fdxδ(x)dx. Notice that L

1(Rd) is not reflexive and so Lemma
12.6 does not apply.

Corollary 12.8. Let E be a reflexive Banach space and let A ⊂ E be a closed, convex non
empty set. Let φ : A→ (−∞,+∞] be convex lower semi continuous with

lim
∥x∥E→∞,x∈A

φ(x) = +∞.

Then there is a point of minimum x0 ∈ A.

Proof. If we consider any x0 ∈ A and we set λ0 = φ(x0), then K0 = A ∩ φ−1((−∞, λ0]) is
compact for the σ(E,E′) topology. Indeed, the fact that φ is lower semicontinuous implies
that K0 is closed in A, and also in E. The behaviour at infinity of φ implies that K0 is
bounded. Finally, the convexity of φ and of A, imply that K0 is convex. Then, by the
previous lemma, it follows that K0 is compact for the σ(E,E′) topology. Let us take now

a sequence λ0 ≥ λn := φ(xn)
n→+∞−−−−−→ inf φ(K0) with {xn} a sequence in K. We can always

assume that {λn} is strictly decreasing (because either we can extract from {λn} a strictly
decreasing subsequence, and we can work with the subsequence, or from a certain n on λn is
constant, but the existence of a minimum points is obvious). Let Kn = A ∩ φ−1((−∞, λn])
for any n ≥ 1. Then {Kn} is a strictly decreasing sequence of non empty compact subsets of
K0. Then the intersection K :=

⋂∞
n=0Kn cannot be empty, by the finite collection property,

see in Exercise 1.13. The points x ∈ K are absolute minimums. Indeed, if x ∈ K then
x ∈ Kn for all n, and so φ(x) ≤ λn+1. This implies φ(x) ≤ lim

n→+∞
λn+1 = inf φ(K0). Hence

φ(x) = inf φ(K0) and x ∈ K is an absolute minimum. Notice that if φ is strictly convex,
then there exists just point of absolute minimum.

13 Separable spaces

A topological space is separable if it contains a countable dense set. For example, C0([0, 1])
is separable because R[x] is dense and has a countable dense subset.

Lemma 13.1. For E a Banach space, if E′ is separable, then E is separable.

Proof. Let {fn} be dense in E′. We can consider a sequence xn ∈ E with ∥xn∥E = 1 with
fn(xn) ≥ ∥fn∥E′/2. Then the closure L of the Span{xn : n ∈ N} is separable. If L & E there
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exists f ∈ E′\0 such that f(xn) = 0 for all n. Since there is a subsequence fnk

k→+∞−−−−→ f in
E′ we have

∥fnk
− f∥E′ ≥ fnk

(xnk
)− f(xnk

) = fnk
(xnk

) ≥ ∥fnk
∥E′/2

in the limit we get 0 ≥ ∥f∥E′ , which is a contradiction.

Exercise 13.2. Show that E is a reflexive and separable Banach space if and only if E′ is
a reflexive and separable Banach space.

Lemma 13.3. L∞(−1, 1) is not separable.

Proof. For any a ∈ (−1, 1) consider Ia = (−|a|, |a|) and consider DL∞(−1,1)(χIa , 1/2).
We claim that

DL∞(−1,1)(χIa , 1/2) ∩DL∞(−1,1)(χIb , 1/2) = ∅ for any a ̸= b . (13.1)

Indeed, if there was an f such that ∥f − χIa∥∞ < 1/2 and ∥f − χIb∥∞ < 1/2 then by
the triangular inequality would imply ∥χIb − χIa∥∞ < 1. However, we know we have
∥χIb − χIa∥∞ = 1, so (13.1) is true.
So {DL∞(−1,1)(χIa , 1/2)}a∈(−1,1) is an uncountable family of open sets pairwise disjoint. If
there existed a dense countable set fn ∈ L∞(−1, 1) we would have an injection I → N which
of course is impossible.

Example 13.4. Notice that E := L1(−1, 1) is separable while E′ = L∞(−1, 1) is not sepa-
rable, so the implication E′ separable ⇒ E separable cannot be reversed.

Exercise 13.5. Show that `∞(N) is not separable.

Answer. Consider F := {f s.t. f : N → {0, 1}}. Then give two such functions f ̸= g
we have ∥f − g∥ℓ∞(N) = supn∈N |f(n)− g(n)| = 1 because f(n− g(n) ∈ {−1, 0, 1} and there
exists at least one n ∈ N such that f(n)− g(n) ̸= 0. Then {Dℓ∞(N)(f, 1/2)}f∈F is a family
of disjoint disks in `∞(N). Since the cardinality of F coincides with the cardinality of R, it
follows by the same argument of Lemma 13.3 that `∞(N) is not separable.
Example 13.6. Consider a space L∞(X,C). Then the subspace of L∞(X) generated by the
χE , for all measurable E, is dense in L∞.
Indeed let g ∈ L∞(X,C) decompose the ball ∥z∥C ≤ ∥g∥∞ into a finite partition A1∪...∪An
of disjoint measurable sets of diameter < ε. Then set Ej = g−1(Aj) and fix aj ∈ Aj . Then
∥g −

∑n
j=1 ajχEj∥∞ < ε.

Exercise 13.7. Consider a normed space E, and suppose that there exists X ⊆ E′ count-
able and dense in E′ and consider the topology τ on E which has as subbasis of seminorms
the family {|f |}f∈X . Show that the topology induced on DE(0, R) and on DE(0, R) for any
R > 0 by (E, τ) coincides with the topology induced by the σ(E,E′) topology. Prove that
DE(0, R) and DE(0, R) with the σ(E,E′) topology are metrizable.
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Remark 13.8. We have discussed in Exercise 13.7 that if E′ is separable then DE(0, 1) with
the σ(E,E′) topology is metrizable. In fact, the viceversa is also true, so that DE(0, 1) with
the σ(E,E′) topology is metrizable if and only if E′ is separable, see Brezis [4, Theorem
3.29].
Similarly, we have discussed in Exercise 11.16 that if E′ is separable then DE′(0, 1) with the
σ(E′, E) topology is metrizable. In fact, the viceversa is also true, so that DE′(0, 1) with
the σ(E′, E) topology is metrizable if and only if E is separable, see Brezis [4, Theorem
3.28].

Lemma 13.9. Let {xn} be a bounded sequence in a reflexive Banach space E. Then there
exists a subsequence {xnk

} weakly convergent in the σ(E,E′) topology.

Proof. Consider the closure F in E of the space Sp{xn : n ∈ N} generated by the elements
of the sequence. Then, by Lemma 12.5 the space F is reflexive. It is obviously separable.
Hence by Exercise 13.2, F ′ is reflexive and separable. Then there exists a subsequence {xnk

}
weakly convergent in the σ(F, F ′) topology. But, as we remarked in the proof of Lemma
12.5, this is the same as the convergence in the σ(E,E′) topology.

Exercise 13.10. LetX be a Banach space, X ′ its dual space, ⟨·, ·⟩X′×X the duality product,
and DX′(0, 1) the unit ball in X ′. Consider a bounded sequence {xn, n ∈ N} ⊂ X such that

∀x′ ∈ ∂DX′(0, 1) the sequence ⟨x′, xn⟩X′×X converges.

a Show that if X is reflexive, then xn is weakly convergent in X.

b Is the above conclusion necessarily true if X is not reflexive? Prove it if it is true, or find
a counterexample if it is false.

Answer. For definiteness, let X be a Banach space. A function ϕ : X ′ → R remains
defined. It is elementary that ϕ is a linear map. Since {xn, n ∈ N} ⊂ X is bounded, then the
associated sequence {Jxn, n ∈ N} ⊂ X ′′ is bounded. It is elementary to conclude that ϕ ∈
X ′′ and that Jxn ⇀ ϕ for the σ(X ′′, X ′) topology. IfX is reflexive, then J : (X,σ(X,X ′))→
(X ′′, σ(X ′′, X ′)) is an isomorphism, and thus xn ⇀ x in X for the σ(X ′′, X ′) topology and
for the x ∈ X s.t. Jx = ϕ.

Let us now give a counterexample for a X not reflexive. Referring to Example 11.7
let X = c0(N), X ′ = `1(N) and X ′′ = `∞(N), and recall the sequence c0(N) ∋ xn :=
(1, ...., 1︸ ︷︷ ︸
n times

, 0, ...} for which xn ⇀ x∞ = (1, 1, 1, 1, ...) in σ(`∞(N), `1(N)). Notice that {xn}

is bounded in X and ⟨x′,xn⟩X′×X
n→+∞−−−−−→

∑∞
j=1 x

′(j) = ⟨x′,x∞⟩X′×X′′ for all x′ ∈ X ′ =
`1(N). So this gives a counterexample.

More generally, if Jxn ⇀ x′′ for the σ(X ′′, X ′) topology for a x′′ ̸∈ R(J), then we
get a counterexample to the claim. Then one can ask if all the not reflexive X yield a
counterexample. Notice that by Lemma 12.3 we have that JDX(0, 1) is dense in DX′′(0, 1)
for the σ(X ′′, X ′) topology. So, for x′′ ∈ DX′′(0, 1)\JDX(0, 1) we can ask if there is a
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sequence {xn} in DX(0, 1) such that Jxn ⇀ x′′ for the σ(X ′′, X ′) topology. If DX′′(0, 1) is
metrizable for the topology induced by the σ(X ′′, X ′) topology, this is the case. Notice that
in the counterexample given above, X ′ = `1(N) is separable, and so DX′′(0, 1) is metrizable
for the σ(X ′′, X ′) topology.

14 Uniformly convex spaces

E Banach is said uniformly convex if for any ε > 0 there is δ > 0 such that for any ∥x∥E ≤ 1,
∥y∥E ≤ 1 and ∥x− y∥E > ε we have ∥x+y2 ∥E < 1− δ.

So for instance R2 with |x| = (x21+x
2
2)

1
2 is uniformly convex while |x| = max(|x1|, |x2|)

is not uniformly convex.

Theorem 14.1 (Milman–Pettis). A uniformly convex Banach space E is reflexive.

Proof. Let ξ ∈ E′′ with ∥ξ∥E′′ = 1. We want to show ξ ∈ J DE(0, 1). Since J DE(0, 1) is
closed for the strong topology in E′′, it is enough to show that for any

for any ε > 0 there is x ∈ DE(0, 1) such that ∥ξ − Jx∥E′′ ≤ ε. (14.1)

To find the x in (14.1) consider the δ > 0 associated to ε > 0 from the definition of uniform
convexity, and let f ∈ E′ be such that

⟨ξ, f⟩E′′×E′ > 1− δ

2
and ∥f∥E′ = 1, (14.2)

which exists by ∥ξ∥E′′ = 1. Set

V =

{
η ∈ E′′ : |⟨ξ − η, f⟩E′′×E′ | < δ

2

}
.

V is a neighborhood of ξ for the σ(E′′, E′) topology and V ∩ DE′′(0, 1) is a non–empty
open set for the σ(E′′, E′) topology in DE′′(0, 1). Since JDE(0, 1) is dense (by Goldstine)
in DE′′(0, 1) for σ(E′′, E′), there is a x ∈ DE(0, 1) with Jx ∈ V .

Claim 14.2. The point x satisfies (14.1).

Proof. Suppose by contradiction that x does not satisfy (14.1). This means that ξ ̸∈
Jx + εDE′′(0, 1) and let W be the complement of Jx + εDE′′(0, 1) in E′′. W is open
for σ(E′′, E′), because Jx+ εDE′′(0, 1) is compact, and so closed, by Banach Alaoglu. Then
ξ ∈ W ∩ V and so W ∩ V is nonempty and σ(E′′, E′) open. It is also strongly open and,
since ξ is an accumulation point for DE′′(0, 1) in the strong topology E′′, it follows that
W ∩ V ∩DE′′(0, 1) ̸= ∅. Once again, since by Goldstine JDE(0, 1) is dense in DE′′(0, 1) for
σ(E′′, E′), we have W ∩ V ∩ JDE(0, 1) ̸= ∅. So let x̂ ∈ DE(0, 1) be such that Jx̂ ∈W ∩ V.
We have

|⟨ξ, f⟩E′′×E′ − ⟨x, f⟩E×E′ | < δ

2
by Jx ∈ V

|⟨ξ, f⟩E′′×E′ − ⟨x̂, f⟩E×E′ | < δ

2
by Jx̂ ∈ V.

(14.3)
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Then

2− δ < 2⟨ξ, f⟩E×E′ ≤ ⟨x+ x̂, f⟩E×E′ + δ ≤ ∥x+ x̂∥E + δ, (14.4)

where the upper bound is obtained summing in (14.3), while the lower bound uses (14.2).
Since Jx̂ ∈W we have Jx̂ ̸∈ Jx+ εDE′′(0, 1). Since J : E → E′′ is an isometry, this implies
∥x− x̂∥E > ε. But this implies ∥x+x̂2 ∥E < 1− δ which, inserted in (14.4), yields

1− δ

2
≤
∥∥∥∥x+ x̂

2

∥∥∥∥
E

+
δ

2
< 1− δ

2
.

that is 1− δ
2 < 1− δ

2 , which is absurd. We conclude that x satisfies (14.1). We

have proved that any in ξ ∈ E′′ with ∥ξ∥E′′ = 1 is in J DE(0, 1). Notice that this implies
that E′′ = R(J). So, J is an isomorphism from E to E′′.

15 Lp spaces

Let us consider a measure space (X,µ) with a positive measure µ and let let for 1 ≤ p <∞

Lp(X, dµ) = {f measurable s.t.|f |p ∈ L1(X, dµ)}
L∞(X, dµ) = {f measurable s.t. a.e. |f(x)| ≤ C for some C <∞}.

Recall that

∥f∥Lp(X,dµ) :=

(∫
X
|f(x)|pdµ

) 1
p

for p <∞ and

∥f∥L∞(X,dµ) := sup{c ≥ 0 : µ ({x : |f(x)| ≥ c}) > 0}.

Theorem 15.1 (Hölder inequality). Let f ∈ Lp(X, dµ) and g ∈ Lp′(X, dµ) with 1 = 1
p+

1
p′ .

Then fg ∈ L1(X, dµ) and

|fg|L1(X,dµ) ≤ |f |Lp(X,dµ)|g|Lp′ (X,dµ) (Hölder Inequality) (15.1)

Proof. Cases p = 1,∞ are easy. Let 1 < p <∞. We have

|ab| ≤ |a|
p

p
+
|b|p′

p′
(Young’s Inequality) (15.2)

which follows from the concavity of log : R+ → R and

log

(
|a|p

p
+
|b|p′

p′

)
≥ 1

p
log |a|p + 1

p′
log |a|p′ = log |ab|.
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So point–wise we have

|f(x)g(x)| ≤ |f(x)|
p

p
+
|g(x)|p′

p′

which shows that |fg| ∈ L1(X, dµ). Then

|fg|L1(X,dµ) ≤
|f |pLp(X,dµ)

p
+
|g|p

′

Lp′ (X,dµ)

p′
.

Also, for any λ > 0, we have

|fg|L1(X,dµ) ≤
λp|f |pLp(X,dµ)

p
+
|g|p

′

Lp′ (X,dµ)

p′λp′
≤ λp|f |pLp(X,dµ) +

|g|p
′

Lp′ (X,dµ)

λp′
. (15.3)

Choose λ so that the two terms in the r.h.s. are equal. Then

λp =
|g|Lp′ (X,dµ)

|f |p−1Lp(X,dµ)

=
|g|Lp′ (X,dµ)

|f |
p
p′

Lp(X,dµ)

will do, since λp|f |pLp(X,dµ) = |f |Lp(X,dµ)|g|Lp′ (X,dµ) and

|g|p
′

Lp′ (X,dµ)

λp′
=
|g|p

′

Lp′ (X,dµ)

|g|
p′
p

Lp′ (X,dµ)

|f |Lp(X,dµ)

= |f |Lp(X,dµ)|g|Lp′ (X,dµ).

Inserting in the 1st inequality in (15.3), we obtain (15.1).

Theorem 15.2 (Minkowsky inequality). Let f, g ∈ Lp(X, dµ). Then f + g ∈ Lp(X, dµ)
with

|f + g|Lp(X,dµ) ≤ |f |Lp(X,dµ) + |g|Lp(X,dµ) (Minkowsky Inequality). (15.4)

Proof. Case p = 1,∞ easy.
Let 1 < p <∞. By triangular inequality,

|f(x) + g(x)|p ≤ (|f(x)|+ |g(x)|)p ≤ (2max{|f(x)|, |g(x)|})p

≤ 2p (max{|f(x)|, |g(x)|})p ≤ 2p(|f(x)|p + |g(x)|p). (15.5)

Then f + g ∈ Lp(X, dµ). Now∫
|f(x) + g(x)|pdµ =

∫
|f(x) + g(x)|p−1|f(x) + g(x)|dµ

≤
∫
|f(x) + g(x)|p−1(|f(x)|+ |g(x)|)dµ =

∫
|f(x) + g(x)|p−1|f(x)|dµ

+

∫
|f(x) + g(x)|p−1|g(x)|dµ.
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By Hölder

∥f + g∥pLp(X,dµ) =

∫
|f(x) + g(x)|pdµ

≤ ∥|f + g|p−1∥Lp′ (X,dµ)∥f∥Lp(X,dµ) + ∥|f + g|p−1∥Lp′ (X,dµ)∥g∥Lp(X,dµ)

= ∥f + g∥p−1
Lp′(p−1)(X,dµ)

(
∥f∥Lp(X,dµ) + ∥g∥Lp(X,dµ)

)
= ∥f + g∥p−1Lp(X,dµ)

(
∥f∥Lp(X,dµ) + ∥g∥Lp(X,dµ)

)
.

So, after simplification,

∥f + g∥Lp(X,dµ) ≤ ∥f∥Lp(X,dµ) + ∥g∥Lp(X,dµ).

Example 15.3. Notice that there are sequences fn
n→+∞−−−−−→ f in Lp(0, 1) with 1 ≤ p < ∞,

with fn(x) ̸→ f(x) for all x ∈ [0, 1]. Indeed, consider a sequence {In} formed by the

intervals
[
j−1
n , jn

]
for j = 1, ..., n and for n ∈ N. Then 1In

n→+∞−−−−−→ 0 in Lp(0, 1), but for any

x ∈ [0, 1] the sequence {1In(x)} is not convergent.

Theorem 15.4. Lp(X, dµ) for 1 ≤ p ≤ ∞ is a Banach space.

Proof. Consider first L∞. We consider a Cauchy sequence fn. Then, for p =∞,

for any k ∈ N there is Nk such that for n,m ≥ Nk we have ∥fn − fm∥p < 1/k. (15.6)

Hence for a 0 measure set Ek, for all x ∈ X − Ek we have |fn(x) − fm(x)| < 1/k for
n,m ≥ Nk. For any x ∈ X − ∪Ek there is a limit f(x) such that |fn(x) − f(x)| ≤ 1/k for

n ≥ Nk. So ∥fn − f∥∞ ≤ 1/k for n ≥ Nk and hence ∥fn − f∥∞
n→+∞−−−−−→ 0.

Consider Lp with p < ∞ and a Cauchy sequence fn. Reducing, in case, to a subse-
quence, we can suppose we have a sequence with

∥fn − fm∥p < 2−n for m ≥ n. (15.7)

Indeed, given the Cauchy sequence condition (15.6), it is enough to choose a strictly in-
creasing sequence nk > Nk. For simplicity, we will assume that the whole sequence satisfies
(15.7).
Consider now the telescopic series

f1 +

∞∑
n=1

(fn+1 − fn). (15.8)

Then the partial sums gn(x) := |f1(x)| +
∑n

j=1 |fj+1(x) − fj(x)| are such that ∥gn∥p < C
for a fixed C. By the monotone convergence theorem, then they converge a.e. and

lim
n→+∞

∫
X
|gn(x)|pdµ =

∫
X
|g(x)|pdµ.
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This implies the pointwise convergence a.e. of the telescopic series (15.8) to f . For m ≥ n

|fn(x)− fm(x)| ≤
m−1∑
j=n

|fj+1(x)− fj(x)|

≤
∞∑
j=n

|fj+1(x)− fj(x)| = g(x)− gn−1(x) ≤ g(x)

and so for m→∞, |fn(x)− fm(x)|
m→+∞−−−−−→ |fn(x)− f(x)| where |fn(x)− f(x)| ≤ g(x) a.e.

Then f ∈ Lp and by dominated convergence fn → f in Lp.

Theorem 15.5. Lp for 2 ≤ p <∞ is reflexive.

Proof. We have the Clarkson inequality (see proof below)∥∥∥∥f + g

2

∥∥∥∥p
p

+

∥∥∥∥f − g2

∥∥∥∥p
p

≤ 1

2

(
∥f∥pp + ∥g∥pp

)
for 2 ≤ p <∞.

Assuming the Clarkson inequality we prove that for 2 ≤ p <∞ then Lp is uniformly convex.
Indeed, for ∥f∥p ≤ 1, ∥g∥p ≤ 1, and ∥f − g∥p > ε, then∥∥∥∥f + g

2

∥∥∥∥p
p

≤ 1− εp

2p
⇒
∥∥∥∥f + g

2

∥∥∥∥
p

≤ 1−

(
1−

(
1− εp

2p

) 1
p

)

so we conclude that Lp is uniformly convex, and hence reflexive by Milman–Pettis.
We turn to the proof of the Clarkson inequality, which is a consequence of∣∣∣∣a+ b

2

∣∣∣∣p + ∣∣∣∣a− b2

∣∣∣∣p ≤ 1

2
(|a|p + |b|p) for 2 ≤ p <∞.

We have
αp + βp ≤ (α2 + β2)

p
2 for 2 ≤ p <∞

which in turn is a consequence for q = p/2 and for a = α2 and b = β2, of

aq + bq ≤ (a+ b)q for 1 ≤ q <∞, which is equivalent to(
a

a+ b

)q
+

(
b

a+ b

)q
≤ a

a+ b
+

b

a+ b
= 1.

For α =
∣∣a+b

2

∣∣ and β =
∣∣a−b

2

∣∣
∣∣∣∣a+ b

2

∣∣∣∣p + ∣∣∣∣a− b2

∣∣∣∣p ≤
(∣∣∣∣a+ b

2

∣∣∣∣2 + ∣∣∣∣a− b2

∣∣∣∣2
) p

2

=

(
a2

2
+
b2

2

) p
2

≤ ap

2
+
bp

2
,

where the last inequality follows by the convexity of t→ t
p
2 .
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Theorem 15.6. Lp for 1 < p < 2 is reflexive.

Proof. For any 1 < p < +∞, for any f ∈ Lp there is an element Tf in (Lp
′
)′ defined

by ⟨Tf, g⟩(Lp′ )′×Lp′ =
∫
fg. Then by Hölder ∥Tf∥(Lp′ )′ ≤ ∥f∥p and, setting g(x) =

|f(x)|p−2f(x) ∈ Lp
′
, we see ⟨Tf, g⟩(Lp′ )′×Lp′ = ∥f∥pp and ∥g∥p′ = ∥f∥p−1p so ∥Tf∥(Lp′ )′ ≥

∥f∥p and hence ∥Tf∥(Lp′ )′ = ∥f∥p for all 1 < p < +∞ and

T : Lp → (Lp
′
)′ is an isometry for all 1 < p < +∞. (15.9)

So R(T ) is a closed subspace of (Lp
′
)′. Now let 1 < p < 2. By Theorem 15.5, Lp

′
is reflexive.

By Lemma 12.5 this is equivalent to the fact that (Lp
′
)′ is reflexive. Furthermore, Lemma

12.5 guarantees that the closed subspaces of (Lp
′
)′, and so also R(T ), are reflexive. In turn,

since T : Lp → R(T ) is an isomorphism, this implies that Lp is reflexive for 1 < p < 2.

Theorem 15.7 (Riesz representation theorem). Let 1 < p <∞ and let φ ∈ (Lp(X))′. Then
there is u ∈ Lp′(X) such that

φ(f) =

∫
X
uf ∀ f ∈ Lp.

Proof. By (15.9), TLp
′
is a closed subspace of (Lp)′. If TLp

′ $ (Lp)′, then there is a
nontrivial h ∈ Lp ≃ (Lp)′′ with ⟨Tu, Jh⟩(Lp)′×(Lp)′′ = 0 for all u ∈ Lp′ . But

⟨Tu, Jh⟩(Lp)′×(Lp)′′ = ⟨h, Tu⟩Lp×(Lp)′ =

∫
uh = 0 for all u ∈ Lp′ .

If we choose u(x) = |h(x)|p−2h(x) ∈ Lp′ , then we obtain

0 =

∫
uh =

∫
|h|p−2h h =

∫
|h|p =⇒ h = 0 in Lp.

Thus we get a contradiction and we conclude TLp
′
= (Lp)′. So T is an isometric isomor-

phism.

Theorem 15.8 (Riesz representation theorem). Let φ ∈ (L1(X))′ where X is σ–finite.
Then there is u ∈ L∞(X) such that

φ(f) =

∫
uf ∀ f ∈ L1(X).

Proof. Here σ–finite means that X = ∪1≤n<NXn, with N ∈ N ∪ {∞} and with each Xn of
finite measure. We can assume that the sequence Xn is increasing with n. Then it is possible
to define a w ∈ L2(X) such that for any n there exists Cn > 0 such that w(x) > Cn > 0 for
all x ∈ Xn. Indeed, we can choose cn > 0 with

c1µ(X1) +
∑

2≤n<N
cnµ(Xn\Xn−1) < +∞.
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and then define w(x) = c1 in X1 and w(x) = cn in Xn\Xn−1.
Next, the map f ∈ L2(X) → ⟨φ, fw⟩(L1(X))′×L1(X) is bounded. So there exists g ∈ L2(X)
such that

⟨φ, fw⟩(L1(X))′×L1(X) =

∫
fg ∀ f ∈ L2(X). (15.10)

Set now u = g
w , which is measurable. Then

|
∫
fg| = |

∫
fwu| = |⟨φ, fw⟩(L1(X))′×L1(X)| ≤ |φ|(L1(X))′ |fw|L1 ,

where the first equality follows from the definition of u and the second from (15.10).
We claim that ∥u∥∞ ≤ ∥φ∥(L1)′ . Indeed let C > |φ|(L1)′ and let

A± = {x : ±u(x) > C}.

We will show that |A+| = 0 with the argument for |A−| = 0 similar. If |A+| > 0, then there
exists n with |A+ ∩Xn| > 0 and

C

∫
A+∩Xn

w <

∫
A+∩Xn

wu =

∫
A+∩Xn

g =

∫
χA+∩Xng = ⟨φ, χA+∩Xnw⟩(L1(X))′×L1(X)

≤ |φ|(L1)′∥χA+∩Xnw∥L1 ,

which yields C ≤ |φ|(L1)′ and a contradiction. So now we have ∥u∥∞ ≤ ∥φ∥(L1)′ .
Next, we claim that

⟨φ, f⟩(L1(X))′×L1(X) =

∫
fu for any f ∈ L1(X). (15.11)

If f ∈ L1(X) ∩ L2(X) we have

⟨φ, χXnf⟩(L1(X))′×L1(X) = ⟨φ, χXn

f

w
w⟩(L1(X))′×L1(X) =

∫
χXn

f

w
g =

∫
χXnfu

where the second equality holds because of (15.10). Since L1(X)∩L2(X) is dense in L1(X),
it follows that

⟨φ, χXnf⟩(L1(X))′×L1(X) =

∫
χXnfu for any f ∈ L1(X). (15.12)

We have χXnf
n→+∞−−−−−→ f in L1(X), so ⟨φ, χXnf⟩(L1(X))′×L1(X)

n→+∞−−−−−→ ⟨φ, f⟩(L1(X))′×L1(X).

On the other hand, we already know u ∈ L∞(X), so fu ∈ L1(X) and χXnfu
n→+∞−−−−−→ fu in

L1(X) and hence we conclude that
∫
χXnfu

n→+∞−−−−−→
∫
fu. So we conclude that taking the

limit n→∞ in (15.12) we obtain (15.11).
Finally, by Hölder

|⟨φ, h⟩(L1(X))′×L1(X)| = |
∫
hu| ≤ ∥h∥1∥u∥∞

we conclude ∥u∥∞ ≥ ∥φ∥(L1)′ , and so ∥u∥∞ = ∥φ∥(L1)′ .
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Exercise 15.9. Given an open set Ω ⊆ Rd, show that if u ∈ Lp(Ω), then∫
Ω
ufdx = 0 for all f ∈ C0

c (Ω) =⇒ u = 0.

Answer. If u ̸= 0, it is not restrictive to assume that there exists a compact set K
inside Ω with measure |K| > 0 where u ≥ 1. For any open A with K ⊂ A ⊂ Ω there exists
fA ∈ C0

c (Ω, [0, 1]) with fA = 1 in K and supp fA ⊂ A. We can generate a sequence of

decreasing An with |An\K| ↘ 0 and ufAn

n→+∞−−−−−→ 1Ku by dominated convergence. Then
we get a contradiction by

0 =

∫
Ω
ufAndx

n→+∞−−−−−→
∫
K
udx ≥ |K| > 0

Corollary 15.10. Given an open set Ω ⊆ Rd, C0
c (Ω) is dense in Lp(Ω) for 1 ≤ p <∞.

Proof. Suppose this is not the case and consider the closure Y := C0
c (Ω). Then there is

0 ̸= u ∈ Lp
′
(Ω) such that

∫
Ω ufdx = 0 for all f ∈ C0

c (Ω). By exercise 15.9 we get a
contradiction.

Exercise 15.11. Show that for 1 ≤ p < q ≤ ∞, then Lp(Rd) ∩ Lq(Rd) is a Banach
space with norm ∥ · ∥Lp + ∥ · ∥Lq and for any r ∈ [p, q] we have the bounded immersion
Lp(Rd) ∩ Lq(Rd) ↪→ Lr(Rd).

Exercise 15.12. Show that for 1 ≤ p < q ≤ ∞, then Lp(Rd) + Lq(Rd) is a Banach space
with norm

∥f∥ = inf{∥g∥p + ∥h∥p : f = g + h}

and for any r ∈ [p, q] we have the bounded immersion Lr(Rd) ↪→ Lp(Rd) + Lq(Rd).

Exercise 15.13. Show that for f ∈ Lp(X) for 1 ≤ p < ∞ for X of infinite measure but
σ–finite, for any ε > 0 there exists A ⊂ X of bounded measure such that∫

{A
|f(x)|p < ε.

Answer. Recall that X = ∪nXn (numerable growing union) with all Xn of bounded

measure. Then χXnf
n→+∞−−−−−→ f in Lp(X) by dominated convergence. Hence χ{Xn

f
n→+∞−−−−−→

0 in Lp(X), and so just take A = Xn for n large enough.

Exercise 15.14. Let X be σ–finite,

1 ≤ p <∞ and suppose supn∈N ∥fn∥p <∞ and fn
n→+∞−−−−−→ f a.e. Show the following.

a We have fn ⇀ f in Lp(X) for 1 < p <∞.

b Statement a is not true in L1(X) (if X is an infinite set).
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c Statement a is true in L∞(X) for the σ(L∞, L1) topology

Answer. a First of all f ∈ Lp(X) with ∥f∥p ≤ lim inf ∥fn∥p by the Fathou Lemma. Let
g ∈ Lp′(X). Then by Exercise 15.13, there exists A with |A| < ∞, such that

∫
{A |g|

p′ < ε.
Furthermore, for any ε > 0 there exists δ > 0 such that for any B ⊆ A with |B| < δ we
have

∫
B |g|

p′ < ε. Finally, By Egorov Theorem, there exists B̃ ⊆ A with |B̃| < δ such that

fn
n→+∞−−−−−→ f uniformly in A\B̃. Then

⟨fn − f, g⟩ =
〈
fn − f, χA\B̃g

〉
+
〈
fn − f, χB̃g

〉
+ ⟨fn − f, χ{Ag⟩

Since

|
〈
fn − f, χB̃g

〉
| ≤ 2 sup ∥fn∥Lpε and | ⟨fn − f, χ{Ag⟩ | ≤ 2 sup ∥fn∥Lp

and

|
〈
fn − f, χA\B̃g

〉
| ≤ ∥fn − f∥L∞(A\B̃)

∥g∥p′
n→+∞−−−−−→ 0,

where ε is arbitrary, it follows ⟨fn − f, g⟩
n→+∞−−−−−→ 0.

b As an example, we know from Exercise 10.24 that for L1(Rd) ∋ f ̸= 0, then if

λn
n→+∞−−−−−→ +∞ it is not true that λn

df(λn·)⇀ 0. Now take for example any f with supp f

compact, and then λn
df(λnx)

n→+∞−−−−−→ 0 for any x ̸= 0.
c Repeat proof of a.

Exercise 15.15. Consider L2([−π, π]).

a Then cos(n·)⇀ 0 in L2([−π, π]).

b It is not true that cos(nx)
n→+∞−−−−−→ 0 a.e.

Answer. We have
∫ π
−π cos(nx)f(x)dx = πan

n→+∞−−−−−→ 0 by the Riemann–Lebesgue

Lemma, see (7.12). If we had cos(nx)
n→+∞−−−−−→ 0 a.e., then also sin(nx)

n→+∞−−−−−→ 0 a.e., but
sin2(nx) + cos2(nx) ≡ 1.

Exercise 15.16. Show that fn(x) := nχ(0,1/n)(x) converges a.e. to 0 in [0, 1] but fn ̸⇀ 0
in any Lp([0, 1]).

Answer. For p > 1 we have ∥fn∥Lp(0,1)
n→+∞−−−−−→ +∞, while if fn converged weakly we

would have supn ∥fn∥Lp(0,1) < ∞. For p = 1 we have fn(x) = nχ(0,1)(nx) and we know
already by Exercise 10.24 that fn does not converge weakly.

Example 15.17. We have (c0(N))′ = `1(N).
Indeed, First of all, it is easy to see that c′0 ⊇ `1. Next we want to show that c′0 ⊆ `1. We
proceed as follows.
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Given φ ∈ c′0 we can define u by u(n) = φ(en), where (en)(m) = δn,m the Kronecker delta.
Now, if u ̸∈ `1, for any M ∃ N such that

M ≤
N∑
n=1

|u(n)| =
N∑
n=1

sign(u(n))u(n) =

N∑
n=1

sign(u(n))φ(en)

= φ

(
N∑
n=1

sign(u(n))en

)
=

〈
N∑
n=1

sign(u(n))en, φ

〉
c0×c′0

≤

∥∥∥∥∥
N∑
n=1

sign(u(n))en

∥∥∥∥∥
ℓ∞

∥φ∥c′0 = ∥φ∥c′0 .

Obviously this is impossible, by the arbitrariness of M . Se we conclude that u ̸∈ `1. But
then (c0(N))′ = `1(N).

Notice that the map φ ∈ (c0(N))′ → u with u(n) := φ(en) is an isometric isomorphism.

Example 15.18. Recall that the Hahn–Banach Theorem, see Corollary 6.2, implies that for
any φ ∈ (c0(N))′ = `1(N) there is an extension in (`∞(N))′ with the same norm. It turns
out that this extension is unique. Indeed, suppose ∥φ∥ℓ1(N) = 1, where

φ(x1, x2, ...) =
∞∑
j=1

φjxj .

Notice that this defines also an element in (`∞(N))′. Now suppose that there is another
extension ψ ∈ (`∞(N))′ different from φ. It is not restrictive to assume there exists a unitary
element x = {xn} in `∞(N) where

γ := ψ(x)− φ(x) > 0.

Let N such that
∑N

j=1 |φj | > 1 − γ/2. By linearity, and by the fact that the functionals
coincide in c0(N), for xN = (1− χ[0, N ])x we have

γ = ψ(xN )− φ(xN ).

Now

|φ(xN )| ≤
∞∑

j=N+1

|φj | < γ/2.

Then ψ(xN ) > γ/2. Furthermore, for z = (signφ1, ..., signφN , 0, 0, ....)

ψ(z) = φ(signφ1, ..., signφN , 0, 0, ....) =
N∑
j=1

|φj | > 1− γ/2.

So

ψ(xN + z) = ψ(xN ) + ψ(z) > γ/2 + 1− γ/2 = 1.

But since ∥xN + z∥ℓ∞ = 1, we contradict ∥ψ∥(ℓ∞(N))′ = 1.
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The following important theorem holds true.

Theorem 15.19 (Reisz Representation). Let X be a locally compact Hausdorff space and
consider C0

c (X,R). Then
(
C0
c (X,R)

)′
is isomorphic to the space of bounded Borel measures

(without sign) which are regular, see Remark 15.20. Furthermore the relation between Φ ∈(
C0
c (X,R)

)′
and measure µ is given by

Φ(f) =

∫
X
fdµ for any f ∈ C0

c (X,R). (15.13)

Remark 15.20. A Borel measure is regular if its absolute value measure

|µ|(E) = (15.14)

sup{
∑
|µ(En)| : over all disjoint finite or countable unions E =

⋃
En with measurable sets},

(15.15)

is regular.

Proof of Theorem 15.19. We skip the discussion of uniqueness, which is easier, and we
discuss existence. We can assume that

∥Φ∥(C0
c (X,R))

′ = 1. (15.16)

We claim that

there exists a positive linear map Λ : C0
c (X,R)→ R such that |Φ(f)| ≤ Λ|f | ≤ ∥f∥C0

c (X,R)

for all f ∈ C0
c (X,R) (15.17)

Let now λ be the measure associated to Λ by Theorem 1.25. Notice that we have

λ(X) = sup{Λf : 0 ≤ f ≤ 1 with f ∈ C0
c (X,R)} ≤ 1. (15.18)

Then

|Φ(f)| ≤ Λ|f | =
∫
X
|f |dλ.

Then by Hahn Banach there exists an extension Φ ∈ (L1(X, dλ)′ with norm 1. So there
exists g ∈ L∞(X, dλ) such that

Φ(f) =

∫
X
fgdλ. (15.19)

with ∥g∥L∞ = 1.
We set as our measure dµ := gdλ. Notice that d|µ| = |g|dλ.
We have

1 = ∥Φ∥(C0
c (X,R))

′ = sup{|Φ(f)| : ∥f∥C0
c (X,R) = 1} ≤

∫
X
|g|dλ = |µ|(X).
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On the other hand, (15.18) and ∥g∥L∞ = 1 and the latter, imply |g| = 1 a.e. , so d|µ| = dλ
and |µ|(X) = λ(X).

We now turn to the proof of Claim (15.17). For C+
c (X) the positive elements of

C0
c (X,R), let

Λf = sup{|Φ(h)| : h ∈ C0
c (X,R) such that |h| ≤ f}. (15.20)

Then Λf ≥ 0, (15.18) is satisfied, Λ is order preserving and Λcf = cΛf for c ≥ 0. Now we
need to prove

Λf + Λg = Λ(f + g) for f, g ∈ C+
c (X). (15.21)

Let h1, h2 ∈ C0
c (X,R) be such that |h1| ≤ f and |h2| ≤ g with

Λf ≤ |Φ(h1)|+ ε and Λg ≤ |Φ(h2)|+ ε.

Let αj be unitary complex numbers such that |Φ(hj)| = αjΦ(hj). Then

Λf + Λg ≤ |Φ(h1)|+ |Φ(h2)|+ 2ε = α1Φ(h1) + α2Φ(h2) + 2ε

= Φ(α1h1 + α2h2)) + 2ε ≤ Λ(|h1|+ |h2|) + 2ε ≤ Λ(f + g) + 2ε.

Hence we have proved ≤ in (15.21). Let now |h| ≤ f + g, call V := {x : f(x) + g(x) > 0}
and set

h1(x) :=
f(x)h(x)

f(x) + g(x)
and h2(x) :=

g(x)h(x)

f(x) + g(x)
in V

h1(x) := 0 and h2(x) := 0 outside V.

Inside V the functions hj are continuous. For x0 ̸∈ V , we have h(x0) = 0. Furthermore we
have 0 ≤ h1(x) ≤ h(x) everywhere, so lim

x→x0
hj(x) = lim

x→x0
hj(x) = 0 and we get continuity

also for x0 ̸∈ V . Then,

|Φ(h) | = |Φ(h1 + h2) | ≤ |Φ(h1) |+ |Φ(h2) | ≤ Λ(f + f) for any h ∈ C0
c (X,R) be such that |h| ≤ f + g.

This implies the inequality ≥, and so also the equality, in (15.21).
Having proved (15.21), by linearity it is possible to extend Λ.

The following is discussed in Yoshida [16, p.118] .

Example 15.21. (L∞(X,M, dλ))′ is the space of maps µ :M→ R with the following three
properties:

E1 ∩ E2 = ∅ ⇒ µ(E1 ∪ E2) = µ(E1) + (E2); (15.22)

sup
E∈M

|µ(E)| <∞ (15.23)

λ(E) = 0⇒ µ(E) = 0. (15.24)
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Here φ ∈ (L∞(X,M, dλ)′ and set µ(E) := φ(χE) for any E ∈ M and it can be
checked that properties (15.22)–(15.24) are true, see [16]. Viceversa, given µ with the above
properties, for f ∈ L∞(X,M, dλ) it is possible to define φ ∈ (L∞(X,M, dλ)′ by setting

φ(f) = lim
n→+∞

n∑
j=1

ajnµ(Ejn) where lim
n→+∞

∥f −
n∑
j=1

ajnµ(Ejn)∥L∞
n→+∞−−−−−→ 0,

see Example 13.6 on the density of simple functions in L∞(X,M, dλ).

Theorem 15.22 (Young’s convolution inequality). Let f ∈ Lp(Rd), g ∈ Lq(Rd) for p, q ∈
[1,∞]. Set

f ∗ g(x) :=
∫
Rd

f(x− y)g(y)dy. (15.25)

Then

∥f ∗ g∥Lr(Rd) ≤ ∥f∥Lp(Rd)∥g∥Lq(Rd) for
1

r
+ 1 =

1

p
+

1

q
. (15.26)

Proof. We consider the trilinear form

I(f, g, h) =

∫
f(y)g(x− y)h(x)dxdy, (15.27)

for h in an appropriate dense subspace of Lr
′
(Rd), f in an appropriate dense subspace

of Lp(Rd) and g in an appropriate dense subspace of Lq(Rd). It is enough to prove it is
bounded in a dense set, to conclude that it automatically extends, uniquely, in a bounded
trilinear form in the whole spaces, see Exercise 5.13. Notice that this, for similar reasons,
will imply that (15.25) extends to a bounded bilinear map Lp(Rd)× Lq(Rd)→ Lr(Rd).
To bound (15.27), it is enough to show if we assume f ≥ 0, g ≥ 0, h ≥ 0, ∥g∥Lq = ∥f∥Lp =
∥h∥Lr′ = 1, that

I(f, g, h) ≤ 1. (15.28)

The condition 1
r + 1 = 1

p +
1
q is the same as 2 = 1

r′ +
1
p +

1
q . So we have(

2− 1

p
− 1

q

)
r′ = 1 ,

(
2− 1

p
− 1

r′

)
q = 1,(

2− 1

r′
− 1

q

)
p = 1,

which obviously is the same of as(
1− 1

p

)
r′ +

(
1− 1

q

)
r′ = 1(

1− 1

p

)
q +

(
1− 1

r′

)
q = 1(

1− 1

r′

)
p+

(
1− 1

q

)
p = 1.
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Hence

I(f, g, h) =

∫
(fp(y)gq(x− y))1−

1
r′
(
fp(y)hr

′
(x)
)1− 1

q
(
gq(x− y)hr′(x)

)1− 1
p
dxdy.

Using 1
r +

1
p′ +

1
q′ = 1, by Hölder inequality we obtain

I(f, g, h) ≤
(∫

fp(y)gq(x− y)dxdy
) 1

r
(∫

fp(y)hr
′
(x)dxdy

) 1
q′
(∫

gq(x− y)hr′(x)dxdy
) 1

p′

.

From this we obtain the Young’s convolution inequality (15.26).

Proposition 15.23. Let f ∈ Ckc (Rd) and let g ∈ L1
loc(Rd). Then f ∗ g ∈ Ck(Rd) with

∇j(f ∗ g) = (∇jf) ∗ g for j ≤ k.

Proof. For any fixed x the map F (x, y) = f(x − y)g(y) is in L1
y. For xn → x, then there

is a compact set K such that F (x, y) = χK(y)F (x, y), F (xn, y) = χK(y)F (xn, y). We have
pointwise F (xn, y)→ F (x, y) for all y and |F (xn, y)| ≤ χK(y)|f |∞|g(y)|. Then we can apply
dominated convergence and conclude lim

∫
F (xn, y)dy =

∫
F (x, y)dy. This sets case k = 0.

For the general case it is enough to prove the case k = 1 and then proceed by induction.
We have

f(x+ h− y)− f(x− y)− h · ∇f(x− y) = h · I(x− y, h) , where

I(x− y, h) :=
∫ 1

0
[∇f(x+ sh− y)−∇f(x− y)] ds.

Notice that ∇f ∈ C0
c (Rd,Rd) implies that ∇f is uniformly continuous. This implies that

|I(z, h)| ≤ o(1), where o(1) is a function dependent only on h with o(1)
h→0−−−→ 0. Then

|f(x+ h− y)− f(x− y)− h · ∇f(x− y)| ≤ |h|o(1).

For fixed x in some bounded set, there is a compact set K such that for |h| ≤ 1

|f(x+ h− y)− f(x− y)− h · ∇f(x− y)| ≤ |h|o(1)χK(y).

Then

|f ∗ g(x+ h)− f ∗ g(x)− h · ∇f ∗ g(x)| ≤ |h|o(1)
∫
K
|g(y)|dy

and so f ∗ g is differentiable in x with gradient ∇f ∗ g.

Theorem 15.24. Let ρ ∈ L1(Rd) be s.t.
∫
ρ(x)dx = 1. Set ρϵ(x) := ε−dρ(x/ε). Then for

any f ∈ Lp(Rd) with 1 ≤ p <∞ we have

lim
ϵ↘0

ρϵ ∗ f = f in Lp(Rd). (15.29)

In particular we have, see (7.24),

lim
t↘0

et△f = f in Lp(Rd). (15.30)
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Proof. Clearly (15.30) is a special case of (15.29) setting ε =
√
t and ρ(x) = (4π)−

d
2 e−

|x|2
4 .

To prove (15.29) we start with f ∈ C0
c (Rd). In this case

ρϵ ∗ f(x)− f(x) =
∫
Rd

(f(x− εy)− f(x))ρ(y)dy

so that, by Minkowski inequality and for ∆(y) := ∥f(· − y)− f(·)∥Lp , we have

∥ρϵ ∗ f(x)− f(x)∥Lp ≤
∫
|ρ(y)|∆(ε y)dy.

Now we have limy→0∆(y) = 0 and ∆(y) ≤ 2∥f∥Lp . So, by dominated convergence we get

lim
ϵ↘0
∥ρϵ ∗ f(x)− f(x)∥Lp = lim

ϵ↘0

∫
|ρ(y)|∆(ε y)dy = 0.

So this proves (15.29) for f ∈ C0
c (Rd). The general case is proved by a density argument.

Exercise 15.25. Show that the statement in Corollary 15.10 would be wrong for p =∞.

Exercise 15.26. Show that the statement in Corollary 15.10 is correct with p = ∞ in
(15.30)–(15.29) when taking f ∈ C0

0 (Rd).

Exercise 15.27. Show that if f, g ∈ C0
c (Rd), then

supp f ∗ g ⊆ supp f + supp g. (15.31)

Proposition 15.28. For any open set Ω ⊆ Rd, C∞c (Ω) is dense in Lp(Ω) for any 1 ≤ p <
∞.

Proof. Let us start with Ω = Rd. Let φ ∈ C∞c (Rd) with
∫
φ = 1 and R > 0 such that

DRd(0, R) ⊃ supp φ. Consider φϵ(x) =
1
ϵnφ(x/ε). Notice that supp φϵ ⊆ DRd(0, εR). Then

for any g ∈ C0
c (Rn) with K := supp g we have φϵ ∗ g → g in Lp(Rd) and furthermore

supp (φϵ ∗ g) ⊆ DRd(0, εR) +K is compact. By C0
c (Rd) = Lp(Rd) we get the desired result

for Ω = Rd.
For more general Ω, and for φ and g as above, with K ⊂ Ω, then dist(K, ∂Ω) =: γ > 0.

Then, for ε ∈ (0, γ/R), supp (φϵ ∗ g) ⊂ Ω. Hence also in this case we have proved C∞c (Ω) ⊃
C0
c (Ω) and, consequently, C

∞
c (Ω) = Lp(Ω).

Exercise 15.29. Consider the group actions

Rd × Lp(Rd) ∋ (y, f)→ τyf := f(· − y) ∈ Lp(Rd)

Rd × Lp(Rd) ∋ (λ, f)→ δp,λf := λ
d
p f(λ·) ∈ Lp(Rd).

a Show that for 1 ≤ p <∞ we have τyf
y→0−−−→ f and δp,λf

λ→1−−−→ f for any f ∈ Lp(Rd).
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b Show that claim a if false for p =∞.

c Show that for 1 ≤ p < ∞ it is not true that τy
y→0−−−→Identity in L(Lp(Rd)) and similarly

that it is not true that δp,λ
λ→1−−−→Identity in L(Lp(Rd)).

Remark 15.30. Notice that Exercise 15.29 is closely related to Remark 7.28. Notice for
example, that (y, f) → τyf := f(· − y) is really the group e−y·∇f , and similarly, δetf =

e
t
(

d
p
+x·∇

)
f . In other words, associated to these group actions, are certain differential oper-

ators.

Exercise 15.31. Let k ∈ Lq(Rd) and consider the convolution operator T : Lp(Rd) →
Lr(Rd), where 1

r + 1 = 1
p +

1
q , defined by Tf = k ∗ f . Show that this operator commutes

with translations, that is
τyT = Tτy for any y ∈ Rd. (15.32)

Theorem 15.32 (Kolmogorov, Riesz, Frechét). Let F ⊂ Lp(Rd) for p <∞ be bounded and
s.t. the following property is true:

for any ε > 0 there is δ(ε) > 0 s.t. |h| < δ(ε)⇒ ∥τhf − f∥Lp(R) ≤ ε for all f ∈ F .
(15.33)

Then for any open bounded Ω in Rd the restriction F|Ω is relatively compact in Lp(Ω).

Proof. We will prove that

∀ ε > 0, F|Ω is contained in the union of finitely many balls of radius ε in Lp(Ω).
(15.34)

The proof is related to Ascoli’s Theorem. We first claim that

for any ε > 0 there exists ω ⊂⊂ Ω s.t. ∥f∥Lp(Ω\ω) ≤
ε

3
for all f ∈ F . (15.35)

We skip the proof of (15.35) for the moment. Notice now that for any a, b ∈ R+, if we set

T (a, b) = {f ∈ C1(Rd) : ∥f∥L∞(Rd) ≤ a and ∥∇f∥L∞(Rd) ≤ b},

then T (a, b)|ω is relatively compact in C0(ω,R) by Ascoli’s Theorem. Let us consider now
a standard sequence of mollifiers ρn(x) = ndρ(nx), with ρ ∈ C∞c (DRd(0, 1), [0, 1]) a function
of integral 1. Then using (15.33), for n > 1/δ

(
ϵ
4

)
we have

∥ρn ∗ f − f∥Lp(Rd) = ∥
∫
Rd

ρn(y)(f(x− y)− f(x))dy∥Lp(Rd) ≤
∫
Rd

ρn(y)∥τ−yf − f∥Lp(Rd)dy

<

∫
Rd

ρn(y)
ε

4
=
ε

4
,

since ρn(y) ̸= 0 only if |y| < 1/n < δ
(
ϵ
4

)
.
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Fix now n ∈ N. We have for any x ∈ Rd

|ρn ∗ f(x)| ≤
∫
Rd

ρn(x− y)|f(y)|dy ≤ ∥ρn∥Lp′ (Rd)∥f∥Lp(Rd) ≤ an for all f ∈ F , (15.36)

(indeed ∥ρn∥Lp′ (Rd) = nd∥ρ(n·)∥Lp′ (Rd) = n
d
(
1− 1

p′

)
∥ρ∥Lp′ (Rd) and similarly ∥∇ρn∥Lp′ (Rd) =

n
d
(
1− 1

p′

)
+1∥∇ρ∥Lp′ (Rd) below). Similarly

|∇ρn ∗ f(x)| ≤
∫
Rd

|∇ρn(x− y)||f(y)|dy ≤ ∥∇ρn∥Lp′ (Rd)∥f∥Lp(Rd) ≤ bn for all f ∈ F

So we have a sequence {(an, bn)} in R2
+ s.t. for any fixed n we have {ρn ∗ f : f ∈ F} ⊂

T (an, bn). For any n the latter set, being relatively compact in C0(ω,R) ⊂ L∞(ω) ⊂
Lp(ω), is contained in a finite union of balls or radius ϵ

3 in Lp(ω). Fix n0 > 1/δ
(
ϵ
4

)
. Let

T (an0 , bn0) ⊂ ∪Nj=1DLp(ω)(uj , ε/3). Then we claim

F|Ω ⊂ ∪
N
j=1DLp(Ω)(uj , ε) (15.37)

where uj |Ω\ω := 0 since above we can take uj ∈ C0(ω,R) with supp (uj) ⊆ ω. Indeed, let

f ∈ F . Then there is uj s.t. ∥ρn0 ∗ f − uj∥Lp(ω) < ε/3. This implies

∥f − uj∥Lp(Ω) ≤ ∥f∥Lp(Ω\ω) + ∥f − uj∥Lp(ω) ≤ ∥f∥Lp(Ω\ω) + ∥ρn0 ∗ f − uj∥Lp(ω) + ∥f − ρn0 ∗ f∥Lp(Rd) < ε.

Hence (15.37) is proved, and so also (15.34). However we need yet to prove (15.35). We
write

∥f∥Lp(Ω\ω) ≤ ∥f − ρn0 ∗ f∥Lp(Rd) + ∥ρn0 ∗ f∥Lp(Ω\ω) ≤
ε

4
+ ∥ρn0 ∗ f∥L∞(Rd)|Ω\ω|

1
p

≤ ε

4
+ an0 |Ω\ω|

1
p ≤ ε

3
for |Ω\ω| sufficiently small.

Example 15.33 (An application of the Reisz Representation Theorem 15.19). We show that
if h(z) is harmonic in U := DC(0, 1), that is if △h = 0 in U , and if

sup
0≤r<1

∫ π

−π
|h(reiθ)|dθ =M <∞,

then there is a complex valued measure µ on T := ∂U such that for r < 1

h(reiθ) = P (µ)(reiθ) =
1

2π

∫ π

−π
Pr(θ − t)dµ(eit)

with

Pr(θ − t) =
1− r2

1− 2r cos(θ − t) + r2
.
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To check this, for any f ∈ C0(T) and 0 ≤ s < 1 we set

Λs(f) :=

∫ π

−π
h(seit)f(eit)dt.

We have that ∥Λs∥(C(T))′ ≤M . By σ((C(T))′, C(T)) compactness of the unit ball in (C(T))′
(that is Banach–Alaouglu), there exists a sequence sn ↗ 1 and a Λ such that Λsn ⇀ Λ in
(C(T))′ for the σ((C(T))′, C(T)) topology, that is

lim
n→+∞

Λsnf = Λf ∀ f ∈ C0(T).

As a consequence of Theorem 15.19, there is a complex Borel measure µ with

lim
n→+∞

∫ π

−π
h(sne

it)f(eit)dt =

∫ π

−π
f(eit)dµ(eit).

Now, by Example 6.8, for r < 1 we have

h(rsne
iθ) =

1

2π

∫ π

−π
Pr(θ − t)h(sneit)dt.

For sn → 1 in the latter we get, applying previous formula for f(eit) = Pr(θ − t),

h(reiθ) = limh(rsne
iθ) = lim

1

2π

∫ π

−π
Pr(θ − t)h(sneit)dt =

1

2π

∫ π

−π
Pr(θ − t)dµ(eit).

Exercise 15.34. Prove the following, which we will use later: for f ∈ L1(T), we have

lim
n→+∞

∫
T
| sin(nx)f(x)|dx =

2

π

∫
T
|f(x)|dx (15.38)

Answer. Let us start with f = 1. Then, using a scale change and the 2π periodicity of
sinx and the π periodicity of | sinx|,∫ 2π

0
| sin(nx)|dx = n−1

∫ 2πn

0
| sin(x)|dx = n−1n

∫ 2π

0
| sin(x)|dx = 2

∫ π

0
sin(x)dx = 4

=
4

2π
∥1∥L1(T).

More generally, let f ∈ L1(T). By density it is enough to focus on simple functions

f =
N∑
j=1

λjχ[2πaj ,2πbj ],

where the intervals [2πaj , 2πbj ] are pairwise disjoint. Then∫
T
| sin(nx)f(x)|dx =

N∑
j=1

|λj |
∫ 2πbj

2πaj

| sin(nx)|dx =
N∑
j=1

|λj |n−1
∫ 2nπbj

2nπaj

| sin(x)|dx. (15.39)
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Now, for ⌊t⌋ ∈ Z the integral part of t ∈ R, defined by ⌊t⌋ ≤ t < ⌊t⌋+ 1, we have∫ 2nπbj

2nπaj

| sin(x)|dx =

∫ 2π⌊nbj⌋

2π⌊naj⌋
| sin(x)|dx−

∫ 2πnaj

2π⌊naj⌋
| sin(x)|dx+

∫ 2πnbj

2π⌊nbj⌋
| sin(x)|dx.

Then ∣∣∣∣∣
∫ 2nπbj

2nπaj

| sin(x)|dx−
∫ 2π⌊nbj⌋

2π⌊naj⌋
| sin(x)|dx

∣∣∣∣∣ ≤ 2π (naj − ⌊naj⌋) + 2π (nbj − ⌊nbj⌋)

< 2π + 2π = 4π.

Going back to (15.39), we conclude that∫
T
| sin(nx)f(x)|dx =

N∑
j=1

|λj |n−1
∫ 2π⌊nbj⌋

2π⌊naj⌋
| sin(x)|dx+ o(1)

= o(1) +
N∑
j=1

|λj |n−14 (⌊nbj⌋ − ⌊naj⌋)

= o(1) +
N∑
j=1

|λj |n−14 [nbj − naj − (nbj − ⌊nbj⌋) + (naj − ⌊naj⌋)]

= o(1) +

N∑
j=1

|λj |4 (bj − aj)
n→+∞−−−−−→

N∑
j=1

|λj |4 (bj − aj) =
4

2π
∥f∥L1(T).

A different take of Exercise 15.34 follows in the two next exercises.

Exercise 15.35. Show that for any f ∈ L1(T) we have σnf
n→+∞−−−−−→ f for the Fejer series

(7.15)

The following implies Exercise 15.34.

Exercise 15.36. Show that for any f ∈ L1(T) we have that the sequence fn(x) := f(nx)
we have fn ⇀ f̂(0) in L1(T). Hint, treat first the case of trigonometric polynomials, and
then use the approximation in Exercise 15.35 to obtain the result for all f ∈ L1(T).

Exercise 15.37. Show that C := {f ∈ L1(0, 1) :
∫ 1
0 |f |

2dx ≤ 1} is a closed subset of

L1(0, 1). Show that C̊ = ∅ in L1(0, 1).

Exercise 15.38. Show that Tf(x) = x−1
∫ x
0 f(t)dt defines an unbounded linear operator

in L1(0, 1).

Answer. Just consider the sequence nχ[1, 1
n
] which have all norm 1. Then

nTχ[1, 1
n
](x) =

{
n if x ≤ 1

n
1
x if x ≥ 1

n
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Then ∫ 1

0
nTχ[1, 1

n
](x)dx =

∫ 1
n

0
ndx+

∫ 1

1
n

1

x
dx = 1 + log n

n→+∞−−−−−→ +∞.

Example 15.39. Notice that Tf(x) = x−1
∫ x
0 f(t)dt defines a bounded linear operator in

Lp(0, 1) for all 1 < p ≤ +∞, and this is part of the famous Hardy inequality. Case
p = ∞ is trivial. The general case can be seen in a variety of ways. One, is to say that
|Tf | ≤ 2M(|f |) with M the Hardy–Littlewood Maximal function (see next semester), and
then use ∥Tf∥Lp(0,1) ≤ ∥M(|f |)∥Lp(0,1) ≤ Cp∥f∥Lp(0,1).
Another possibility is the following direct computation:

∥x−1
∫ x

0
f(t)dt∥Lp(0,1) = ∥

∫ 1

0
f(tx)dt∥Lp(0,1) ≤

∫ 1

0
∥f(·t)∥Lp(0,1)dt (by Minkowski inequality)

≤
∫ 1

0
∥f(·)∥Lp(0,1)t

− 1
pdt =

1

1− 1
p

∥f∥Lp(0,1).

Proceeding with a similar computation it is possible to solve the following exercise.

Exercise 15.40. Show that if for a fixed nonzero z ∈ C we have Re z < 1
p′ then Tf(x) =

xz−1
∫ x
0 t
−zf(t)dt defines a bounded linear operator in Lp(0, 1) for all 1 ≥ p ≤ +∞.

Exercise 15.41. Consider a sequence x· = {xn}n∈N. Consider the shift operator operator

(Tx·)n =

{
0 if n = 1

xn−1 if n ≥ 2
. (15.40)

a Show that it defines a bounded operator in `∞(N). Show that σ(T ) = {z ∈ C : |z| ≤ 1}.

b Show exactly the same things in `p(N) also for 1 ≤ p <∞.

16 Hilbert spaces

Definition 16.1. A Pre–Hilbert space on R consists of a vector space H on R with a
symmetric bilinear form (u, v)H , positive, that is (u, u)H ≥ 0, and strictly positive, that
is (u, u)H = 0 ⇒ u = 0. Then ∥u∥H :=

√
(u, u)H defines a norm, and the space is said

Hilbert, if for this norm it is complete.

Definition 16.2. Let X be a vector space on C. A sesquilinear form is a map B : X ×
X → C such that:

a B(λx+ µy, z) = λB(x, z) + µB(y, z);

b B(z, λx+ µy) = λB(z, x) + µB(z, y).

A sesquiliner for is said to be Hermitian if additionally:
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c B(x, y) = B(y, x).

It is positive if

d B(x, x) ≥ 0 for all x ∈ X.

Nondegenerate if

e if B(x, x) = 0 =⇒ x = 0.

Definition 16.3. A Pre–Hilbert space on C consists of a vector space H on C with a
sesquilinear for (·, ·)H : H2 → C satisfying conditions a–e in Definition 16.2. ∥u∥H :=√
(u, u)H defines a norm, and the space is said Hilbert, if for this norm it is complete.

Example 16.4. Consider

(f, g)L2(X,dµ) =

∫
X
f(x)g(x)dµ and, in particular

(a,b)ℓ2(Zd) =
∑
n∈Zd

anbn.

They make L2(X, dµ) and, in particular, `2(Zd), into Hilbert spaces,

Remark 16.5. It is possible to complexify H, (·, ·)H like in Remark 2.13 .

The parallelogram identity is∥∥∥∥a+ b

2

∥∥∥∥2
H

+

∥∥∥∥a− b2

∥∥∥∥2
H

=
1

2
(∥a∥2H + ∥b∥2H), (16.1)

and can be obtained by expanding the left hand side, and observing that the mixed terms
cancel out. We claim now the Cauchy Schwartz inequality |(a, b)H | ≤ ∥a∥H ∥b∥H . Obviously

2(a, b)H + 2(b, a)H = ∥a+ b∥2H − ∥a− b∥
2
H ≤ 2(∥a∥2H + ∥b∥2H),

so that

2Re(a, b)H ≤ ∥a∥2H + ∥b∥2H .

But

2Re(a, b)H = 2Re

(
λa,

1

λ
b

)
H

≤ λ2∥a∥2H +
1

λ2
∥b∥2H for all λ > 0

so Re(a, b)H ≤ ∥a∥H ∥b∥H by taking λ such that λ2∥a∥2H = 1
λ2
∥b∥2H , that is λ2 =

∥b∥H
∥a∥H .

Notice that

∥a+ b∥2H = (a+ b, a+ b)H = ∥a∥2H + ∥b∥2H + 2Re(a, b)H

≤ ∥a∥2H + ∥b∥2H + 2∥a∥H∥b∥H = (∥a∥H + ∥b∥H)
2.

This proves Minkowski inequality

∥a+ b∥H ≤ ∥a∥H + ∥b∥H .
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Proposition 16.6. H Hilbert implies H uniformly convex.

Recall that H uniformly convex means that for any ε > 0 there is δ > 0 such that
for any ∥a∥H ≤ 1, ∥b∥H ≤ 1 and ∥a − b∥H > ε we have

∥∥a+b
2

∥∥
H
< 1 − δ. Now, using the

parallelogram identity we get∥∥∥∥a+ b

2

∥∥∥∥2
H

=
1

2
(∥a∥2H + ∥b∥2H)−

∥∥∥∥a− b2

∥∥∥∥2
H

≤ 1− ε2

4
.

and so ∥∥∥∥a+ b

2

∥∥∥∥
H

≤ 1− (1−
√

1− ε2

4
).

Theorem 16.7 (Projection on a closed convex set). Let K ⊆ H be a closed nonempty
convex set and fix f ∈ H. Then there is a unique u ∈ K such that ∥f − u∥H ≤ ∥f − v∥H
for all v ∈ K. u is also characterized by

Re(f − u, v − u)H ≤ 0 ∀v ∈ K.

Proof. Since the map φ(x) = ∥x − f∥H is continuous and convex with lim φ(x) = +∞ as
∥x∥H → ∞, the existence of a minimizer in K follows from the fact that H is reflexive.
However a more direct proof of existence of a minimizer is the following one. We consider
a sequence xn ∈ K such that dn := ∥xn − f∥H → d := minx∈K ∥x − f∥H . Now by the
parallelogram identity applied to a = f − xn and b = f − xm we get∥∥∥∥f − xn + xm

2

∥∥∥∥2
H

+

∥∥∥∥xn − xm2

∥∥∥∥2
H

=
1

2
(d2n + d2m).

By convexity xn+xm
2 ∈ K and so∥∥∥∥xn − xm2

∥∥∥∥2
H

≤ 1

2
(d2n + d2m)− d2 ⇒ lim

m,n→∞
∥xn − xm∥H = 0.

So xn is Cauchy and converges to some u ∈ K.
Next step is to show that the characterization holds, that is, u is a minimizer if and

only if Re(f − u, v − u)H ≤ 0 ∀v ∈ K. If for a moment we accept this equivalence, then we
can see that u is the only minimizer as follows. If we had two minimizers u1 and u2, then

Re(f − u1, v − u1)H ≤ 0 ∀v ∈ K
Re(f − u2, v − u2)H ≤ 0 ∀v ∈ K.

In particular

0 ≥ Re(f − u1, u2 − u1)H +Re(f − u2, u1 − u2)H
= Re(f − u1, u2 − u1)H − Re(f − u2, u2 − u1)H = 2∥u2 − u1∥2H
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and hence u1 = u2. Now let us show the second characterization of the minimizer. Assume
u is a minimizer and pick v ∈ K and consider for t ∈ [0, 1]

∥f − u− t(v − u)∥2H = ∥f − u∥2H − 2tRe(f − u, v − u)H + t2∥v − u∥2H .

For t = 0 to be an absolute minimum we need Re(f−u, v−u)H ≤ 0, so u minimizer implies
Re(f − u, v − u)H ≤ 0 ∀v ∈ K. Viceversa, assuming this latter property, for any v ∈ K

∥u− f∥2H − ∥v − f∥2H = ∥u∥2H + 2(v − u, f)H − ∥v∥2H
= 2Re(v − u, f − u)H + 2Re(v − u, u)H + ∥u∥2H − ∥v∥2H
= 2Re(v − u, f − u)H − ∥u− v∥2H ≤ −∥u− v∥2H

In particular ∥u− f∥H < ∥v − f∥H unless u = v.

Proposition 16.8. Let K ⊆ H be a closed nonempty convex set and for any f ∈ H let
PKf ∈ K the corresponding projection in K. Then PK is a contraction:

∥PKf − PKg∥H ≤ ∥f − g∥H .

Proof. Let u = PKf and v = PKg. Then

Re(f − u,w − u)H ≤ 0 ∀w ∈ K
Re(g − v, w − v)H ≤ 0 ∀w ∈ K.

Then Re(f − u, v − u)H ≤ 0 and Re(g − v, u− v)H ≤ 0 and, adding up,

0 ≥ Re(f − u, v − u)H +Re(g − v, u− v)H = Re(f − u, v − u)H − Re(g − v, v − u)H
= Re(f − g, v − u)H +Re(v − u, v − u)H

So ∥v − u∥2H ≤ Re(f − g, u− v)H ≤ ∥f − g∥H ∥v − u∥H and so ∥v − u∥H ≤ ∥f − g∥H .

Corollary 16.9. Let K ⊆ H be a closed vector subspace. Then u = PKf ∈ K is charac-
terized by (f − u, v)H = 0 for all v ∈ K. Furthermore, PK is a bounded linear operator.

Proof. The characterization Re(f − u, v − u)H ≤ 0 for all v ∈ K and so by K = K − u,
Re(f − u, v)H ≤ 0 for all v ∈ K and the fact that v ∈ K implies −v ∈ K, yield Re(f −
u, v)H = 0 for all v ∈ K, and in fact also (f−u, v)H = 0 for all v ∈ K. If (PKu−u,w)H = 0
and (PKv − v, w)H = 0 for all w ∈ K, then

λ(PKu− u,w)H + µ(PKv − v, w)H = (λPKu+ µPKv − (λu+ µv), w)H = 0 ∀w ∈ K.

But this means PK(λu+µv) = λPKu+µPKv so PK is linear. We know PK is continuous.

Theorem 16.10 (Riesz Frechet). Let f ∈ H ′. Then there is y ∈ H such that ⟨f, x⟩H′×H =
(x, y)H for all x ∈ H. Furthermore, ∥f∥H′ = ∥y∥H .
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Proof. The map T : H → H ′ defined by y → (·, y)H is continuous. By |⟨Ty, x⟩H′×H | =
|(x, y)H | ≤ ∥y∥H∥x∥H we get ∥Ty∥H′ ≤ ∥y∥H , and by ∥y∥2H = ⟨Ty, y⟩H′×H ≤ ∥Ty∥H′∥y∥H
we get ∥Ty∥H′ ≥ ∥y∥H . So, in particular, T is an isometry and T (H) is closed in H ′.
If T (H) ̸= H ′, there is by Hahn Banach a h ∈ H ′′ such that ⟨Ty, h⟩H′×H′′ = 0 for all
y ∈ H. But H is reflexive, so h = Jx for some x ∈ H and ⟨Ty, h⟩H′×H = ⟨Ty, Jx⟩H′×H′′ =
(x, y)H = 0. Picking y = x we get x = 0, and so also h = 0.

Definition 16.11. A subset S ⊂ H is called orthonormal if ∥x∥H = 1 for all x ∈ H and
(x, y)H = 0 for any pair x ̸= y of elements in S.

Example 16.12. Consider in L2([0, 1]) for k ≥ 0 integer the family of Rademacher functions,
which are defined as

rk(x) :=

{
1, if k = 0;
sign

(
sin
(
2kπx

))
, if k ≥ 1.

where sign(x) = 1 if x > 0 and sign(x) = −1 if x < 0. Then we claim that {rk}k≥1 is an
orthonormal set in L2([0, 1]). Let us discuss this point.
Notice that sin

(
2kπx

)
is periodic, sin

(
2kπ(x+ T )

)
= sin

(
2kπx

)
for any x ∈ R, with

period such that 2kπT = 2π, that is with T = 21−k and half period 2−k. If we decompose

[0, 1] =
⋃2k

j=1[(j − 1)2−k, j2−k], we have

rk(x) :=

{
1, if x ∈ ((j − 1)2−k, j2−k) with j odd;
−1, if x ∈ ((j − 1)2−k, j2−k) with j even.

Then |rk(x)| = 1 and ∥rk∥L2([0,1]) = 1. It is easy to understand that for k ≥ 1

⟨1, rk⟩L2([0,1]) =

∫ 1

0
rk(x)dx =

2k−1∑
ℓ=1

∫ ℓ21−k

(ℓ−1)21−k

rk(x)dx = 2k−1
∫ 21−k

0
rk(x)dx

= 2k−1

(∫ 2−k

0
rk(x)dx+

∫ 21−k

2−k

rk(x)dx

)
= 2k−1

(
2−k − 2−k

)
= 0.

Let now 1 ≤ h < k, then

⟨rh, rk⟩L2([0,1]) =
2h∑
ℓ=1

∫ ℓ2−h

(ℓ−1)2−h

rh(x)rk(x)dx =
2h∑
ℓ=1

(−1)ℓ+1

∫ ℓ2−h

(ℓ−1)2−h

rk(x)dx

with ∫ ℓ2−h

(ℓ−1)2−h

rk(x)dx =

∫ ℓ2−h

(ℓ−1)2−h

sign
(
sin
(
2kπx

))
dx =

∫ 2−h

0
sign

(
sin
(
2kπx

))
dx

=
2k−1−h∑
j=1

∫ j21−k

(j−1)21−k

sign
(
sin
(
2kπx

))
dx = 2k−1−h

∫ 21−k

0
rk(x)dx = 0.
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Let now Y = span {1, rk for all k ≥ 1}. Then it can be proved that Y ⊆ Lp([0, 1]) for all
p < ∞, and hence Y $ L2([0, 1]). To prove this let p = 2n and let us consider a finite
combination

f =

N∑
k=0

λkrk.

Then

∥f∥2nL2n ([0,1]) =
∑

0≤k1,....k2n−1 ,h1,...,k2n−1≤N

2n−1∏
j=1

λkj

2n−1∏
i=1

λhi

〈2n−1∏
j=1

rkj

2n−1∏
j=1

rh1 , 1

〉
L2([0,1])

.

Now if for any of the indexes (k1, ..., k2n−1 , h1, ..., h2n−1) which are nonzero there is another
one equal and if we can partition the indexes in pairs equal so that there is no index left
out, then

2n−1∏
j=1

rkj

2n−1∏
j=1

rh1 = 1

and so 〈
2n−1∏
j=1

rkj

2n−1∏
j=1

rh1 , 1

〉
L2([0,1])

= 1

If however we have some indexes left out, then there exist an m and indexes 0 < w1 < ... <
wm such that

2n−1∏
j=1

rkj

2n−1∏
j=1

rh1 =
m∏
α=1

rwα .

Then 〈
2n−1∏
j=1

rkj

2n−1∏
j=1

rh1 , 1

〉
L2([0,1])

=

〈
m∏
α=1

rwα , 1

〉
L2([0,1])

=

∫ 1

0

m∏
α=1

rwαdx

=
2wm−1∑
ℓ=1

∫ ℓ2−wm−1

(ℓ−1)2−wm−1

rwm(x)
m−1∏
α=1

rwα(x)dx

The function
∏m−1
α=1 rwα(x) is constant in [`−1)2−wm−1 , `2−wm−1 ] which can be decomposed

[(`− 1)2−wm−1 , `2−wm−1 ] =
2wm−wm−1−1⋃

i=1

[(`− 1)2−wm−1 + (i− 1)2−(wm−1), `2−wm−1 + i2−(wm−1)]
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and since in each of the above small interval rwm has null integral, we obtain

2wm−1∑
ℓ=1

∫ ℓ2−wm−1

(ℓ−1)2−wm−1

rwm(x)

m−1∏
α=1

rwα(x)dx = 0.

So we conclude that

∥f∥2nL2n ([0,1]) ≤ 2

(
22n

2

) ∑
0≤k1,....k2n−1≤N

2n−1∏
j=1

|λkj |
2 = 2

(
22n

2

)
∥f∥2nL2([0,1])

and so

∥f∥L2n ([0,1]) ≤ C2n∥f∥L2([0,1]) for C2n =

(
2

(
22n

2

))2−n

for any f ∈ span {1, rk for all k ≥ 1}.

It is easy to see that exactly the same inequality holds for any f ∈ Y . Finally, since for any
p ∈ [1,+∞) there is an n such that p ≤ 2n, we have

∥f∥Lp([0,1]) ≤ ∥f∥L2n ([0,1]) ≤ C2n∥f∥L2([0,1])

where the first inequality follows from Hölder inequality.

Theorem 16.13. Let S ⊂ H be orthonormal. Then the following hold.

1 For any u ∈ H we have∑
s∈S
|(u, s)H |2 ≤ ∥u∥2H (Bessel Inequality). (16.2)

2 Let VS be the closure of the subspace of H spanned by S. The following are equivalent:

a) u ∈ VS;

b)
∑
s∈S
|(u, s)H |2 = ∥u∥2H ;

c) The series
∑
s∈S

(u, s)Hs is convergent in H with limit u.

3 For any u ∈ H the series
∑
s∈S

(u, s)s is convergent in VS with limit PVSu and we have

∑
s∈S
|(u, s)|2 = ∥PVSu∥

2
H (Parseval Identity). (16.3)
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Proof. Let, to begin with, S be at most numerable. We will suppose S is exactly numerable
and we will write the elements of S as {sj}j∈N. Consider s1, ..., sn and let

Snu :=
n∑
j=1

(u, sj)Hsj . (16.4)

Then

∥Snu∥2H =
n∑
j=1

|(u, sj)H |2. (16.5)

and

∥u− Snu∥2H = ∥u∥2H − ∥Snu∥2H (16.6)

which follows from (Snu, u− Snu)H = 0 which in turn follows from

(ej , u− Snu)H = 0 for all j ≤ n. (16.7)

Hence ∥Snu∥H ≤ ∥u∥H . Then we conclude

∞∑
j=1

|(u, sj)H |2 ≤ ∥u∥2H , (16.8)

in the case S countable. Obviously, also the case S finite set is proved.
Let us assume now that S is infinite with cardinality strictly larger than card(N). Let
Ŝ = {s ∈ S : (u, s)H ̸= 0}. If card(Ŝ) ≤card(N) there is nothing more to prove. Let
card(Ŝ) >card(N). Then it is not restrictive to assume Ŝ = S.
For any m ∈ N let S(m) = {s ∈ S : |(u, s)H | > 1/m}. It is immediately clear that S(m)
is a finite set, since otherwise we could consider a sequence of distinct terms {sj}j∈N which
from (16.8) satisfies

+∞ =

∞∑
j=1

1

m2
≤
∞∑
j=1

|(u, sj)H |2 ≤ ∥u∥2H <∞,

which is obviously absurd. But from S = ∪m∈NS(m) and card(S(m)) <∞ for any m imply
card(S) ≤card(N) yielding a contradiction. This completes the proof of the 1st claim of
Theorem 16.13.
Let us turn to the 2nd claim. Let u ∈ VS . For any ε > 0 there exists sσ1 , ..., sσk ∈ S

and λ1, ..., λk ∈ K such that ∥u −
k∑
l=1

λjsσl∥H < ε. Collecting all these sσl for a sequence

ε↘ 0, we see that an at most countable subset S′ of S remains defined, such that u ∈ VS′ .
So, it is not restrictive to assume that the initial S is at most countable. Then we can
write S = {sj}j∈J , with J either finite or countable. For definiteness, let J = N. Then
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u ∈ VS implies that for any ε > 0 there exists n ∈ N and λ1, ..., λn ∈ K such that

∥u−
n∑
j=1

λjsj∥H < ε. We have, for Snu :=

n∑
j=1

(u, sj)Hsj ,

∥∥∥∥∥∥u−
n∑
j=1

λjsj

∥∥∥∥∥∥
2

H

=

∥∥∥∥∥∥u−
n∑
j=1

(u, sj)Hsj +

n∑
j=1

((u, sj)H − λj) sj

∥∥∥∥∥∥
2

H

=

∥∥∥∥∥∥u− Snu+

n∑
j=1

((u, sj)H − λj) sj

∥∥∥∥∥∥
2

H

= ∥u− Snu∥2H +

n∑
j=1

|(u, sj)H − λj |2 ≥ ∥u− Snu∥2H ,

by (16.7). Then

∥u− Snu∥H ≤

∥∥∥∥∥∥u−
n∑
j=1

λjsj

∥∥∥∥∥∥
H

< ε.

Notice that the above implies also

∥u− Smu∥H ≤

∥∥∥∥∥∥u−
m∑
j=1

λjsj

∥∥∥∥∥∥
H

< ε for all m > n

just by setting λj = 0 for n < j ≤ m. Then

∥u− Snu∥H
n→+∞−−−−−→ 0⇐⇒ u =

∞∑
j=1

(u, sj)Hsj .

It follows that, c) must be true. Obviously c) implies a). Next, if c) is true, from Snu
n→+∞−−−−−→

u in H we have ∥Snu∥2H
n→+∞−−−−−→ ∥u∥2H . So, since

∥Snu∥2H =

n∑
j=1

|(u, sj)H |2 we get

∞∑
j=1

|(u, sj)H |2 = ∥u∥2H ,

hence proving c)=⇒b).
Now, let us assume b). By (16.5) and (16.6) we have

∥u− Snu∥2H = ∥u∥2H − ∥Snu∥2H = ∥u∥2H −
n∑
j=1

|(u, sj)H |2
n→+∞−−−−−→ 0,
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where the limit holds by b), obviously proving Snu
n→+∞−−−−−→ u in H, and thus c).

Notice that for u ∈ H with have PVSu ∈ VS and (u, s)H = (PVSu, s)H for any s ∈ S.
So in particular c) is true for PVSu yielding

PVSu =
∑
s∈S

(PVSu, s)Hs in H

(16.3) follows by b). The proof of Theorem 16.13 is completed.

Definition 16.14. Given a Hilbert space H, an orthonormal basis is an orthonormal subset
S ⊂ H such that VS = H.

Theorem 16.15. Every Hilbert space H admits an orthonormal basis.

Proof. It can be proved using Zorn’s Lemma. In fact, consider

S := {S : S is an orthonormal subset of H},

with the order relation ⊆. Notice that S is inductive, that is given a totally ordered set
Q ⊆ S, then S̃ = ∪S∈QS is an upper bound of Q. By Zorn’s Lemma, there is a maximal

element S ∈ S. If VS $ H, let H ∋ u ̸∈ VS . Then setting, v =
u−PVS

u

∥u−PVS
u∥H we have

S1 := {v} ∪ S % S is an orthonormal set strictly larger than S, which is absurd. So
VS = H.

Example 16.16. Consider the set S :=

{
eiℓ·x

(2π)
d
2

: ` ∈ Zd
}
. It is easy to conclude that it is

an orthonormal subset in L2(Td). We claim it is an orthonormal basis. To see this, notice

from L2(Td) = L2(T)
⊗

C d that it is enough to prove this for d = 1. Since C0(T) = L2(T),
it is enough to prove that C0(T) ⊆ VS . Recall from (7.22) that for any f ∈ C0(T) we have

σnf
n→+∞−−−−−→ f in C0(T), for the Féjer sequence σnf : obviously, this implies convergence also

in the weaker topology of L2(T). On the other hand, any σnf is a trigonometric polynomial
and so we have σnf ∈ VS . Hence f ∈ VS for any f ∈ C0(T).

Having proved that S is an orthonormal basis of L2(Td), we have from Parseval Identity

∑
ℓ∈Zd

∣∣∣∣∣
(
u,

eiℓ·x

(2π)
d
2

)∣∣∣∣∣
2

=
∑
ℓ∈Zd

∣∣∣∣∣ 1

(2π)
d
2

∫
Td

u(x)e−iℓ·xdx

∣∣∣∣∣
2

= (2π)d
∑
ℓ∈Zd

|û(`)|2 = ∥u∥2L2(Td)

(16.9)

and in L2(Td) we have u =
∑
ℓ∈Zd

û(`)
eiℓ·x

(2π)
d
2

.

Notice that we got an 1–1 map L2(Td) ↪→ `2(Zd) which is an isometry multiplied by the
scalar (2π)−d/2. The image is dense in `2(Zd) (since it contains all t compactly supported
elements in `2(Zd), which are the images of trigonometric polynomials) and is complete
(being the image of the Hilbert space L2(Td) with the map an isometry multiplied by the
scalar (2π)−d/2) we have an isomorphism L2(Td) ∋ f → f̂ ∈ `2(Zd).
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Exercise 16.17. Show that, if {en} is an orthonormal basis of a separable Hilbert space
H, we have en ⇀ 0.

Exercise 16.18. Show that, if {en} is an orthonormal sequence in a Hilbert space H, we
have en ⇀ 0.

Remark 16.19. Notice, by Exercise 10.30, that there is no sequence fn in `1(N) with
∥fn∥ℓ1(N) = 1 and fn ⇀ 0.

Lemma 16.20. Consider f, g ∈ L1(Td). Then we have

f̂ ∗ g(n) = (2π)df̂(n)ĝ(n). (16.10)

Proof. We have

f̂ ∗ g(n) = (2π)−d
∫
Td

e−in·xf ∗ g(x)dx = (2π)−d
∫
Td

dxe−in·x
∫
Td

f(x− y)g(y)dy

= (2π)−d
∫
Td×T d

e−in·(x−y)e−in·yf(x− y)g(y)dxdy = (2π)df̂(n)ĝ(n).

Exercise 16.21. Consider a ρ ∈ C∞c (Rd,R) s.t.
∫
ρ(x)dx = 1 and set ρϵ(x) := ε−dρ(x/ε).

Show that in the space

C0
0 (Rd) := {f ∈ C0(Rd,R) : lim

x→∞
f(x) = 0} ⊆ L∞(Rd)

we have ρϵ ∗ f
ϵ→0+−−−→ f .

Exercise 16.22. Show that it is not true that ρϵ ∗ f
ϵ→0+−−−→ f for all f in the space

BC0(Rd) := C0(Rd,R) ∩ L∞(Rd) ⊆ L∞(Rd).

Exercise 16.23. Find the spectrum σ(T ) of the operator T : `2(Z) → `2(Z) given by
(Tx)k = xk−1 for all k ∈ Z, where x = (xk)k∈Z.

Example 16.24. The operator defined in `2(Zd) by

△u(n) =
∑
m∈Zd

|n−m|=1

u(m)− 2du(n) (where |n−m| =
d∑
j=1

|nj −mj |) (16.11)

is a discrete version of the Laplacian (the finite differences Laplacian). It is a bounded
operator in `2(Zd). Keeping in mind the isomorphism L2(Td)→ `2(Zd), see Example 16.16,
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we have

(2π)−d
∑
n∈Zd

ein·x△f̂(n) = (2π)−d
∑
n∈Zd

ein·x

 ∑
m∈Zd

|n−m|=1

f̂(m)− f̂(n)2d



= (2π)−d
∑
m∈Zd

eim·xf̂(m)

 ∑
n∈Zd

|n−m|=1

ei(n−m)·x − 2d



= (2π)−d
∑
n∈Zd

ein·xf̂(n)

 ∑
m∈Zd

|m|=1

cos(m · x)− 2d


= φ(x)f(x) , where φ(x) :=

∑
m∈Zd

|m|=1

cos(m · x)− 2d = 2
d∑
j=1

ψ(xj)

where ψ(xj) = cos(xj)− 1. Here φ(Td) = [−4d, 0]. Notice that we have shown

△f̂(n) = φ̂f(n).

Up to a conjugation by an isomorphism, the map (16.11) is equal to the multiplier operator
f → φf . These two operators have the same spectrum and so, recalling Exercise 5.20, we
have σ(△) = [−4d, 0]. Notice that there are no eigenvalues.

Remark 16.25 (Schmidt’s Orthogonalization). Given a finite or countable sequence {fj}
sequence of linearly independent elements of a pre–Hilbert space H, then there exists an
orthonormal set S spanning the same linear space of {fj}

Indeed, setting h1 = f1 and g1 = h1/∥h1∥H and by recurrence

hn = fn −
n−1∑
j=1

(fn, gj)gj and gn = hn/∥hn∥H ,

It is easy to see by induction that for any n, Span{f1, ..., fn} =Span{g1, ..., gn} and that
{g1, ..., gn} is an orthonormal set. The statement follows.

Example 16.26. By the Weierstrass Approximation Theorem we know that the span of
{1, t, t2, t3, ...} is dense in C0([a, b],R) for any closed interval [a, b], and so in particular is also
dense in L2([a, b], α(t)dt), for α(t) ∈ L1([a, b]). If we consider Schmidt’s Orthogonalization
{P0(t), P1(t), P2(t), P3(t), ...} we obtain the Tchebyschev system of orthogonal polynomials
in L2([a, b]).

Notice that if take away any finite number N of elements from {1, t, t2, t3, ...}, then its
span is not dense in L2([a, b], dt) and in fact its closure has codimension equal to N . This
is conspicuously different to what happens in C0([a, b]), see Example 6.22.
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Exercise 16.27. Show that if xn ⇀ x in a Hilbert space H and ∥xn∥H
n→+∞−−−−−→ ∥x∥H , then

xn
n→+∞−−−−−→ x strongly in H.

Remark 16.28. The above statement continues to be true for uniformly convex Banach
spaces, see Proposition 3.32 [4].

Exercise 16.29. Let H be a Hilbert space and Y $ H a proper, nontrivial closed subspace.

a Show in an elementary fashion, without resorting to Corollary 6.2, that for any y′ ∈ Y ′
there exists an extension h′ ∈ H ′ of y′ with ∥h′∥H′ = ∥y′∥Y ′ .

b How many such extensions exist?

16.1 Operators in Hilbert spaces

Definition 16.30. Given a Hilbert space H, for any T ∈ L(H) it remains defined another
operator T ∗ ∈ L(H) such that

(Tx, y)H = (x, T ∗y)H for all x, y ∈ H (16.12)

T is called symmetric or selfadjoint if T = T ∗.
T is called unitary if it is an isometric isomorphism.

Remark 16.31. Notice that in the very important case of unbounded operators, the two
notions of symmetric and of selfadjoint operator do not coincide.

Exercise 16.32. Show that T ∗ is well defined, that T ∗∗ = T , that ∥T∥L(H) = ∥T ∗∥L(H)

and that ∥T ∗T∥L(H) = ∥TT ∗∥L(H) = ∥T∥2L(H).

Exercise 16.33. Show that if T is unitary, then T ∗ = T−1.

Definition 16.34. Given a Hilbert space H, an operator T ∈ L(H) is positive if

(Tx, x)H ≥ 0 for all x ∈ H. (16.13)

We write T ≥ 0.
Given T, S ∈ L(H), we write T ≥ S if T − S ≥ 0.

Remark 16.35. It is easy to see using an appropriate polarization that if H is a Hilbert
space on C, then A ∈ L(H) with A ≥ 0 implies A = A∗.

Exercise 16.36. Show that T ∗T ≥ 0 and TT ∗ ≥ 0.

Lemma 16.37. For T ∈ L(H) selfadjoint, consider the orthogonal decomposition

H = kerT ⊕ ker⊥ T. (16.14)

Then the above decomposition is T–invariant and, furthermore, we have

ker⊥ T = R(T ). (16.15)
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Proof. The invariance is elementary and left as an exercise, while (16.15) follows from (6.42),
after the identification H = H ′ = H ′′. This can also be seen in an elementary fashion and
from scratch, from

(x, Ty)H = (Tx, y)H for all x, y ∈ H,

where we see that if x ∈ kerT , then the above is zero for any y, which tells us ker⊥ T ⊇ R(T ).
Viceversa, if we had ker⊥ T % R(T ), there would be a z ∈ ker⊥ T\R(T ). Furthermore, we

could take z ∈ R(T )⊥. Then we would get z ∈ kerT which would imply 0 = (z, z)H = ∥z∥2H
which implies z = 0, yielding a contradiction.

Remark 16.38. The decomposition (16.16) extends to a general and not necessarily selfad-
joint T ∈ L(H) as

H = Ng(T )⊕ (Ng(T
∗))⊥ , (16.16)

where Ng(T ) is the generalized kernel, see formula (5.20).

Lemma 16.39. The McLaurin series of
√
1− z is absolutely convergent for all |z|C ≤ 1.

Proof. The series is

∞∑
n=0

(−1)n
(1

2

n

)
zn , where

(1
2

n

)
=

∏n
j=1

(
1
2 − (j − 1)

)
n!

,

and has radius of convergence 1, so that it is absolute convergent for |z|C < 1. Let us see

case |z|C = 1. By direct inspection, we have (−1)n
( 1

2
n

)
< 0 for all n ≥ 1. Then, for any

N ∈ N,

N∑
n=0

∣∣∣∣(−1)n(1
2

n

)∣∣∣∣ = 2−
N∑
n=0

(−1)n
(1

2

n

)
= 2− lim

x→1−

N∑
n=0

(−1)n
(1

2

n

)
xn

≤ 2− lim
x→1−

∞∑
n=0

(−1)n
(1

2

n

)
xn = 2− lim

x→1−

√
1− x = 2.

This implies the following, which completes the proof,

∞∑
n=0

∣∣∣∣(−1)n(1
2

n

)∣∣∣∣ ≤ 2.

Theorem 16.40 (Square root of a positive operator). Let A ∈ L(H) with A ≥ 0 and let
A = A∗. Then there exists and is unique a B ∈ L(H) with B ≥ 0 and selfadjoint such that
B2 = A.
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Proof. First of all, it is not restrictive to assume ∥A∥L(H) ≤ 1. Next, we define

(1−A)
1
2 =

∞∑
n=0

(−1)n
(1

2

n

)
An, (16.17)

where the series is convergent in L(H). We skip the proof that
(
(1−A)

1
2

)2
= 1−A. It is

straightforward, using the series (16.17), that (1−A)
1
2 is selfadjoint. Similarly straightfor-

ward is the fact that (1−A)
1
2 commutes with A. Then we can write

A(1−A) = (1−A)
1
2A(1−A)

1
2 .

We next claim 2

∥1−A∥L(H) ≤ 1 (16.18)

This follows from

∥(1−A)x∥2H = ((1−A)x, (1−A)x)H = (x, (1−A)x)H − (A(1−A)x, x)H
= (x, (1−A)x)H −

(
(1−A)

1
2A(1−A)

1
2x, x

)
H

= (x, (1−A)x)H −
(
A(1−A)

1
2x, (1−A)

1
2x
)
H
≤ (x, (1−A)x)H ≤ ∥(1−A)x∥H∥x∥H ,

where we used the fact that the operators are selfadjoint and A is positive. Claim (16.18)
follows immediately.
Notice that by ∥A∥L(H) ≤ 1 we have

((1−A)x, x)H = ∥x∥2H − (Ax, x)H ≥ 0

and so 1−A ≥ 0.
We also claim that

√
1−A ≥ 0. Indeed, using 0 ≤ (Anx, x)H ≤ ∥x∥2H , we have

(√
1−Ax, x

)
H

= ∥x∥2H +

N∑
n=1

(−1)n
(1

2

n

)
(Anx, x)H

≥ ∥x∥2H + ∥x∥2H
N∑
n=1

(−1)n
(1

2

n

)
= ∥x∥2H

(
2−

N∑
n=2

(−1)n
(1

2

n

))
≥ 0.

Thanks to (16.18), we can consider

A
1
2 := (1− (1−A))

1
2 =

∞∑
n=0

(−1)n
(1

2

n

)
(1−A)n (16.19)

2Operators which satisfy (16.18) are called accretive operators, which is an alternative to the notion of
positive operator in Definition 16.34. Notice that (16.18) makes sense in a general Banach space.
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which has the desired properties.
Notice that

kerA = kerA
1
2 . (16.20)

Indeed, kerA ⊇ kerA
1
2 follows from

(Ax, x)H = ∥A
1
2x∥2H ,

and kerA ⊆ kerA
1
2 follows from A =

(
A

1
2

)2
. Notice that this implies that, for A positive

and selfadjoint, x ∈ kerA if and only if (Ax, x)H = 0.
To conclude the proof of Theorem 16.40 we need to check the uniqueness. Let B ≥ 0 and
selfadjoint satisfy B2 = A. Notice that B commutes with A = B2. We conclude that B
commutes with the series (16.19), and so with A

1
2 . Then we have

0 = A−A = B2 −
(
A

1
2

)2
=
(
B −A

1
2

)(
B +A

1
2

)
.

Then we conclude B = A
1
2 in R

(
B +A

1
2

)
= ker⊥

(
B +A

1
2

)
.

So, since by (16.16) we have

H = ker
(
B +A

1
2

)
⊕ ker⊥

(
B +A

1
2

)
,

we need to check the behavior of B −A
1
2 in ker

(
B +A

1
2

)
.

Since B +A
1
2 ≥ 0 and is selfadjoint, by a previous discussion we know that

x ∈ ker
(
B +A

1
2

)
⇔
((
B +A

1
2

)
x, x

)
H

= 0⇔ (Bx, x)H = 0 =
(
A

1
2x, x

)
H

⇔ x ∈ kerB ∩ kerA
1
2 .

So, in ker
(
B +A

1
2

)
we have B = A

1
2 = 0 and so, again and trivially, B = A

1
2 . Hence

B = A
1
2 in all H.

Exercise 16.41. Show that if T ∈ L(H) is such that [T,A] = 0, for A the operator in
Theorem 16.40, then [T,

√
A] = 0

Theorem 16.42 (Polar decomposition of an operator). Any A ∈ L(H) can be written as
A = UR with R positive and selfadjoint and U unitary. There is a unique such R positive
and self–adjoint operator, we denote it by R = |A| and we call it absolute value of A.
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Proof. Let R =
√
A∗A. We have

∥Rx∥2H = (Rx,Rx)H =
(
R2x, x

)
H

= (A∗Ax, x)H = (Ax,Ax)H = ∥Ax∥2H for any x ∈ H,

that is ∥Rx∥H = ∥Ax∥H for any x ∈ H. This implies

kerR = kerA. (16.21)

Since R∗ = R, by Lemma 16.37 we have the decomposition

H = kerR⊕R(R). (16.22)

Set now

Ux :=

{
Ax1 if x = Rx1
x if x ∈ kerR.

(16.23)

Notice that, by kerR = kerA, U is well defined in kerR⊕R(R).
From ∥Ux∥H = ∥x∥H , it follows that U extends in an isometry on H = kerR⊕R(R). It is
easy to check that U is an isomorphism (left as an exercise). Then we conclude URx = Ax
for any x ∈ H.

Now we need to show uniqueness of R. Let A = U1R1 be another polar decomposition.
Then

R2 = A∗A = R1U
∗
1U1R1 = R2

1 =⇒ R = R1,

by the uniqueness of the positive square root of a positive self–adjoint operator.

Remark 16.43. We remark that we have shown that U splits

U : kerR⊕R(|A|)→ kerR⊕R(A). (16.24)

Exercise 16.44. Check whether or not the U in the factorization A = U |A| is unique.

Exercise 16.45. Show that if A,B,C ∈ L(X) for X any topological vector space, then

[A,BC] = [A,B]C +B[A,C] (16.25)

[AB,C] = [A,C]B +A[B,C]. (16.26)

Show also

[A, [B,C]] + [C, [A,B]] + [B, [C,A]] = 0. (16.27)

Exercise 16.46. Show that if A is self–adjoint then the U in the proof of Theorem 16.42
is self–adjoint.
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Remark 16.47. The Spectral Theorem for self–adjoint operators (which is one of the most
important theorems in Functional Analysis, and which will be treated in the next semester
in the course named Functional Analysis) allows to define the operator f(A) for any self–
adjoint operator A and for any Borel function f : R→ C. Then U = f(A), with

f(x) =

{ x
|x| if x ̸= 0

1 if x = 0.

Notice that the absolute value operator |A| in Theorem 16.42 is, for A self-adjoint, indeed
|A| = f(A), for f(x) = |x|. So the notation and the terminology are consistent.

16.2 Some remarks on Sobolev Spaces

Some of the most important Banach spaces are the Sobolev Spaces, which will be discussed
in some length in the 2nd part of this course. They are based on the Lebesgue spaces
Lp. The simplest ones, and the most important ones, are the ones based on L2. We will
discuss them only on the tori Td, where we will exploit the notion of Fourier Series and the
isometric isomorphism L2(Td) ∋ f → f̂ ∈ `2(Zd) discussed in Example 16.16.

Definition 16.48. For ξ ∈ Rd we denote by ⟨ξ⟩ :=
√
1 + |ξ|2 the Japanese bracket.

For any s ∈ R we denote by Hs(Td) the completion of the space of trigonometric
polynomials

f(x) =
∑
|ℓ|≤N

f̂(`)
eiℓ·x

(2π)
d
2

(16.28)

provided with the norm

∥f∥2Hs(Td) =
∑
ℓ∈Zd

⟨`⟩2s|f̂(`)|2 = ∥⟨`⟩sf̂(`)∥2ℓ2(Zd). (16.29)

Exercise 16.49. Prove that if sp > d then ∥ ⟨`⟩−s ∥ℓp(Zd) <∞ .

Exercise 16.50. Show that if for n ∈ N we denote by Hn(Td) the completion of the space
of trigonometric polynomials (16.28) provided with the norm

∥f∥2Hn(Td) =
∑
|α|≤n

∥∂αx f∥L2(Td) (16.30)

then the norms (16.29) and (16.30) are equivalent and the two spaces Hn(Td) and Hn(Td)
coincide.

Exercise 16.51. Show that Hs(Td) has a natural structure of Hilbert space and write
explicitly the inner product.

Exercise 16.52. Show that, for Λκ, for any κ ∈ R, the operator defined by Λ̂κf(`) :=
⟨`⟩κf̂(`), then Λs−τ : Hs(Td)→ Hτ (Td) is an isometry.
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Example 16.53. One simple example of Sobolev’s Embedding Theorem, which is a cru-
cial theorem in Functional Analysis, discussed later in the 2nd part of this course, is the
following: if s > d/2 then there is an embedding Hs(Td)→ C0(Td).
To see this embedding consider for trigonometric polynomials the identity (16.28). Then,
taking absolute value of (16.28), we have

|f(x)| ≤
∑
|ℓ|≤N

|f̂(`)| ≤
∑
|ℓ|≤N

⟨`⟩−s ⟨`⟩s |f̂(`)| ≤

∑
ℓ∈Zd

⟨`⟩−2s
 1

2
∑
|ℓ|≤N

⟨`⟩2s |f̂(`)|2
 1

2

= ∥ ⟨`⟩−2s ∥ℓ2(Zd)∥f∥Hs(Td).

By density, this yields

∥f∥C0(Td) ≤ ∥ ⟨`⟩
−2s ∥ℓ2(Zd)∥f∥Hs(Td) for any f ∈ Hs(Td). (16.31)

We refer also to the solution of Exercise 18.6, see below, for more.

Exercise 16.54. Consider for some 1 ≤ m < n the embedding

Tm ∋ (x1, ..., xm)→ (x1, ..., xm, 0, .., 0, 0) ∈ Tn.

Show that the restriction C∞(Tn,C) ∋ f → f |Tm ∈ C∞(Tm,C) extends into a bounded
map

Hs(Tn)→ Hs′(Tm)

when s > s′ + n−m
2 .

Remark 16.55. Notice that restriction theorems like the one in Exercise 16.54 play a deep
role in PDE’s. For example, the celebrated Strichartz estimates, which for example for the
group introduced in (7.30), tell that

∥ei△tu0∥Lq(R,Lr(Rd)) ≤ C∥u0∥L2(Rd) (16.32)

for all pairs (q, r) which are Schrödinger–admissible, that is

2

q
+
d

r
=
d

2
(16.33)

2 ≤ r ≤ 2d

d− 2
(2 ≤ r ≤ ∞ if d = 1, 2 ≤ r <∞ if d = 2). (16.34)

Strichartz proved the non sharp case, that is all cases except those with r = 2 for d ≥ 3,
exactly as a restriction theorem on the paraboloid ξ0 = ξ21 + ... + ξ2d in Phase Space. The
classical paper is Strichartz [13]. The best explanation for this, as for many other topics, is
in Stein [12]. The endpoint case r = 2 for d ≥ 3 is another classical paper, this by Keel and
Tao [7] (at the time of writing these notes, it is the most quoted paper of the 2006’s Fields
Medal laureate Terence Tao). Strichartz estimates is a very important topic and tool. A
great expert is Damiano Foschi, at the nearby University of Ferrara.
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Example 16.56. Recall from the Riesz Frechét Theorem 16.10 that, given a Hilbert space
H, there is a natural isomorphism H → H ′ given by u→ (u, ·). However, often it is natural
not to identify H and H ′. A case point are the spaces Hs(Td) when s ̸= 0, which are
Sobolev spaces, that is, some of the spaces used in applications of Functional Analysis. If
we consider two trigonometric polynomials, then we have

(f, g)L2(Td) =

∫
Td

f(x)g(x)dx =
∑
ℓ∈Zd

f̂(`)ĝ(`) =
∑
ℓ∈Zd

⟨`⟩s f̂(`) ⟨`⟩−s ĝ(`).

Then we get ∣∣∣(f, g)L2(Td)

∣∣∣ ≤ ∥f∥Hs(Td)∥g∥H−s(Td).

This shows that (·, ·)L2(Td) : Hs(Td) × H−s(Td) → C is a bounded bilinear map. It is

easy to conclude from this that there exists an isomorphism H−s(Td) ∋ g → (·, g)L2(Td) ∈(
Hs(Td)

)′
. This sort of identification, arising concretely from the inner product in L2(Td),

is much more common in practice than the somewhat more abstract identification of Hs(Td)
and

(
Hs(Td)

)′
.

17 Compact Operators

Definition 17.1. A bounded linear operator T : E → F between two Banach spaces is
said compact if it sends bounded sets into relatively compact sets.

Example 17.2. A bounded linear operator T : X → Y between two Banach spaces is a finite
rank operator if dimR(T ) <∞. Finite rank operators between Banach spaces are compact
operators.

Exercise 17.3. Let T ∈ L(X,Y ) and S ∈ L(Y, Z) and suppose that one of the two is
compact. Then S ◦ T is compact.

Exercise 17.4. Consider a compact operator T : X → Y between two Banach spaces.
Show that if xn ⇀ x in the σ(X,X ′) topology then Txn

n→∞−−−→ Tx in the strong topology
in Y .

Remark 17.5. Consider a compact operator T : X ′ → Y between two Banach spaces with
X ′ the dual of a Banach space X. It is not true in general that if x′n ⇀ x′ in the σ(X ′, X)
topology then Tx′n

n→∞−−−→ Tx′ in the strong topology in Y . Indeed, consider Y = R
and consider ev0f := f(0), which is bounded from C0

0 (Rd) → R. Let T : L∞(Rd) → R
be an extension of ev0 using the the Hahn–Banach Theorem, Obviously, T is a compact
operator. Consider any ψ ∈ C0

c (Rd) with ψ(0) = 1 and let ψn(x) = ψ(nx). Then, by
Dominated Convergence we have ψn ⇀ 0 in the σ(L∞(Rd), L1(Rd)) weak topology, yet
Tψn = ev0ψn = ψn(0) = 1 for all n. So it is not true that Tψn

n→∞−−−→ T0 = 0, and this
gives a desired example.
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Example 17.6. Lack of compactness of an operator T : E → F is often related to the action
by a non–compact group. For example, take a convolution

Tf = κ ∗ f.

We know that by Young’s inequality (15.26),

∥Tf∥Lr(Rd) ≤ ∥f∥Lp(Rd)∥κ∥Lq(Rd) for
1

r
+ 1 =

1

p
+

1

q
.

The operator T : Lp(Rd)→ Lr(Rd) is never compact if κ ≠ 0 when p > 1.

Indeed, if we take any sequence xn
n→+∞−−−−−→ ∞ in Rd, then by the commutation property

(15.32), we have Tτxnf = τxnTf . Now, if 1 < p < ∞ we have τxnf ⇀ 0 in σ
(
Lp, Lp

′
)
if

1 < p < ∞ for any f ∈ Lp(Rd) (See Example 10.17) but, if Tf ̸= 0, we have ∥τxnTf∥Lr =
∥Tf∥Lr , and so Tτxnf does not converge strongly to 0 in Lr(Rd).
Case p =∞ is similar. Indeed, τxnf ⇀ 0 in σ

(
L∞, L1

)
for any f ∈ L∞(Rd) with compact

support but, if Tf ̸= 0, we have ∥τxnTf∥L∞ = ∥Tf∥L∞ , and so Tτxnf does not converge
strongly to 0 in L∞(Rd) (recall, r = ∞). Notice that here κ ∈ L1(Rd) and, if κ ̸= 0, there
is certainly an f ∈ L∞(Rd) of compact support such that κ ∗ f ̸= 0 in L∞(Rd).
When supp κ is compact, we can capture also case p = 1.

Example 17.7. A similar effect of translation invariance is obtained considering scale invari-
ance. So here, in a specific example, we will use scaling as an alternative to translation. A
very important theorem states that

for any γ ∈ (0, d) and 1 < p < q <∞ with
1

p
=

1

q
+
d− γ
d

(17.1)

and for

Tf(x) :=

∫
Rd

|x− y|−γf(y)dy (17.2)

there exists a constant C s.t.

∥Tf∥Lq(Rd) ≤ C∥f∥Lp(Rd) for all f ∈ Lp(Rd). (17.3)

This is the Hardy-Littlewood-Sobolev Inequality. It is related to the Sobolev Embedding
Theorem, although not discussed in Brezis [4] and not in the 2nd part of this Course. We
refer for it to Stein [12]. Notice that

Tδp,λf(x) =

∫
Rd

|x− y|−γλ
d
p f(λy)dy = λγ−d

∫
Rd

|λx− λy|−γλ
d
p f(λy)λddy = λ

γ−d− d
q λ

d
pTf(x).

So we have shown that

Tδp,λf = λ
γ−d− d

q
+ d

p δq,λTf.
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It is easy to see (we leave this as an exercise, you’ll see something similar when discussing
the Gagliardo–Nirenberg Sobolev Inequality in the next semester) that, for (17.3) to be
true, we need to have γ − d− d

q +
d
p = 0, which is indeed the condition in (17.1).

So here we have that, under the conditions (17.1), then

Tδp,λf = δq,λTf. (17.4)

This can be used to show that the operator T is not compact. In fact, taking λn
n→+∞−−−−−→ +∞.

we recall that for 1 < p <∞ we have δp,λnf ⇀ 0 in Lp(Rd) for the σ(Lp, Lp′) topology, see
Example 10.23. If T was a compact operator, we would have δq,λnTf

n→+∞−−−−−→ 0 in norm in
Lq(Rd), but this is not true, because ∥δq,λnTf∥Lq(Rd) = ∥Tf∥Lq(Rd) ̸= 0 for all nonzero f .

Notice that here, we could have used translation instead of dilation. But there are
examples where translation is not available but dilation is, and in fact you will see it, in
relation to Remark 10 p. 214 in Brezis [4], in the next semester.

Remark 17.8. It is an important topic to find why certain operators fail to be compact,
for example the operator eit△ : L2(Rd) → Lq(R, Lr(Rd)) for an admissible pair (q, r), see
Remark 16.55. There are results which state that there is a sort of compactness up to scaling
and translation. An important paper is Bahouri and Gerard [2], but there are earlier papers.
The most famous paper exploiting these facts in PDE’s is probably Kenig and Merle [8].
An expert on the failure of Sobolev Embeddings to be compact is Sergio Solimini, now in
Bari but many years ago professor at SISSA.

Exercise 17.9. Prove that `p(Zd) ⊂ `q(Zd) for p < q and check if the immersion `p(Zd) ↪→
`q(Zd) is compact, at least for some p < q.

Answer. One can exploit the existence of translation in Zd which induces translation
in the above spaces, to exclude that these embeddings are compact operators.

Exercise 17.10. Check if the immersion L2(0, 1) ↪→ L1(0, 1) is compact.

Answer. It is not compact. Notice that we have

L2(0, 1) L1(0, 1)

`2(Z) `∞(Z)

andifourmapiscompact,thenalsotheimmersion`2(Z)↪→`∞(Z)iscompact,whilewe
knowfromExercise17.9thatthelatterimmersionisnotcompact.

Exercise17.11.Checkif,forsomepairp>qotherthanthepreviousone,theimmersion
Lp(0,1)↪→Lq(0,1)iscompact.

Answer.Theyarenevercompact.ItisequivalenttoconsiderLp(T)↪→Lq(T).Itis
notrestrictivetopickq=1(sincewehaveacontinuousembeddingLq(T)↪→L1(T)for
allq).FromExercise17.10wesuspectthattranslationsinphasespaceareequivalentto
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multiplications by eixn. So, for any f ∈ Lp(T) consider the sequence eixnf . If a subsequence
eixnkf is convergent in Lq(T), then for any ε > 0 there exists N(ε) such that

j, k > N(ε) =⇒
∫
T

∣∣eixnk − eixnj
∣∣ |f(x)|dx =

∫
T

∣∣∣eix(nk−nj) − 1
∣∣∣ |f(x)|dx < ε.

But, using (15.38),

ε >

∫
T

∣∣∣eix(nk−nj) − 1
∣∣∣ |f(x)|dx =

∫
T
|(cos(x(nk − nj))− 1) + i sin(x(nk − nj))| |f(x)|dx

≥
∫
T
|sin(x(nk − nj))| |f(x)|dx

(nk−nj)→+∞
−−−−−−−−−→ 2

π

∫
T
|f(x)|dx,

which yields

2

π

∫
T
|f(x)|dx ≤ ε.

Obviously, by the arbitrariness of ε > 0, this implies f = 0.

Lemma 17.12. The space of compact operators K(E,F ) is closed for the uniform norm,
in the space of bounded linear operators L(E,F )

Proof. Consider DE(0, 1) the unit closed ball in E and let T ∈ K(E,F ). To show that
TDE(0, 1) is relatively compact it suffices to show that for any ε > 0 we can cover TDE(0, 1)
by a finite number of balls in F of radius ε. Let S ∈ K(E,F ) with ∥S − T∥L(E,F ) < ε/2

and cover SDE(0, 1) by balls DF (fj , ε/2) for j = 1...n. Then DF (fj , ε) for j = 1...n cover

TDE(0, 1).

Theorem 17.13. Given two Banach spaces X and Y , T ∈ K(X,Y ) if and only if T ∗ ∈
K(Y ′, X ′)

Proof. Assume that T ∈ K(X,Y ). We need to show that T ∗(DY ′(0, 1)) is compact. Let
K := T (DX(0, 1)). We know that K is compact. Consider a sequence y′n in DY ′(0, 1).
Obviously {y′n|K} are elements of C0(K,R). It is easy to see that we can apply Ascoli–
Arzelá and conclude that there is a subsequence, which is not restrictive to assume equal

to the initial sequence, such that y′n|K
n→+∞−−−−−→ ϕ in C0(K,R). So

sup
x∈DX(0,1)

∣∣∣〈y′n, Tx〉Y ′×Y − ϕ(Tx)
∣∣∣ n→+∞−−−−−→ 0.

This implies

sup
x∈DX(0,1)

∣∣∣〈T ∗y′n, x〉X′×X −
〈
T ∗y′m, x

〉
X′×X

∣∣∣ n→+∞,m→+∞−−−−−−−−−−→ 0.
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This is equivalent to

∥T ∗y′n − T ∗y′m∥X′
n→+∞,m→+∞−−−−−−−−−−→ 0.

This implies that T ∗(DY ′(0, 1)) is compact.
Let now T ∗ ∈ K(Y ′, X ′). Then, by the first part of the proof we have T ∗∗ ∈ K(X ′′, Y ′′).

Recall that from Lemma 6.23 we have T ∗∗JX = JY T . Since T ∗∗|JXX ∈ K(JXX,Y
′′) and,

having image in JY Y , it is T ∗∗|JXX ∈ K(JXX, JY Y ), and since JY : Y → JY Y and

JX : X → JXX are isometries and isomorphisms, T = J−1Y T ∗∗|JXX JX ∈ K(X,Y ).

Theorem 17.14. If F is a Hilbert space, then any T ∈ K(E,F ) is the uniform limit of
finite rank operators.

Proof. Let TDE(0, 1) ⊆ ∪nj=1DF (fj , ε). Let G be the space generated by the fj , j = 1...n,

and PG the orthogonal projection on G. Then for any x ∈ DE(0, 1) there is fj such that
∥Tx− fj∥F < ε. So ∥PG ◦ Tx− fj∥F < ε and so ∥PG ◦ Tx− Tx∥F < 2ε. This implies that
∥PG ◦ T − T∥L(E,F ) ≤ 2ε.

Exercise 17.15. Show that, for κ ∈ L1(Td), the operator

Tf = κ ∗ f (17.5)

is a compact operator T : L2(Td)→ L2(Td).

Remark 17.16. The crucial difference between Example 17.6 and Exercise 17.15 is that Td
is a bounded manifold.

Exercise 17.17. More generally, show that, for κ ∈ Lq(Td) with q <∞, the operator

Tκf = κ ∗ f (17.6)

is a compact operator Tκ : Lp(Td)→ Lr(Td), where 1
r + 1 = 1

p +
1
q .

Answer. Let us consider the case κ ∈ C0(Td). Then κ is uniformly continuous and for
any ε > 0 there exists δ > 0 s.t., if Ω ⊆ Td is such that diamΩ < δ, then oscΩκ < ε. So,
let us consider

⋃Nϵ
j=1DTd(yj , δ/2) a covering of Td and a partition of unity

∑Nϵ
j=1 χj(x) = 1

such that χj ∈ C∞c (DTd(yj , δ/2), [0, 1]). Then

κ ∗ f(x) =

LNϵf(x)︷ ︸︸ ︷
Nϵ∑
j=1

κ(x− yj)
∫
Td

χj(y)f(y)dy

+

Nϵ∑
j=1

∫
Td

(κ(x− y)− κ(x− yj))χj(y)f(y)dy︸ ︷︷ ︸
SNϵf(x)

.
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Now, LNϵ is a finite rank operator and so it is compact, while

∥SNϵf∥Lp(Td) ≤ ε

∥∥∥∥∥∥
Nϵ∑
j=1

∫
Td

χj(y)|f(y)|dy

∥∥∥∥∥∥
Lp(Td)

= ε∥f∥L1(Td)

(
vol(Td)

) 1
p ≤ εvol(Td)∥f∥Lp(Td).

So ∥LNϵ − Tκ∥L(Lp(Td)) ≤ εvol(T
d)

ϵ→0+−−−→ 0 and we conclude that Tκ is compact. In general,

if q <∞, we can take C0(Td) ∋ κn
n→+∞−−−−−→ κ in Lq(Td), and then

∥Tκn − Tκ∥L(Lp(Td)) ≤ ∥κn − κ∥Lq(Td)
n→+∞−−−−−→ 0

and so, since all the Tκn are compact, also Tκ is so.

Lemma 17.18. Let W & X, W closed and X Banach space. Then there exists a sequence
vn such that ∥vn∥X = 1 and

dist(vn,W )
n→+∞−−−−−→ 1.

Proof. Given v ∈ X\W , there exists a sequence wn ∈W such that

∥v − wn∥X
n→+∞−−−−−→ dist(v,W ) > 0.

Let vn = v−wn
∥v−wn∥X . Obviously dist(vn,W ) ≤ dist(vn, 0) = ∥vn∥X = 1. Suppose now that

S := lim inf
n→∞

dist(vn,W ) < 1. (17.7)

Let S < a < 1. Then there would be a subsequence of n and ũn ∈W such that

∥v − wn − (∥v − wn∥X)ũn∥X < a∥v − wn∥X
n→+∞−−−−−→ a dist(v,W ) < dist(v,W )− ε0

for some sufficiently small ε0 > 0.
So, setting W ∋ un := wn + ∥v − wn∥X ũn, there is a subsequence of n and un ∈ W

such that
∥v − un∥X < dist(v,W )− ε0

for a fixed small ε. Absurd. This means that we have S = 1.

Exercise 17.19. Let X be an infinite dimensional Banach space. Show that for any
r ∈ (0, 1/2) there exists a sequence {vn} in X such that ∥vn∥X = 1 and the closed balls
DX(vn, r) are pairwise disjoint. Show also that

⋃∞
n=1DX(vn, r) is a closed set in X.

Corollary 17.20. V Banach with DV (0, 1) compact. Then dimV <∞.
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Proof. If dimV < ∞ we know DV (0, 1) compact. Let us prove the opposite. Suppose
dimV = ∞. Then there is a strictly increasing sequence En of closed vector spaces such
that for any n there is a un ∈ En−En−1 with ∥un∥V = 1 and with dist(un, En−1) ≥ 1

2 . Then
∥un − um∥V ≥ 1

2 for n ̸= m, and in particular this sequence does not admit a convergent
subsequence. This implies that DV cannot be compact.

Remark 17.21. The following theorem is a very important tool. As we know, if T ∈ L(Rd),
then R(T ) = Rd ⇐⇒ kerT = 0. This is not true if T ∈ L(X) with dimX = ∞. However
Theorem 17.22 implies that if T = A+K with A an isomorphism in L(X) and K a compact
operator, then in fact R(T ) = X ⇐⇒ kerT = 0.

Theorem 17.22 (Fredholm alternative ). Let X be a Banach space. Let K ∈ K(X) and
set T = I −K. Then:

1 dimkerT <∞

2 R(T ) = (kerT ∗)⊥

3 kerT = 0⇔ R(T ) = X

4 dimkerT = dimkerT ∗.

Remark 17.23. Notice that the condition R(T ) = (kerT ∗)⊥ is crucially important when
solving equations (1 − K)x = x0, which has solutions if and only if x0 ∈ (kerT ∗)⊥. It is
impossible to overestimate the importance of this solvability criterion for these equations.

Proof.

1 ForN := ker(I−K), we haveDN (0, 1) ⊆ KDX(0, 1) and soDN (0, 1) is relatively compact.
Then, by Corollary 17.20, N is finite dimensional.

2 We have R(T ) = ker⊥ T ∗ by (6.41), so here we need to show that R(T ) = R(T ). Consider a

sequence Txn
n→+∞−−−−−→ f in X, we need to show that f ∈ R(T ). Notice that xn = Txn+Kxn.

If {xn}n∈N is a bounded sequence in X, then up to a subsequence, which is not restrictive

to assume equal to the whole sequence, we have Kxn
n→+∞−−−−−→ g in X. Then xn

n→+∞−−−−−→ f+g

and hence, by continuity, Txn
n→+∞−−−−−→ f = T (f + g), and so f ∈ R(T ).

The whole point in the above argument was the boundedness of the sequence {xn},
which in general is not true a priori. However we claim that

∃ a sequence {yn} in kerT s.t. {xn − yn}n∈N is a bounded sequence in X. (17.8)

This in turn yields Claim 2 of the statement, because

Txn = T (xn − yn). (17.9)

Notice that kerT = N and has finite dimension. Let dn := dist(xn, N). It is elementary, by
the Weierstrass Theorem, that since ∥xn − .∥X ∈ C0(N,R) with limy→∞ ∥xn − y∥X = +∞,
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there is an absolute minimum yn ∈ N , with therefore dn = ∥xn − yn∥X . It is enough to
prove now that {dn} is a bounded sequence. Suppose that this is false, and that there is a

subsequence with limit +∞. It is not restrictive to assume dn
n→+∞−−−−−→ +∞. By (17.9) and

Txn
n→∞−−−→ f in X,

Txn
∥xn − yn∥X

= wn −Kwn
n→+∞−−−−−→ 0 where wn :=

xn − yn
∥xn − yn∥X

. (17.10)

By compactness, up to a subsequence which, again, is not restrictive to take the whole

sequence, Kwn
n→+∞−−−−−→ g in X. By (17.10) we get wn

n→+∞−−−−−→ g in X and g ∈ N . This
obviously implies

dist(wn, N) ≤ ∥wn − g∥X
n→+∞−−−−−→ 0. (17.11)

However

dist(wn, N) = dist

(
xn − yn
∥xn − yn∥X

, N

)
=

dist (xn − yn, N)

∥xn − yn∥X
=

dist (xn, N)

dn
=
dn
dn

= 1.

So we get a contradiction to (17.11), and this shows that {dn} is a bounded sequence. This
completes the proof of the claim in (17.8).

3 Assume T is injective. Suppose T is not surjective. We know X1 = R(T ) $ X is
closed. Then T : X → X1 is an isomorphism between Banach spaces. Set by induction
Xn+1 = TXn. By induction, this is a strictly decreasing sequence of closed spaces. Indeed
if Xn $ Xn−1, then by injectivity Xn+1 = TXn $ TXn−1 = Xn. Next consider xn ∈ Xn

such that ∥xn∥X = 1 and dist(xn, Xn+1) > 1/2, see Lemma 17.18. Now for n > m

Kxm −Kxn = (1− T )xm − (1− T )xn = xm + [−xn − (Txm − Txn)] = xm + xn,m

with xn,m ∈ Xm+1 by xn ∈ Xn ⊆ Xm+1 (since n ≥ m + 1) and by Txm ∈ Xm+1 and
Txn ∈ Xn+1 ⊂ Xn ⊆ Xm+1.
Hence

∥Kxn −Kxm∥X ≥ dist(xm, Xm+1) ≥
1

2
.

But then {Kxn} is not a relatively compact sequence, because it cannot have a a convergent
subsequence, contradicting the compactness of the operator K. We conclude that T injective
implies T surjective.

Now we consider the opposite implication assume that T is surjective. Then, by
kerT ∗ = R(T )⊥, see (6.39), the dual T ∗ = I − K∗ is injective. Since K∗ is compact
and X ′ is a Banach space, we conclude R(T ∗) = X ′ and, therefore, from ker T = R(T ∗)⊥,
see (6.38), that T is injective.
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4 Let d = dimkerT and d∗ = dimkerT ∗. We have already proved that both are finite. Let
us show first d∗ ≤ d. If not, d < d∗. Notice that codimR(T ) = d∗, since there is a natural
identification (X/R(T ))′ ∼ kerT ∗. Indeed, there is a natural embedding (X/R(T ))′ ↪→ X ′

with image in (R(T ))⊥, which by (6.39), equals ker T ∗ and, viceversa, given any element of
X ′ in (R(T ))⊥, it induces an element in (X/R(T ))′. The above algebraic isomorphism is
continuous, and so it is an isomorphism between Banach spaces.
So we conclude that both ker T and R(T ) are complementary and we have

X = kerT ⊕ E = F ⊕R(T ) , where dimF = d∗. (17.12)

So there is a map Λ ∈ L(kerT, F ) with kerΛ = 0. Let then S = K+ΛPkerT , with PkerT the
projection on kerT associated to the first splitting. Notice that S is a compact operator.
Then we claim that ker(1− S) = 0. Indeed, if (1− S)x = 0, then

0 = (1−K)x− ΛPkerTx = Tx− ΛPkerTx⇒ Tx = 0 = ΛPkerTx,

by the 2nd splitting in (17.12). From ker(1 − S) = 0 we conclude R(1− S) = X. But this
is not possible because there exists an element f ∈ F which is not of the form ΛPkerTx for
all x ∈ X. So we proved d∗ ≤ d. Similarly

dimkerT ∗∗ ≤ dimkerT ∗ ≤ dimkerT. (17.13)

But it is obvious from T ∗∗JX = JXT and the fact that JX is an isometry, that we have an
embedding JX : kerT ↪→ kerT ∗∗, and so that dimkerT ∗∗ ≥ dimkerT . Then in (17.13) we
have equalities.

Remark 17.24. A consequence of the Theorem 17.25 below, is that, given K ∈ K(X), there
is a K–invariant decomposition

X = X0

⊕
λ∈σ(K)\{0}

Ng(K − λ) (17.14)

where σ
(
K|X0

)
= {0} and where inside eachNg(K−λ) (recallNg(K−λ) :=

+∞⋃
n=1

ker (K − λ)n),

up to an appropriate choice of basis, K decomposes in a finite direct sum of finite rank Jor-
dan blocks like in Sect. 5.1. So one can get a sense of the meaning of some of the statements
in Theorem 17.22 splitting and looking singularly at 1 − K|X0

and at each 1− K|Ng(K−λ)
with λ ∈ σ(K)\{0}, further splitting the latter in the Jordan blocks. The idea is that, up
to the 0 spectrum part, K is a (possibly infinite) sum of finite dimensional operators.

So, for example, if we focus on a Jordan block, K leaves a space Sp{e1, ..., en} invariant.
For definiteness let us assume n = 3, but what we write below works for any n. For this
basis has associated matrix

K =

λ 1 0
0 λ 1
0 0 λ

 and 1−K =

1− λ −1 0
0 1− λ −1
0 0 1− λ

 .
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For λ ̸= 1 obviously the above matrix is invertible and there is trivial kernel. The interesting
case is when λ = 1. So, in Sp{e1, e2, e3},

T := 1−K =

0 −1 0
0 0 −1
0 0 0

 .
Now, let X ′ = Sp⊥{e1, e2, e3}

⊕
Sp{e∗1, e∗2, e∗3} with

⟨ej , e∗k⟩X×X′ = δjk. (17.15)

Then notice that

δjk = ⟨ej , e∗k⟩X×X′ = ⟨−Tej+1, e
∗
k⟩X×X′ = −⟨ej+1, T

∗e∗k⟩X×X′

implies T ∗e∗k = −e∗k+1 with Te∗3 = 0. In Sp{e∗1, e∗2, e∗3}, for this basis, T ∗ acts as

T ∗ =

 0 0 0
−1 0 0
0 −1 0


So R(T ) = Sp{e1, e2} and kerT ∗ = Sp{e∗3} and, by (17.15), they are orthogonal to each
other, as indicated in Theorem 17.22, but here, in this example, one can see it!

Theorem 17.25. Let K ∈ K(X) and let dimX =∞. Then:

1 0 ∈ σ(K);

2 λ ∈ σ(K) and λ ̸= 0⇒ λ is an eigenvalue;

3 Either σ(K) is finite or σ(K)\{0} is a sequence convergent to 0;

4 Each λ ∈ σ(K)\{0} has finite algebraic (and so, also geometric) multiplicity.

1 If 0 ̸∈ σ(K) then I = K ◦K−1 is compact, which is incompatible with dimX =∞.

2 Let λ ∈ σ(K) and λ ̸= 0. If λ is not an eigenvalue then ker(K −λ) = 0 and, by Fredholm
alternative, R(K − λ) = X. Then, (λ−1K − 1)−1 is well defined, with domain X. The

graph of (λ−1K − 1)−1 =
{(
x, (λ−1K − 1)−1x

)
: x ∈ X

}
=
{(

(λ−1K − 1)x, x
)
: x ∈ X

}
is closed , because the graph

graph of (λ−1K − 1) =
{(
x, (λ−1K − 1)x

)
: x ∈ X

}
is closed. But then by the Closed Graph Theorem we have (λ−1K − 1)−1 ∈ L(X). Hence

(K − λ)−1 ∈ L(X) and so λ ̸∈ σ(K).
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3 Suppose σ(K)\{0} is infinite. Then, since K is bounded we have σ(K) ⊆ {z ∈ C : |z| ≤
∥K∥L(X)}. So σ(K) is compact. Consider a sequence λn of distinct elements in σ(K) and
suppose λn → λ ̸= 0. Let Kxn = λnxn and let Xn be the span of {x1, . . . , xn}. There exists
yn ∈ Xn, ∥yn∥X = 1, dist(yn, Xn−1) > 1/2. Now, for n > m

Kyn
λn
− Kym

λm
= yn +

[
−ym +

(K − λn)yn
λn

− (K − λm)ym
λm

]
= yn + zn,m

with zn,m ∈ Xn−1 since (λn −K)yn ∈ Xn−1. Hence∥∥∥∥Kynλn
− Kym

λm

∥∥∥∥
X

= ∥yn + zn,m∥X ≥ dist(yn, Xn−1) > 1/2

and this contradicts the compactness of K.

4 It is easy to see that if λ ∈ σ(K)\{0} then dimker(K − λ) < ∞. Otherwise we could
consider the usual sequence Xn = span{x1, ..., xn} ⊆ ker(K − λ) with dist(xn, Xn−1) > 1/2
and ∥xn∥X = 1. But then ∥Kxn − Kxm∥ > |λ|/2 > 0 for n ̸= m and we contradict
compactness of K.

Example 17.26 (Compact operator without eigenvalues). Let fn be an orthonormal basis
in a Hilbert space H, and a decreasing sequence in R with a strictly decreasing sequence
an

n→∞−−−→ 0. Then

A :=
∞∑
n=1

an(·, fn)Hfn+1

has no eigenvalues and σ(A) = {0}. It is easy to see that A∥∥∥∥∥A−
N∑
n=1

an(·, fn)Hfn+1

∥∥∥∥∥
L(H)

= aN+1
N→∞−−−−→ 0

and so A ∈ K(H). It is also easy to see that kerA = 0. Next, we claim

Amf =

∞∑
n=m

m∏
j=1

an−j+1(fn−m+1, f)Hfn+1. (17.16)

Formula (17.16) is trivially true for m = 1. Suppose it true for m. Then, for f0 = 0, we
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have

Am+1f =

∞∑
n=m

m∏
j=1

an−j+1(fn−m+1, Af)Hfn+1 =

=

∞∑
n=m

m∏
j=1

an−j+1

(
fn−m+1,

∞∑
l=1

al(f, fl)Hfl+1

)
H

fn+1

=
∞∑
n=m

∞∑
l=1

m∏
j=1

an−j+1al (fn−m+1, fl+1)H︸ ︷︷ ︸
δm−n,l

(f, fl)Hfn+1

=

∞∑
n=m

m∏
j=1

an−j+1an−m(f, fn−m)Hfn+1 =

∞∑
n=m+1

m+1∏
j=1

an−j+1(f, fn−m)Hfn+1

where in the last line we used that f0 = 0. This yields (17.16) is trivially true for m + 1
proving it for all m.
We have

∥Am∥
1
m

L(H) =

(
m∏
n=1

|an|

) 1
m

≤ 1

m

m∑
n=1

|an|
m→∞−−−−→ 0,

where the inequality follows from,

log

(
m∏
n=1

|an|

) 1
m

=
m∑
n=1

1

m
log |an| ≤ log

1

m

m∑
n=1

|an|,

that is, the fact that log (with basis e) is strictly concave and increasing. So ∥Am∥
1
m

L(H)

m→∞−−−−→
0. This implies that there are no nonzero eigenvalues and so σ(A) = {0}.
Remark 17.27. Notice that, if λ is an eigenvalue, from |λ| ≤ ∥T∥ we can derive also |λ| ≤
∥Tn∥

1
n for all n ∈ N. So, in particular, if ∥Tn∥

1
n

n→+∞−−−−−→ 0, we get λ = 0.

Exercise 17.28. Suppose that T ∈ L(X) is an operator with σ(T ) = {0}. Is necessarily T
compact?

Answer. No. Take in `2(N) the operator

T (x1, x2, ...) = (x2, 0, x4, 0, ...., x2n, 0︸ ︷︷ ︸
at 2n− 1 and 2n place

, ...).

It is trivial that T 2 = 0. Notice that if λ ̸= 0, then

(λ− T )
(
1

λ
+
T

λ2

)
= 1 +

1

λ
(T − T )− 1

λ2
T 2 = 1

which means that λ ̸∈ σ(T ).
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Exercise 17.29. Consider the operator Tf(x) = x−1
∫ x
0 f(t)dt, that, as we saw in Example

15.39, defines an bounded linear operator in Lp(0, 1) for all 1 < p ≤ +∞. Using scaling,
show that it is not a compact operator.

AnswerAn easy answer is to consider the isometry (δλf)(x) := λ1/pf(λx). Then

T ◦ δλf(x) = λ1/p
1

x

∫ x

0
f(λt)dt = λ1/p

1

λx

∫ λx

0
f(s)ds = δλ ◦ Tf(x).

Now, for p ∈ (1,+∞) we know δλf ⇀ 0 in Lp(0, 1) for λ→ 0+. If T is compact, this implies

T ◦ δλf = δλ ◦ Tf → 0 in Lp(0, 1) in norm.

But this is not true, because ∥δλ ◦Tf∥Lp(0,1) = ∥Tf∥Lp(0,1) and, as we will see later, Tf ̸= 0
for any f ̸= 0. So, by this contradiction, we conclude that T is not compact. For p = ∞
one can repeat the same argument picking f ∈ C0

0 ((0, 1).
The following exercise shows that T does not satisfy the conclusions of Theorem 17.25,

so provides another reason why T is not a compact operator.

Exercise 17.30. Consider the operator Tf(x) = x−1
∫ x
0 f(t)dt, that, as we saw in Example

15.39, defines an bounded linear operator in Lp(0, 1) for all 1 < p ≤ +∞.

a For p <∞ show that the set of the eigenvalues is the open disk DC

(
p′

2 ,
p′

2

)
.

b For p =∞ show that the set of the eigenvalues is DC
(
1
2 ,

1
2

)
\{0}.

c Show that in all cases σ(T ) = DC

(
p′

2 ,
p′

2

)
Answer. Clearly kerT = 0 since if

Tf = 0⇔
∫ x

0
f(t)dt ≡ 0⇒ f(x) ≡ 0,

since F (x) :=
∫ x
0 f(t)dt is Absolutely Continuous and so F ′(x) = f(x) for a.a. x ∈ (0, 1),

and on the other hand F = 0. Let now z ∈ C be nonzero. Then Tf = zf is equivalent to

zxf ′ + (z − 1)f = 0.

So multiplying by x
z−1
z the above is equivalent to

z
(
x

z−1
z f(x)

)′
= 0

that is to f(x) = Cx−
z−1
z for some constant C, which can take C = 1. For p ∈ (1,+∞) we

have f ∈ Lp(0, 1) if and only if

Re{1− 1

z
} < 1

p
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that is, for z = zR + izI ,

1

p′
< Re{1

z
} = zR

z2R + z2I
⇔ z2R + z2I − p′zR < 0⇔

z2R + z2I − 2
p′

2
zR +

(
p′

2

)2

<

(
p′

2

)2

⇔
(
zR −

p′

2

)2

+ z2I <

(
p′

2

)2

.

So we have shown that for p ∈ (1,+∞) we have f ∈ Lp(0, 1) and so z is an eigenvalue of T

if and only if z ∈ DC

(
p′

2 ,
p′

2

)
.

In L∞(0, 1) we have x−
z−1
z ∈ L∞(0, 1) if and only if

Re{1− 1

z
} ≤ 0

that is for

1 ≤ Re{1
z
} = zR

z2R + z2I
⇔ z2R + z2I − zR ≤ 0⇔

z2R + z2I − 2
1

2
zR +

1

4
≤ 1

4
⇔
(
zR −

1

2

)2

+ z2I ≤
1

4

that is if and only if z ∈ DC
(
1
2 ,

1
2

)
\{0}.

Since we know that σ(T ) is closed, we have σ(T ) ⊇ DC

(
p′

2 ,
p′

2

)
. Let us now take

z ̸∈ DC

(
p′

2 ,
p′

2

)
and let us show that it belongs to the resolvent set ρ(T ). For g ∈ Lp(0, 1)

let us consider the equation

(T − z)f = g, that is

∫ x

0
f(t)dt− xzf = xg.

Let us suppose g ∈ C∞c (0, 1). Differentiating we obtain

xzf ′ + (z − 1)f = −(xg′ + g)

We solve this ODE multiplying it by the integrating factor obtaining

z
(
x

z−1
z f(x)

)′
= −x−

1
z (xg′ + g)

Then, integrating by parts we write

f(x) = −x
− z−1

z

z

∫ x

0
t−

1
z (tg′ + g)dt = −x

− z−1
z

z

(
x1−

1
z g(x)−

(
1− 1

z

)∫ x

0
t−

1
z g(t)dt+

∫ x

0
t−

1
z g(t)dt

)
= −1

z
g(x)− x

1
z
−1 1

z

(
1− 1

z

)∫ x

0
t−

1
z g(t)dt =: Szg.
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This, initially defined for g ∈ C∞c (0, 1), since Re
{
1
z

}
< 1

p′ extends into a bounded operator
Sz : L

p(0, 1)→ Lp(0, 1), see Exercise 15.40. But then, since

(T − z)Szg = g for all g ∈ C∞c (0, 1),

it follows by continuity that this equality holds for all g ∈ Lp(0, 1). So R(T − z) = Lp(0, 1)
and since we know that ker(T − z) = 0 by the Open Mapping Theorem T − z is an
isomorphism.

Example 17.31. For s > σ, the inclusion Hs(Td) ⊂ Hσ(Td) is compact.
Indeed, let τ = s − σ. Then notice that Λτ : Hs(Td) → Hσ(Td) is a bounded operator.
Next, we claim that Λ−τ : Hσ(Td)→ Hσ(Td) is compact. Assuming the claim, the lemma
follows by the fact that the immersion coincides with Λ−τ ◦ Λτ . So let us prove the claim.
Let us split

Λ−τf =
∑
|ℓ|≤R

⟨`⟩−τ f̂(`) e
iℓ·x

(2π)
d
2

+
∑
|ℓ|>R

⟨`⟩−τ f̂(`) e
iℓ·x

(2π)
d
2

=: T1Rf + T1Rf.

Then, for any R the operator T1R has finite rank while

∥T2Rf∥2Hσ(Td) =
∑
|ℓ|>R

⟨`⟩−2τ ⟨`⟩2σ |f̂(`)|2 ≤ ⟨R⟩−2τ
∑
ℓ∈Zd

⟨`⟩2σ |f̂(`)|2

= ⟨R⟩−2τ ∥f∥2Hσ(Td)

so ∥T2R∥L(Hσ(Td)) ≤ ⟨R⟩
−τ R→+∞−−−−−→ 0. Hence, since T1R

R→+∞−−−−−→ Λ−τ in L(Hσ(Td)), it
follows that Λ−τ is a compact operator.

Exercise 17.32. Show that the embedding the embedding in Example 16.53 is compact
for any s > d/2.

Remark 17.33. Notice that the following statement is true:

for any s ∈ (0, d/2) we have an embedding Hs(Td) ↪→ Lps(Td) for
1

ps
=

1

2
− s

d
. (17.17)

Notice that there is a natural analogue

for any s ∈ (0, d/2) we have an embedding Hs(Rd) ↪→ Lps(Rd) (17.18)

with natural analogue Hs(Rd) space which can be defined using the Fourier transform.
There is also Hs(Ω) ↪→ Lps(Ω) for Ω open in Rd (where Hs(Ω) for s ̸∈ N is more delicate to
define). Usually the proof of (17.17), or of the Sobolev embedding theorem in the context
of more general Riemannian manifolds than the tori Td := Rd/2πZd, is obtained using
coordinate charts and (17.18).
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Example 17.34. Notice that the Sobolev Embeddings in (17.17) are not compact. Since we
don’t have at disposal the Fourier transform, it is easier for us to check this in the special
case s ∈ N. Take any u ∈ C∞c ((−π, π)d) and for λ ≥ 1 consider δpsλu ∈ C∞c ((−π, π)d).
Then using the equivalence in Exercise 16.50 consider the equivalent norm

∥δpsλu∥2Hs(Td) =
∑
|α|≤s

∥∂αx δpsλu∥L2(Td) =
∑
|α|≤s

λ
d
(

1
ps
− 1

2

)
∥∂αx δ2λu∥L2(Td)

=
∑
|α|≤s

λ
d
(

1
ps
− 1

2

)
λ|α|∥δ2λ∂αxu∥L2(Td)

=
∑
|α|≤s

λ
d
(

1
ps
− 1

2

)
+|α|∥∂αxu∥L2(Td)

λ→+∞−−−−→
∑
|α|=s

∥∂αxu∥L2(Td),

where we exploited that λ
d
(

1
ps
− 1

2

)
+|α| λ→+∞−−−−→ 0 for |α| < s and λ

d
(

1
ps
− 1

2

)
+|α|

= 1 for |α| = s.
On the other hand we know that

∥δpsλu∥Lps ((−π,π)d) = ∥u∥Lps ((−π,π)d) for all λ ≥ 1. (17.19)

Consider λn
n→+∞−−−−−→ +∞. Then the sequence δpsλnu is bounded in Hs(Td). If the above

embedding is compact, then δpsλnu is relatively compact in Lps((−π, π)d). But in fact, we
know 2 < ps <∞ and δpsλnu ⇀ 0 in Lps((−π, π)d) so, if a subsequence converges strongly
somewhere, it must converge to 0. But by (17.19) we know this is not the case if u ̸= 0 and
we conclude a contradiction, and therefore that the embedding in (17.17) is not compact, at
least in the case s ∈ N. The argument used is similar to that in Example 17.7. In Example
17.7 we exploited the scale equivariance (17.4). Here we used ∇sδpsλ = δ2λ∇s.
The case s ̸∈ N is similar, but requires the use of the Fourier transform, which will be intro-
duced next semester. This argument is used in Brezis [4] to show that Sobolev Embedding
W 1,1(I) ↪→ L∞(I) is always not compact, for any interval I, and will be discussed in the
next semester.

Exercise 17.35. Establish if the operator R0(z) in Example 5.14 is in K(L2(R)).

Exercise 17.36. Establish if the operator RV (z) in Example 5.15 is in K(L2(R)).

Example 17.37. The operator

Tu(x) =

∫ x

0
u(t)dt (17.20)

defines a compact operator T : L1(0, 1) → L1(0, 1). To get a sense whether or not is
compact, it makes sense to consider sequences like fn(x) := nχ[−1,0](n(x−1)) = nχ[1−1/n,1].
Then

Tfn(x) =

{
0 if 0 ≤ x ≤ 1− 1/n

n (x− (1− 1/n)) if 1− 1/n ≤ x ≤ 1.
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Then ∫ 1

0
|Tfn|dx = n

∫ 1

1−1/n
(t− (1− 1/n)) dt = n

(t− (1− 1/n))2

2

]1
1−1/n

=
1

n
.

So ∥Tfn∥L1(0,1)
n→+∞−−−−−→ 0, and this is compatible with T being compact.

In fact, in the Spring Semester you will see that the embedding W 1,1(0, 1) ↪→ L1(0, 1)
is compact and it happens here that T ∈ L

(
L1(0, 1),W 1,1(0, 1)

)
. However this is not an

adequate answer now, since in this moment we don’t even know what W 1,1(0, 1) is .
Let us see if we can use the compactness criterium by Kolmogorov, Riesz, Frechét. Let

us consider

Sf(x) =

∫ x

0
f(t)dt− x

∫ 1

0
f(t)dt. (17.21)

Notice that S ∈ L(L1(0, 1), C0([0, 1])) and that Sf(0) = Sf(1) = 0 for all f ∈ L1(0, 1).
Extend Sf(x) = 0 for x ∈ R\[0, 1] and let

F = {Sf ∈ L1(R) : f ∈ DL1(0,1)(0, 1)}.

Let us check that condition (15.33) is satisfied. For definiteness let h > 0. Then

∥Sf(·+ h)− Sf∥L1(R) =

∫ 1−h

0
|Sf(x+ h)− Sf(x)|dx+

∫ 1

1−h
|Sf(x)|dx+

∫ h

0
|Sf(x)|dx.

Since ∥Sf∥L∞(R) ≤ 2∥f∥L1(0,1), the sum of the last two terms is bounded by 2|h|. Next∫ 1−h

0
|Sf(x+ h)− Sf(x)|dx ≤ h∥f∥L1(0,1) +

∫ 1−h

0
dx

∫ x+h

x
|f(t)|dt

= h∥f∥L1(0,1) +

∫ 1

0
dt|f(t)|

∫ t

t−h
dx = 2h∥f∥L1(0,1) ≤ 2|h|.

This yields (15.33) taking h > 0. With a similar argument we can consider the case h < 0,
obtaining the desired compactness.

Exercise 17.38. Let I = [0, 1] ⊆ R, X = C0(I) and Y = L1(I). Set

Tu(x) :=

∫ x

0
xyu(y) dy.

a) Prove that T ∈ L(X) and T ∈ L(Y ).
b) Establish if T is compact in X and in Y , justifying the answer.
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17.1 Hilbert–Schmidt operators

The following is a very important class of operators.

Definition 17.39. A linear operator T : L2(X, dµ) → L2(X, dµ) is a Hilbert–Schmidt
operator if it is of the form

Tf(x) =

∫
X
K(x, y)f(y)dµ(y) with K ∈ L2(X ×X, dµ× dµ).

We denote ∥T∥HS := ∥K∥L2(X×X).

It is straightforward that T ∈ L(L2(X, dµ)). Indeed∫
dµ(x)|Tf(x)|2 ≤

∫
dµ(x)∥K(x, ·)∥2L2(X)∥f∥

2
L2(X) = ∥K∥

2
L2(X×X)∥f∥

2
L2(X),

so that in particular we obtain

∥T∥L(L2(X,dµ)) ≤ ∥T∥HS .

It turns out that T is also compact.

Notice that there exists a sequence of Kn ∈ L2(X, dµ)⊗L2(X, dµ) with Kn
n→+∞−−−−−→ K

in L2(X ×X). But, then, if we set

Tnf(x) =

∫
X
Kn(x, y)f(y)dµ(y),

we have

∥T − Tn∥L(L2(X,dµ)) ≤ ∥T − Tn∥HS = ∥K −Kn∥L2(X×X)
n→+∞−−−−−→ 0.

Now, for each n, we have dimR(Tn) <∞, so Tn is compact. Then also T is compact.

Exercise 17.40. Let Tf =

∫ x

0
f(t)dt in L2(0, 1).

a) Find T ∗.
b) Show that T is Hilbert–Schmidt operator.
c) Find σ(T ).

Remark 17.41. Notice that T is compact in L2(0, 1) but f → 1
xTf , while bounded, is not

compact, see Example 15.39 and Exercise 17.29. Notice also that it is possible to compute

Tnf(x) =

∫ x

0
f(t)

(x− t)n−1

(n− 1)!
dt.

Notice that this implies ∥Tn∥L(Lp(0,1)) ≤ 1
(n−1)!∥T∥L(Lp(0,1))

n→+∞−−−−−→ 0 and in particular,

shows in the previous exercise, that σ(T ) = {0}.

Exercise 17.42. Let A,B ∈ L(X) with X a Banach space..
a) Show that if either A or B is compact, the composition AB is compact.
b) Is the condition that one of A and B be compact, necessary in order for the com-

position AB to be compact?
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17.2 The Lax–Milgram Theorem

Definition 17.43. Let H be a Hilbert space on K = R (resp. C). A bilinear (sesquilinear
if K = C) form B : H ×H → K is said bounded if there is a γ ∈ R+ such that

|B(x, y)| ≤ γ∥x∥H ∥y∥H for all x, y ∈ H. (17.22)

and coercive if there is a δ ∈ R+ such that

δ∥x∥2H ≤ |B(x, x)| for all x ∈ H. (17.23)

Example 17.44. Let V ∈ C0(Td, [0,+∞)) with V positive and V ̸≡ 0 and consider the

H1(Td,C)×H1(Td,C) ∋ (u, v)→ B(u, v) ∈ C
B(u, v) := (∇u,∇v)L2(Td,Cd) + (V u, v)L2(Td,C). (17.24)

By the simple fact that ∇ ∈ L
(
H1(Td,C), L2(Td,Cd)

)
and that the multiplier operator

u → V u is bounded from L2(Td,C) into itself, we obtain that the above sesquilinear map
is bounded. Now let us check that it is coercive. We have

(∇u,∇u)L2(Td,Cd) = ∥∇u∥2L2(Td,Cd) = ∥nû(n)∥
2
ℓ2(Zd,Cd) =

∑
n∈Zd

|n|2|û(n)|2

= (2π)d
∑
n ̸=0

|n|2|û(n)|2 ≥ 2−1
∑
n ̸=0

(1 + |n|2)|û(n)|2 = 2−1∥u− (2π)−
d
2 û(0)∥2H1(Td,C) ≥ 0.

(17.25)

We have

|(V u, v)L2(Td,C)| ≤ ∥V ∥L∞(Td,C)∥u∥L2(Td,C)∥v∥L2(Td,C) (17.26)

Notice that ∥u∥2
H1(Td,C) = (2π)d|û(0)|2 + ∥u − (2π)−

d
2 û(0)∥2

H1(Td,C). Since V ≥ 0, we have

(V u, u)L2(Td,C) ≥ 0

If say (2π)d|û(0)|2 ≤ C2∥u − (2π)−
d
2 û(0)∥2

H1(Td,C) for a C > 0 to be defined momentarily,

from (17.25) we conclude

B(u, u) ≥ ∥∇u∥2L2(Td,Cd) ≥ 2−1∥u− (2π)−
d
2 û(0)∥2H1(Td,C)

=
2−1

1 + C2

(
C2∥u− (2π)−

d
2 û(0)∥2H1(Td,C) + ∥u− (2π)−

d
2 û(0)∥2H1(Td,C)

)
≥ 2−1

1 + C2

(
(2π)d|û(0)|2 + ∥u− (2π)−

d
2 û(0)∥2H1(Td,C)

)
=

2−1

1 + C2
∥u∥2H1(Td,C).
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If instead (2π)d|û(0)|2 > C2∥u− (2π)−
d
2 û(0)∥2

H1(Td,C), we can consider

|(V u, u)L2(Td,C)| ≥ (2π)−d(V û(0), û(0))L2(Td,C)

− 2∥V ∥L∞(Td,C)∥u− (2π)−
d
2 û(0)∥L2(Td,C)∥(2π)−

d
2 û(0)∥L2(Td,C) − ∥V ∥L∞(Td,C)∥u− (2π)−

d
2 û(0))∥2L2(Td,C)

= (2π)−d∥V ∥L1(Td,C)|û(0)|2 − 2∥V ∥L∞(Td,C)∥u− (2π)−
d
2 û(0)∥L2(Td,C)|û(0)|2

− ∥V ∥L∞(Td,C)∥u− (2π)−
d
2 û(0))∥2L2(Td,C)

≥
(
(2π)−2d∥V ∥L1(Td,C) − 2(2π)−d∥V ∥L∞(Td,C)C

−1 − ∥V ∥L∞(Td,C)C
−2
)
(2π)d|û(0)|2.

So, choosing C ≫ 1, for (2π)d|û(0)|2 > C2∥u− (2π)−
d
2 û(0)∥2

H1(Td,C) we get

|(V u, u)L2(Td,C)| ≥ 2−1(2π)−2d∥V ∥L1(Td,C)(2π)
d|û(0)|2

= 2−2(2π)−2d
(
(2π)d|û(0)|2 + (2π)d|û(0)|2

)
≥ 2−2(2π)−2d∥V ∥L1(Td,C)∥u∥2H1(Td,C).

So we get the lower bound in (17.23) for

0 < δ ≤ min

{
2−1

1 + C2
, 2−1(2π)−2d∥V ∥L1(Td,C)

}
.

Notice that

B(u, v) = (∇u,∇v)L2(Td,Cd) + (V u, v)L2(Td,C) = (Au, v)L2(Td,Cd) where A := −△+ V,

(17.27)

where A ∈ L(H1(Td,C),H−1(Td,C)).
Example 17.45. Recall from the Riesz Frechét Theorem 16.10 that, given a Hilbert space
H, there is a natural isomorphism H → H ′ given by u→ (u, ·). However, often it is natural
not to identify H and H ′. A case point are the spaces Hs(Td) when s ̸= 0, which are
Sobolev spaces, that is, some of the spaces used in applications of Functional Analysis. If
we consider two trigonometric polynomials, then we have

(f, g)L2(Td) =

∫
Td

f(x)g(x)dx = (2π)d
∑
ℓ∈Zd

f̂(`)ĝ(`) = (2π)d
∑
ℓ∈Zd

⟨`⟩s f̂(`) ⟨`⟩−s ĝ(`).

Then we get ∣∣∣(f, g)L2(Td)

∣∣∣ ≤ (2π)d∥f∥Hs(Td)∥g∥H−s(Td).

This shows that (·, ·)L2(Td) : Hs(Td) × H−s(Td) → C is a bounded bilinear map. It is

easy to conclude from this that there exists an isomorphism H−s(Td) ∋ g → (·, g)L2(Td) ∈(
Hs(Td)

)′
. This sort of identification, arising concretely from the inner product in L2(Td),

is much more common in practice than the somewhat more abstract identification of Hs(Td)
and

(
Hs(Td)

)′
.
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Theorem 17.46. Let B be like in Definition 17.43 . Then there exists S ∈ L(H) which is
invertible, S−1 ∈ L(H), such that

(x, y)H = B(x, Sy). (17.28)

We have ∥S∥L(H) ≤ δ−1 and ∥S−1∥L(H) ≤ γ. If B is a symmetric (or Hermitian) bilinear
form, then S is a symmetric operator.

Proof. Let

D := {y ∈ H : there is a y∗ ∈ H such that (x, y)H = B(x, y∗) for all x ∈ H }.

Obviously 0 ∈ D, with 0∗ = 0. y∗ if it exists is unique, since 0 = B(x, y∗1 − y∗2) for all x,
and so in particular for x = y∗1 − y∗2, implies 0 = |B(y∗1 − y∗2, y∗1 − y∗2)| ≥ δ∥y∗1 − y∗2∥2H and so
∥y∗1 − y∗2∥H = 0.
So we have a well defined function S : D → H defined by Sy = y∗. It is easy to see that S
is linear. We have

δ∥Sy∥2H ≤ |B(Sy, Sy)| = |(Sy, y)H | ≤ ∥Sy∥H∥y∥H .

So ∥S∥L(D,H) ≤ δ−1.
Next, we claim that D is closed. First of all, we have an extension S : D → H. For

D ∋ yn
n→+∞−−−−−→ z, then by continuity Syn

n→+∞−−−−−→ w for some w ∈ H with, by the continuity
of B,

(x, z)H = lim
n→+∞

(x, yn)H = lim
n→+∞

B(x, Syn) = B(x,w).

So z ∈ D with w = Sz.
It remains to be shown that D = H. Suppose D $ H and consider w0 ∈ D⊥ ⊂ H
nonzero. Then, by |B(x,w0)| ≤ γ∥x∥H∥w0∥H , the Riesz Frechét Theorem 16.10 guarantees
the existence of a w ∈ H such that B(x,w0) = (x,w)H for all x ∈ H. This implies w0 = Sw.
Then

δ∥w0∥2H ≤ |B(w0, w0)| = |(w0, w)H | = 0⇒ w0 = 0.

The above argument shows that D = H but also that S(D) = H. Since S : H → H is both
surjective and injective, and since it is bounded, it follows that S−1 : H → H is a bounded
operator. We have |(z, S−1y)H | = |B(z, y)| ≤ γ∥z∥H∥y∥H and so ∥S−1∥L(H) ≤ γ.
Finally, from (17.28) and if B is Hermitian, cf. Definition 16.2, we have

B(x, y) = (x, S−1y)H = ((S−1)∗x, y)H = B(y, x) = (y, S−1x)H = (S−1x, y)H ,

from which we read that (S−1)∗ = S−1. From this we conclude also S∗ = S.
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Corollary 17.47 (Lax–Milgram). Under the previous hypotheses, let f ′ ∈ H ′ and consider
the problem of finding u such that

B(v, u) =
〈
v, f ′

〉
H×H′ for any v ∈ H. (17.29)

Then there exists exactly one solution and is given by u = Sf , where f ∈ H and f ′ ∈ H ′
are related by ⟨·, f ′⟩H×H′ = (·, f)H .

Moreover, if B is symmetric, that is B(v, w) = B(w, v) for all v, w ∈ H, and satisfies
B(w,w) ≥ δ∥w∥2H for all w ∈ H, then u solves (17.29) if and only if it the minimizer of
minimization problem

inf {φ(w) : w ∈ H} where φ(w) :=
1

2
B(w,w)−

〈
w, f ′

〉
H×H′ . (17.30)

Proof. We know there is an isomorphism f ′ → f such that ⟨·, f ′⟩H×H′ = (·, f)H . We also
have 〈

v, f ′
〉
H×H′ = (v, f)H = B(v, Sf) for all v ∈ H.

So u = Sf . Notice that u solves (17.29) if and only if it is a critical point of the (nonlinear)
functional φ. We know from Theorem 17.46 that any such critical point is unique. Further-
more, since φ is strongly continuous and limw→∞ φ(w) = +∞, by Corollary 12.8 we know
that φ has an absolute minimum and so the minimization problem (17.30) has a solution.

Lemma 17.48. Let T ∈ L(H) be selfadjoint. Then σ(T ) ⊂ R.

Proof. Let λ ∈ C\R. Then, for

B(u, v) := ((T − λ)u, v)H , (17.31)

obviously B satisfies (17.22) for γ = ∥T∥L(H) + |λ|.
From

B(u, u) = ((T − λ)u, u)H = ((T − λR)u, u)H︸ ︷︷ ︸
∈R

−iλI(u, u)H︸ ︷︷ ︸
∈R

we obtain

|B(u, u)| ≥ |λI |∥u∥2H

and so we get the lower bound (17.23) with δ = |λI | > 0. So there exist the S, S−1 ∈ L(H)
with

B(u, v) = ((T − λ)u, v)H = (u, S−1v)H for all u, v ∈ H.

Then (T −λ) = (S−1)∗ and so (T −λ)−1 = S∗. Then λ ̸∈ σ(T ) if λ ̸∈ R, and this completes
the proof σ(T ) ⊂ R.
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Exercise 17.49. Let U ∈ L(U) be self–adjoint and unitary. Show that σ(U) ⊆ {−1, 1}.
Furthermore we have

H =
⊕

λ∈σ(U)

ker(U − λ). (17.32)

In particular show that for U ̸= ±1 then we have a nontrivial orthogonal decomposition

H = ker(U + 1)
⊕

ker(U − 1). (17.33)

Proposition 17.50. Let T ∈ L(H) be selfadjoint. Then

inf σ(T ) = m where m := inf{(Tu, u)H : u ∈ H with ∥u∥H = 1} (17.34)

supσ(T ) =M where M := sup{(Tu, u)H : u ∈ H with ∥u∥H = 1}. (17.35)

Furthermore ∥T∥L(H) = max{|m|,M}.

Proof. We know already that σ(T ) ⊂ R by in Lemma 17.48. By proceeding like in Lemma
17.48 for

R ∋ λ ̸∈ [m,M ]

we get λ ̸∈ σ(T ). Indeed, for B like in (17.31), B satisfies (17.22) for γ = ∥T∥L(H) + |λ|. If
say, λ < m, we have

B(u, u) = (Tu, u)H − λ∥u∥2H ≥ (m− λ) ∥u∥2H

and so we get (17.23) with δ = m− λ > 0. We conclude that if λ < m then λ ̸∈ σ(T ).
The proof for λ > M can be done similarly or, alternatively, one can observe that case
λ < m implies case λ > M by replacing T  −T .
We now need to show that m,M ∈ σ(T ) and it is not restrictive to reduce to the proof
of m ∈ σ(T ). Let us consider B(u, v) := ((T −m)u, v)H . Since T −m is symmetric and
positive, by B(u, u) ≥ 0 for all u ∈ H, by Theorem 16.40 it has a positive and symmetric
square root. So we have

|B(u, v)| = |((T −m)u, v)H | = |((T −m)
1
2u, (T −m)

1
2 v)H | (17.36)

≤ ∥(T −m)
1
2u∥H∥(T −m)

1
2 v∥H =

√
B(u, u)

√
B(v, v) ≤

√
B(u, u)

√
γ∥v∥H .

Then,

∥(T −m)u∥H ≤
√
γ
√
B(u, u) =

√
γ
√
((T −m)u, u)H . (17.37)

Then, there exists a sequence {un}n∈N with ∥un∥H = 1 such that ∥(T −m)un∥H
n→+∞−−−−−→ 0.

This implies that m ∈ σ(T ). Indeed, if m ̸∈ σ(T ) then (T −m)−1 ∈ L(H) and

1 = ∥un∥H = ∥(T −m)−1(T −m)un∥H ≤ ∥(T −m)−1∥L(H)∥(T −m)un∥H
n→+∞−−−−−→ 0,
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yielding a contradiction.
Finally, we need to show that ∥T∥L(H) = max{|m|,M}. It is not restrictive to assume
M ≥ |m| (otherwise, by the replacement T  −T we can get to this case). By (5.19) we
already know that M ≤ ∥T∥L(H). If T ≥ 0, then ∥T∥L(H) = ∥

√
T∥2L(H) and

∥T∥L(H) = sup{∥Tu∥H : ∥u∥H = 1} = sup{∥
√
Tu∥2H : ∥u∥H = 1} = sup{(Tu, u)H : ∥u∥H = 1} =M.

If T is not positive, then by Polar Decomposition Theorem 16.42 we have T = U |T |, with
U unitary. Since T is self–adjoint, by Exercise 16.46 the U introduced in Theorem 16.42
is self–adjoint. If U = 1, then T is positive, so here U ̸= 1. If U = −1 then it is not true
that M ≥ |m|. So in our case U ̸= ±1 and, by the solution of Exercise 17.49 we have the
orthogonal decomposition

H = ker(U + 1)
⊕

ker(U − 1). (17.33)

Since [T,U ] = 0, T leaves the above decomposition invariant. Then,

T |ker(U−1) = U |T ||ker(U−1) = |T ||ker(U−1)
T |ker(U+1) = U |T ||ker(U+1) = − |T ||ker(U+1)

Then

∥T∥L(H) = max{∥|T |∥L(ker(U−1)), ∥|T |∥L(ker(U−1))} ≤M.

Theorem 17.51 (Spectral decomposition of a selfadjoint compact operator). Let T ∈ L(H)
be selfadjoint and compact operator and let H be separable. Then there exists an orthonormal
basis of H formed by eigenvectors of T .

Proof. Using T = U |T | and the decomposition (17.33), it is easy to show that it is not
restrictive to assume T ≥ 0. So, assuming T ̸= 0, we have M > 0 in (17.34). Notice
that m ≥ 0 in (17.35), and since 0 ∈ σ(T ) by Theorem 17.25, we have m = 0. Since
σ(T ) ∋ M > 0 it follows that M is an eigenvalue, which has finite multiplicity. Let now
M1 :=M . Then

H = ker(T −M1)
⊕

ker⊥(T −M1)

Then the restriction of T in ker⊥(T −M1) is again a compact positive self–adjoint operator.

Let M2 = supσ
(
T |ker⊥(T−M1)

)
. Then M2 < M1. One gets a sequence, finite or infinite

M1 > M2 > ... of strictly positive numbers. Finally we consider

H = ⊕n≥1 ker(T −Mn)
⊕

(⊕n≥1 ker(T −Mn))
⊥

Then for the operator T in (⊕n≥1 ker(T −Mn))
⊥ we must have m =M = 0, that is T = 0.

So
H = ⊕n≥1 ker(T −Mn)

⊕
kerT.
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Theorem 17.52. Consider Example 17.44. Then there exists a sequence of strictly positive

numbers λn
n→+∞−−−−−→ ∞ and functions en ∈ H1(Td,C) which form an orthonormal basis of

L2(Td,C) s.t. Aen = λnen, where A is the Schrödinger operator in (17.27).

Proof. Let us consider the operator f ∈ L2(Td,C) → Sf ∈ H1(Td,C) ⊂ L2(Td,C) which
associates to each f ∈ L2(Td,C) the solution u of (17.29). This means that

(∇Sf,∇v)L2(Td,Cd) + (V Sf, v)L2(Td,C) = (f, v)L2(Td,C) for all v ∈ H1(Td,C). (17.38)

Notice that here v is the so called test function.
Let g ∈ L2(Td,C). Then, for v = Sg, from (17.38) we obtain

(f, Sg)L2(Td,C) = (∇Sf,∇Sg)L2(Td,Cd) + (V Sf, Sg)L2(Td,C)

= (∇Sf,∇Sg)L2(Td,Cd) + (Sf, V Sg)L2(Td,C) = (Sf, g)L2(Td,C),

where the last equality follows reversing the roles of Sg and Sf and thinking of the latter
as the test function.
We also know that kerS = 0. Then, there exists a sequence of non–zero numbers µn → 0
and a corresponding orthonormal basis {en} of L2(Td,C) with Sen = µnen. So we have, for
λn = 1/µn,

(ASen − en, v)L2(Td,Cd) = (1/µnAen − en, v)L2(Td,Cd) = 0 for all v ∈ H1(Td,C).

That is

(Aen − λnen, v)L2(Td,Cd) = 0 for all v ∈ H1(Td,C) =⇒ Aen − λnen = 0 in H−1(Td,C).

18 Some exercises from SISSA’s PhD entrance exam

Exercise 18.1 (Exercise 1 March 2025). Consider the Cauchy problem

ẋ = f(x) , x(0) = x0 (18.1)

where f : Rn → Rn is a C1 vector field with for some m ∈ N

|f(x)| ≤ |x|m for all x ∈ Rn.

Prove that for any x0 ∈ Rn the solution of (18.1) is defined on a time interval [0, Tmax)
where

1. if m = 1 then Tmax = +∞

2. if m ≥ 2 then there is a constant cm > 0 such that Tmax ≥ cm
|x0|m−1 for any x0 ̸= 0 and

Tmax = +∞ if x0 = 0.
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ANSWER. First of all, since here m ≥ 1, the function x(t) ≡ 0 is a equilibrium defined
for all times. This shows that Tmax = +∞ if x0 = 0.

Next, reviewing the proof of the local existence theorem, for any given m it is easy to
see that for any M0 > 0 there exists a T (M0) > 0 such that for any |x0| ≤ M0 we have
Tmax ≥ T (M0). By simple arguments, this in particular implies that if Tmax < +∞ then
there is blow up:

lim
t→T−

max

|x(t)| = +∞.

Now, in the case m = 1 there is no blow up. Indeed, the inequality

|x(t)| ≤ |x0|+
∫ t

0
|x(s)|ds (18.2)

implies, by the Gronwall inequality, that

|x(t)| ≤ et|x0|.

The latter formula excludes blow up in the case m = 1, and so if m = 1 then Tmax = +∞.
Let us consider now the case m ≥ 2. Set

y(t) := |x0|+
∫ t

0
|x(s)|mds.

Then obviously |x(t)| ≤ y(t) by (18.2). Notice that

ẏ ≤ ym.

So now let us consider the problem

ż = zm with z(0) = |x0|. (18.3)

Then again, it is easy to see that y(t) ≤ z(t). This can be seen by writing

d

dt
(y − z) ≤ g (y − z) where g =

m∑
j=1

yj−1zm−j .

Then the above inequality reads

d

dt

(
e−

∫ t
0 g(s)ds (y − z)

)
≤ 0

which after integration yields for positive t

y(t)− z(t) ≤ e
∫ t
0 g(s)ds(y(0)− z(0)) = 0.
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The above inequalities guarantee that if z(t) is bounded in an interval [0, T∗], then Tmax ≥
T∗. But we can compute z(t) explicitly. Equation (18.3) is an easy separable equation that
can be formally solved by writing

dz

zm
= dt

and integrating ∫ z(t)

|x0|

dz

zm
=

1

(m− 1)|x0|m−1
− 1

(m− 1)|z(t)|m−1
= t.

Solving with respect to z(t) = |z(t)|, after some elementary computation we obtain

z(t) =
|x0|

m−1
√

1− (m− 1)|x0|m−1t
.

So z(t) blows up with blow up time T∗ =
1

(m−1)|x0|m−1 . Then Tmax ≥ 1
(m−1)|x0|m−1 .

Exercise 18.2 (Exercise 2 March 2025). Prove the following facts:

a For any sequence of real numbers (cn)n∈N with cn → ∞, and any set F ⊂ R with finite
measure it holds

lim
n→∞

∫
F
sin2(cnx)dx =

λ(F )

2

where λ(F ) denotes the Lebesgue measure of F .

b Let (αn)n∈N be a sequence of real numbers such that

f(x) := lim
n→∞

sin(αnx)

exists on a set E ⊂ R of positive measure. Prove that (αn)n∈N has finite limit.

ANSWER. To answer a take more generally for g ∈ L1(R)

lim
n→∞

∫
R
sin2(cnx)g(x)dx = lim

n→∞

∫
R

1− cos(2cnx)

2
g(x)dx =

1

2

∫
R
g(x)dx

where we used
∫
R cos(2cnx)g(x)dx

n→+∞−−−−−→ 0, which follows by the Riemann– Lebesgue
Lemma. So in particular for g = χF we obtain a.

Let us consider now b. We proceed by contradiction and suppose that (αn)n∈N has no

finite limit. There are various cases to consider. If αn
n→+∞−−−−−→ +∞ then we would have by

the Riemann– Lebesgue Lemma and by Dominated convergence

lim
n→∞

∫
E
sin(αnx)g(x)dx =

∫
E
f(x)g(x)dx = 0 for all g ∈ L1(E).
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Then f = 0. But again by

lim
n→∞

∫
E
sin2(αnx)g(x)dx =

{
1
2

∫
R g(x)dx, and∫

E f
2(x)g(x)dx = 0

for all g ∈ L1(E)

we would get a contradiction. So we cannot have αn
n→+∞−−−−−→ +∞ and similarly we cannot

have αn
n→+∞−−−−−→ −∞. Then it easy to conclude that since (αn)n∈N has no finite limit, there

are two subsequences one with finite limit a and the other with finite limit b where a ̸= b.
But then we conclude that in E we have sin(ax) = sin(bx). But since this implies that

either x =
2πk

a− b
with k ∈ Z

or x =
π + 2πk

a+ b
with k ∈ Z

then we would have E ⊆ 2π
a−bZ∪

(
π + 2π

a+bZ
)
and so λ(E) = 0, contradicting the hypothesis

λ(E) > 0.

Exercise 18.3 (Exercise 3 March 2025). LetK : [0, 1]×[0, 1]→ R be a measurable function
satisfying

M1 := sup
x∈[0,1]

∫
[0,1]
|K(x, y)|dy < +∞

M2 := sup
y∈[0,1]

∫
[0,1]
|K(x, y)|dx < +∞.

Prove that the integral operator A : L2([0, 1])→ L2([0, 1]) defined by

(Au)(x) :=

∫
[0,1]

K(x, y)f(y)dy

is a bounded operator with norm

∥Au∥L2([0,1]) ≤ (M1M2)
1/2∥u∥L2([0,1]).

ANSWER. In fact this is a special case of a more general result called Young’s inequality
which states that

∥Au∥Lp([0,1]) ≤M
1/p′

1 M
1/p
2 ∥u∥Lp([0,1]) for all 1 ≤ p ≤ ∞ and

1

p
+

1

p′
= 1. (18.4)
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For the exercise we can write∫
[0,1]
|Au|2dx ≤

∫
[0,1]

dx

(∫
[0,1]
|K(x, y)||u(y)|dy

)2

=

∫
[0,1]

dx

(∫
[0,1]
|K(x, y)|

1
2 |K(x, y)|

1
2 |u(y)|dy

)2

≤
∫
[0,1]

dx

∫
[0,1]
|K(x, y′)|dy′

∫
[0,1]
|K(x, y)||u(y)|2dy

≤
∫
[0,1]

dx sup
x′∈[0,1]

∫
[0,1]
|K(x′, y′)|dy′

∫
[0,1]
|K(x, y)||u(y)|2dy

=M1

∫
[0,1]

dx

∫
[0,1]
|K(x, y)||u(y)|2dy =M1

∫
[0,1]

dy|u(y)|2
∫
[0,1]
|K(x, y)|dx

≤M1

∫
[0,1]

dy|u(y)|2 sup
y′∈[0,1]

∫
[0,1]
|K(x, y′)|dx =M1M2∥u∥2L2([0,1]).

In fact the general case (18.4) can be proved similarly. First of all it is trivial that∫
[0,1]
|Au|dx ≤

∫
[0,1]

dx

∫
[0,1]
|K(x, y)||u(y)|dy =

∫
[0,1]

dy|u(y)|
∫
[0,1]
|K(x, y)|dx ≤M2

∫
[0,1]
|u(y)|dy

which gives (18.4) for p = 1 and

sup
x∈[0,1]

|Au(x)| ≤ sup
x∈[0,1]

∫
[0,1]
|K(x, y)||u(y)|dy ≤ ∥u∥L∞([0,1])supx∈[0,1]

∫
[0,1]
|K(x, y)|dy =M1∥u∥L∞([0,1])

which gives (18.4) for p = ∞. Usually the textbooks state the intermediate 1 < p < ∞
cases as an immediate consequence of the so called Reisz Interpolation Theorem. However,
we can provide a direct proof, similar to the case p = 2:∫
[0,1]
|Au|pdx ≤

∫
[0,1]

dx

(∫
[0,1]
|K(x, y)||u(y)|dy

)p
=

∫
[0,1]

dx

(∫
[0,1]
|K(x, y)|

1
p′ |K(x, y)|

1
p |u(y)|dy

)p

≤
∫
[0,1]

dx

(∫
[0,1]
|K(x, y′)|dy′

) p
p′ ∫

[0,1]
|K(x, y)||u(y)|pdy

≤
∫
[0,1]

dx

(
sup

x′∈[0,1]

∫
[0,1]
|K(x, y′)|dy′

) p
p′ ∫

[0,1]
|K(x, y)||u(y)|pdy

=M
p
p′
1

∫
[0,1]

dx

∫
[0,1]
|K(x, y)||u(y)|pdy =M

p
p′
1

∫
[0,1]

dy|u(y)|p
∫
[0,1]
|K(x, y)|dx

≤M
p
p′
1

∫
[0,1]

dy|u(y)|p sup
y′∈[0,1]

∫
[0,1]
|K(x, y′)|dx =M

p
p′
1 M2∥u∥pLp([0,1]).

Exercise 18.4 (Exercise 4 March 2025). Let `2 = {c = (cn)n∈N|cn ∈ C and
∑∞

n=0 |cn|2 <
∞}. For any c ∈ `2 consider the power series

fc(z) =
∞∑
n=0

cnz
n.
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1. Show that for any c ∈ `2 then fc : D → C is holomorphic, whereD = {z ∈ C : |z| < 1}.

2. Let (ak)k∈N be a sequence inD and suppose that the set they form has an accumulation
point in D. Consider the following vectors of `2:

hk = (1, ak, a
2
k, a

3
k, ....).

Show that `2 = span {h1, h2, ....}.

ANSWER. Let |z| < ρ < 1. Then

∞∑
n=1

|cn| |z|n ≤
∞∑
n=0

|cn| ρn ≤

√√√√ ∞∑
n=0

|cn|2

√√√√ ∞∑
n=1

ρ2n =

√√√√ ∞∑
n=1

|cn|2
1√

1− ρ2
.

From the above it is easy to conclude that in the disk |z| < ρ with ρ < 1, the power series
converges uniformly and hence the sum of the series is holomorphic in the disk. By the
arbitrariness of ρ < 1 if follows that fc : D → C is holomorphic.

Suppose that `2 % span {h1, h2, ....}. Then there exists a nonzero c ∈ `2 such that

⟨hk, c⟩ =
∞∑
n=0

cna
n
k = fc(ak) = 0 for all k ∈ N

But then the set of zeros of the holomorphic function fc has an accumulation point inside
D. This can be possible only if fc(z) ≡ 0, which is not true if c ̸= 0. So we get a
contradiction.

Exercise 18.5 (Exercise 5 March 2025). Consider T : C([0, 1])→ C([0, 1]) defined by

(Tf)(x) =

∫ 1−x

0
f(y)dy, x ∈ [0, 1].

a Prove that T is a linear, bounded, compact operator on C([0, 1]).

b Compute the spectrum and the eigenvalues of T .

ANSWER. It is easy to see that T is a bounded operator from C0([0, 1]) to C1([0, 1]).
Since by Ascoli Arzelá the embedding C1([0, 1]) ↪→ C0([0, 1]) is compact, we get (a).

Obviously 0 ∈ σ(T ). If λ ̸= 0 is λ ∈ σ(T ), then λ is an eigenvalue. We have

Tf(x) = λf(x)

if and only if

f(1) = 0 and λf ′(x) = −f(1− x).
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Notice that f ′(0) = 0 and that

λf ′′(x) = f ′(1− x) = − 1

λ
f(x). (18.5)

So

f(x) = A sin
(x
λ

)
+B cos

(x
λ

)
with boundary conditions {

A sin
(
1
λ

)
+B cos

(
1
λ

)
= 0,

A
λ = 0, .

This requires A = 0 and for B ̸= 0 we need cos
(
1
λ

)
= 0, that is 1

λ = π
2 + nπ for any n ∈ Z.

Viceversa, we can go backwards and conclude that λn := 1
π
2
+nπ is an eigenvalue for any

n ∈ Z. Finally, notice that 0, while in the spectrum, is not an eigenvalue, since (18.5) tells
us that a corresponding eigenfunction would be a nonzero function satisfying 0 = −f(1−x)
for any x ∈ [0, 1], that is f ≡ 0, a contradiction.

Exercise 18.6. [Exercise 7 March 2025] For s ≥ 0 let Hs([−π, π]) be the Hilbert space of
Lebesgue–measurable, 2π–periodic functions f : T = [−π, π]→ C of the form

f(x) =
∑
k∈Z

cke
ikx, x ∈ [−π, π]

where ck are complex numbers such that

∥f∥Hs(T ) =

(∑
k∈Z

(1 + |k|2)s|ck|2
) 1

2

<∞.

a Show that if s > 1/2 then there is a positive constant Cs > 0 such that

∥f∥L∞(T ) ≤ Cs∥f∥Hs(T ) (18.6)

and that the and the evaluation functional

E : Hs → C defined by Ef = f(0) (18.7)

is continuous.

b Prove that if s = 1/2 then the embedding (18.6) fails for any constant C1/2.

ANSWER. In the proof of a, the embedding (18.6) is a special case of what discussed
in Example (16.53). Notice also that, if (18.6), then we have f ∈ C0(T ), this because
C0(T ) is a closed subspace of L∞(T ) and because the trigonometric polynomials, which
are easily shown to be dense in Hs(T ), are continuous. Since the evaluation functional E
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is well defined and continuous in C0(T ) it remains well defined and continuous in Hs(T )
for s > 1/2. More can be said. Since the series defining f is convergent in Hs(T ), by the
embedding in (18.6), the series is uniformly convergent in C0(T ).

Turning to b, suppose by contradiction that the embedding (18.6) were true a constant
C1/2 also for s = 1/2. Then we would have H1/2(T ) ⊆ C0(T ) and the series defining f
would be uniformly convergent in C0(T ), and in particular it would we pointwise convergent
at x = 0. This has to apply to

f(x) =
∑
k≥2

eikx

k log k
.

where the series converges in H1/2(T ) because of∑
k≥2

1

k log2 k

and yet we do not have the convergence

f(0) =
∑
k≥2

1

k log k
= +∞.

This is a contradiction.

Exercise 18.7 (Exercise 8 March 2025). Let H be a real Hilbert space with inner product
⟨·, ·⟩ and recall that a symmetric bounded linear operator A on H is said to be positive
semi–definite if ⟨Ax, x⟩ ≥ 0 for any x ∈ H. Let A and B be two symmetric, bounded linear
operators on H. Prove or disprove the following statements:

a If ⟨Ax, x⟩ = ⟨Bx, x⟩ for any x ∈ H, then A = B on H.

b If A− 1 is positive semi-definite, where 1 denotes the identity on H, then A is invertible
and 1−A−1 is positive semi–definite.

c If A,B and A−B are positive semi–definite, then A2 −B2 is positive semi–definite.

ANSWER. a and b are true, while c is false. Let us start with a. It is enough to
consider case B = 0. Then we use

⟨A(x+ y), x+ y⟩ = ⟨Ax, x⟩+ ⟨Ay, y⟩+ 2 ⟨Ax, y⟩

which implies ⟨Ax, y⟩ = 0 for all x, y ∈ H, and so A = 0. Let us show b. We have

∥Ax∥2 = ∥x+ (A− 1)x∥2 = ∥x∥2 + ∥(A− 1)x∥2 + 2 ⟨(A− 1)x, x⟩ ≥ ∥x∥2.

This implies that kerA = 0. It is easy to see that it shows also that the range R(A) is
closed. If R(A) $ H, there exists a nonzero y ∈ R(A)⊥. But then

0 = ⟨Ay, y⟩ = ∥y∥2 + ⟨(A− 1)y, y⟩ ≥ ∥y∥2
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yields y = 0, a contradiction. So R(A) = H and hence A is an isomorphism by the Open
Mapping Theorem. Now, for any x = Az we have〈(

1−A−1
)
x, x

〉
= ⟨(A− 1) z,Az⟩ =

〈
(A− 1)

√
Az,
√
Az
〉
≥ 0,

where for the square root see §16.1. This completes the proof of b. We give now a coun-
terexample to c. Take Cd with inner product

⟨x, y⟩ = Re{x · y}

and consider the operators Ax = ix and Bx = i(x · x0)x0 for some fixed x0 ̸= 0. Then for
any x

⟨Ax, x⟩ = Re{i|x|2} = 0

⟨Bx, x⟩ = ⟨i(x · x0)x0, x⟩ = Re{i(x · x0)x0 · x} = Re{i|x · x0|2} = 0

and obviously ⟨(A−B)x, x⟩ = 0.

Then A2x = −x and

B2x = i((Bx) · x0)x0 = i((i(x · x0)x0) · x0)x0 = −(x · x0)|x0|2x0

so that 〈
(A2 −B2)x, x

〉
= −|x|2 + |x · x0|2|x0|2

which is certainly not positive, and specifically is negative for x ̸= 0 with x · x0 = 0. Notice
here that the crucial point is that the operators A and B do not commute.

Exercise 18.8 (Exercise 9 March 2025). Let α ∈ [0, 1]. Show that all the solutions of

ẍ+ x− sin(αx) = 0

are periodic.

ANSWER. For α = 0 the equation reduces to a linear equation whose solutions are
explicitly known and have all period 1. Let now α ∈ (0, 1]. Then setting y = ẋ we get a
hamiltonian system with hamiltonian

H(x, y) =
x2 + y2

2
+

cos(αx)

α
.

It is elementary to see that lim(x,y)→∞H(x, y) = +∞, that the origin is the only critical
point, it is a nondegenerate critical point and obviously is the absolute minimum of H. The
origin is an equilibrium (so, as a constant function, is periodic), the level set H(x, y) = c is
for any c > 0 a closed curve and it is the trajectory of the solutions which lie in the curve,
and these solutions are periodic.
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Exercise 18.9 (Spring 2024). 1. Show that the map

T : C0([0, 1])→ C0([0, 1]) , T f(x) = f(x) +

∫ x

0
f(t)dt

is invertible.

2. Show that there exists a ε0 > 0 such that for any g ∈ C0([0, 1]) with ∥g∥C0([0,1]) ≤ ε0
there exists at least a solution f ∈ C0([0, 1]) of

Tf + f2 = g.

ANSWER. Since T = 1 +K with K compact (because of Ascoli Arzela), 0 ∈ σ(T ) if
and only if there exists a nonzero f ∈ C0([0, 1]) with

f(x) +

∫ x

0
f(t)dt = 0.

This implies {
f ′ + f = 0 in [0, 1]

f(0) = 0

This implies f ≡ 0 and so we conclude 0 ̸∈ σ(T ) and T is invertible.
Turning to the second question, we can frame the problem as a fixed point problem

f = −T−1f2 + T−1g =: Φ(f)

inside a ball DC0([0,1])(0, ε). For f ∈ DC0([0,1])(0, ε) we have

∥Φ(f)∥C0([0,1]) ≤ ∥T−1∥
(
ε2 + ε0

)
≤ 2∥T−1∥ε0

if ε2 = ε0. We want also 2∥T−1∥ε0 ≤ ε/2 which we easily arrange picking ε ≤ 1
4∥T−1∥ . In

this way DC0([0,1])(0, ε) is preserved by the mapping Φ. We have

∥Φ(f)− Φ(h)∥C0([0,1]) ≤ ∥T−1∥∥f2 − h2∥C0([0,1]) ≤ 2ε∥T−1∥∥f − h∥C0([0,1]) ≤
1

2
∥f − h∥C0([0,1]).

So since we have a contraction, there is a unique fixed point f ∈ DC0([0,1])(0, ε).

Exercise 18.10 (Spring 2024). Consider the operator T : L2(0, 1)→ L2(0, 1) defined by

Tf(x) =

∫ 1

0
xy(1− xy)f(y)dy.

1. Show that it is continuous

2. Find σ(T )
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ANSWER We have

Tf = x ⟨x, f⟩ − x2
〈
x2, f

〉
which by x, x2 ∈ L2(0, 1) shows that it is not only continuous but, since dimR(T ) = 2, it is
compact. Hence 0 ∈ σ(T ). In fact it is obvious that

kerT = Span⊥{x, x2}

and that

L2(0, 1) = Span{x, x2} ⊕ kerT

is a T invariant decomposition of L2(0, 1). We have a corresponding direct sum decompo-

sition T = T |Span{x,x2} ⊕ 0 so what is left is to check what is σ
(
T |Span{x,x2}

)
since

σ(T ) = σ
(
T |Span{x,x2}

)⋃
{0}

Now

T (ax+ bx2) = x
〈
x, ax+ bx2

〉
− x2

〈
x2, ax+ bx2

〉
= x

(
a

∫ 1

0
y2dy + b

∫ 1

0
y3dy

)
− x2

(
a

∫ 1

0
y3dy + b

∫ 1

0
y4dy

)
= x

(
a

3
+
b

4

)
− x2

(
a

4
+
b

4

)
.

So, in other words, we have the map(
1
3

1
4

−1
4 −1

5

)(
a
b

)
.

The eigenvalues of the above matrix will provide σ
(
T |Span{x,x2}

)
.

Exercise 18.11 (Spring 2024). Let p, q ∈ (−∞, 1)\{0} be such that 1
p + 1

q = 1 and let
f, g : R→ (0,+∞) two Borel functions. Show that∫

fgdx ≥
(∫

fp
) 1

p
(∫

gq
) 1

q

.

ANSWER. Necessarily one of the two is negative and the other is in (0, 1), so we can
assume p < 0 and q ∈ (0, 1). Then we have after elementary computation

1
1
q

+
1
|p|
q

= 1.

183



We then rewrite the inequality (if the right hand side is not 0) as

∫
fgdx

(∫ (
1

f

)|p|) 1
|p|

≥
(∫

gq
) 1

q

and equivalently

(∫
fgdx

) 1
1
q

(∫ (
1

f

)|p|) 1
|p|
q ≥

∫
gq =

∫
(gf)q

(
1

f

)q
.

Now the above inequality is equivalent to Hölder’s inequality∫
(gf)q

(
1

f

)q
≤ ∥(gf)q∥

L
1
q
∥
(
1

f

)q
∥
L

|p|
q

Exercise 18.12 (September 2020). Let f, g : R→ R be 2π periodic. Prove that

a If f ∈ C∞(R) prove that for any n ∈ N there is a constant Cn > 0 such that

|f̂(k)| ≤ Cn|k|−n for any non zero k ∈ Z

where f̂(k) = 1
2π

∫ 2π
0 f(x)e−ikxdx.

b For f ∈ C∞ and g ∈ L∞ show that

lim
n→+∞

1

2π

∫ 2π

0
f(x)g(nx)dx = 2πf̂(0)ĝ(0)

c Prove the same result for f ∈ L1.

ANSWER. a follows from a straightforward integration by parts. b in the case of g a
trigonometric polynomial follows immediately from the Riemann–Lebesgue Lemma and by
density extends to all the g ∈ L2 ( and not just for all g ∈ L∞). Finally, by the density of
C∞ in L1 also c follows.

Exercise 18.13 (September 2020). Prove that for any c ∈ [0, 1) the solution xc(t) of the
following problem is periodic,

ẍ+ (1 + c2)ẋ− 2c2x3 = 0
x(0) = 0
ẋ(0) = 1.

What about case c = 1?
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ANSWER. The system is Hamiltonian. Obviously for c = 0 all solutions are periodic
and our specific solution con be found explicitly, so we will consider only case c ∈ (0, 1).
If we set y = ẋ we have the system{

ẏ = −∂xH(x, y), and
ẋ = ∂yH(x, y) with hamiltonian

H(x, y) =
y2

2
+ (1 + c2)

x2

2
− c2

2
x4.

Notice that H(0, 1) = 1/2 so that the trajectory of our solution is contained in the curve

y2

2
+ (1 + c2)

x2

2
− c2

2
x4 =

1

2
. (18.8)

Notice now that by

∂xH(x, y) =
(
(1 + c2)− 2c2x2

)
x

∂yH(x, y) = y

we have critical points (0, 0) and

y = 0 and x = ±
√

1 + c2

2c2
.

The origin is a point of local minimum while the other two critical points are saddles. Indeed
the Hessian matrix at these two points is(

−2c2(1 + c2) 0
0 1

)
.

Furthermore an elementary computations shows that the nonzero critical points belong both
to the level curve C defined by

H(x, y) =
(1 + c2)2

8c2

where

(1 + c2)2

8c2

{
> 1/2, if 0 < c < 1 and
= 1/2, if c = 1.

Since the two points
(
0,±1+c2

2c

)
belong to C and the points (0, y) with 0 ≤ y ≤ 1 belong

for c < 1 to the same component of R2\C which is filled by smooth and closed level curves
which contain (0, 0) in their interior region in particular for c < 1 the level curve (18.8) is
a smooth closed curve and so our solution is periodic. In the case c = 1 the level curve
(18.8) coincides with C. There cannot be a smooth closed component C1 of C containing
the point (0, 1). Indeed if this existed then C would intersect the x axis in at least 4 points
(the two critical points and at least two intersections of C1 with the real axis). But in fact
the two critical points are the only points of intersection of the level curve (18.8) with the
real axis when c = 1.
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Exercise 18.14 (September 2020). Consider a sequence {fn} in L1(0, 1) with fn → f a.e.
in (0, 1) and such that

lim
n→+∞

∥fn∥L1(0,1) = ∥f∥L1(0,1). (18.9)

Prove that

a fn → f in L1(0, 1).

b Prove that if the hypothesis (18.9) is changed into ”the sequence {∥fn∥L1(0,1)} converges”,
then statement a is not true in general.

ANSWER. For question b just consider the sequence fn(x) = n1[0,1](nx) = n1[0,1/n](x)
where fn → 0 everywhere (0, 1) and where ∥fn∥L1(0,1) = 1 for any n. Obviously it is not
true that fn → 0 in L1(0, 1).

Turning to a, recall that the Egorov Theorem guarantees that for any δ > 0 there exists
an E(δ) with measure |E(δ)| < δ such that {fn} converges uniformly to f in (0, 1)\E(δ). So
let Em := E(1/m) where we can take this sequence of sets to be decreasing. If a is false, it
is not restrictive to assume that we have a sequence with ∥fn − f∥L1(0,1) ≥ ε0 > 0. Notice

that by dominated convergence we can conclude that ∥f∥L1(Em)
m→+∞−−−−−→ 0. So we can take

an m such that ∥f∥L1(Em) <
ϵ0
3 . On the other hand

ε0 ≤ ∥fn − f∥L1(0,1) ≤ ∥fn − f∥L1((0,1)\Em) + ∥fn∥L1(Em) + ∥f∥L1(Em)

≤ ∥fn − f∥L1((0,1)\Em) + ∥fn∥L1(Em) +
ε0
3
.

Then

∥fn∥L1(Em) ≥
2

3
ε0 − ∥fn − f∥L1((0,1)\Em)

n→+∞−−−−−→ 2

3
ε0.

So we can assume that for n≫ 1 we have ∥fn∥L1(Em) >
1
2ε0. Then

∥fn∥L1(0,1) − ∥f∥L1(0,1) = (∥fn∥L1((0,1)\Em) − ∥f∥L1((0,1)\Em)) + ∥fn∥L1(Em) − ∥f∥L1(Em)

≥ (∥fn∥L1((0,1)\Em) − ∥f∥L1((0,1)\Em)) +
1

6
ε0

where (∥fn∥L1((0,1)\Em) − ∥f∥L1((0,1)\Em))
n→+∞−−−−−→ 0. But then

lim
n→+∞

(
∥fn∥L1(0,1) − ∥f∥L1(0,1)

)
≥ 1

6
ε0

which contradicts (18.9).

Exercise 18.15 (September 2020). Consider w ∈ `∞(N) and the multiplication operator
Twf := wf in `2(N). Prove that
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a Determine σ(Tw).

b Show that for any compact A in C there is w such that σ(Tw) = A.

ANSWER. It is easy to see and we have seen that σ(Tw) = w(N). If A has finitely
many elements choose any w ∈ `∞(N) such that w(N) = A. Otherwise let C be a countable
subset of A which is dense in A and choose w ∈ `∞(N) such that w(N) = C.

Exercise 18.16 (Problem 1 2009). Prove that f ∈ L2(0, 1) if and only if f ∈ L1(0, 1) and
there exists an increasing function g : [0, 1]→ R such that∣∣∣∣∫ b

a
f(x)dx

∣∣∣∣2 ≤ (g(b)− g(a))(b− a) for all 0 ≤ a < b ≤ 1. (18.10)

ANSWER. If f ∈ L2(0, 1) then by Schwartz inequality∣∣∣∣∫ b

a
f(x)dx

∣∣∣∣2 ≤ ∫ b

a
|f(x)|2dx(b− a)

and we obtain (18.10) by setting g(x) :=
∫ x
0 |f(t)|

2dt.Now let us start assuming (18.10).Then,
for any choice of

0 ≤ a1 < b1 ≤ a2 < b2 ≤ .... < bn−1 < an < bn ≤ 1

we have∣∣∣∣∣∣
〈
f,

n∑
j=1

λjχ[aj ,bj ]

〉∣∣∣∣∣∣ ≤
n∑
j=1

|λj |

∣∣∣∣∣
∫ bj

aj

f(x)dx

∣∣∣∣∣ ≤
n∑
j=1

|λj |
√
g(bj)− g(aj)

√
bj − aj

≤

√√√√ n∑
j=1

(g(bj)− g(aj))

√√√√ n∑
j=1

|λj |2(bj − aj)

=

√√√√g(bn)− g(a1)−
n−1∑
j=1

(g(aj+1)− g(bj)

∥∥∥∥∥∥
n∑
j=1

λjχ[aj ,bj ]

∥∥∥∥∥∥
L2(0,1)

≤
√
g(bn)− g(a1)

∥∥∥∥∥∥
n∑
j=1

λjχ[aj ,bj ]

∥∥∥∥∥∥
L2(0,1)

≤ C

∥∥∥∥∥∥
n∑
j=1

λjχ[aj ,bj ]

∥∥∥∥∥∥
L2(0,1)

with C =
√
g(1)− g(0).

So we have found

|⟨f, g⟩| ≤ C ∥g∥L2(0,1)

for any simple function like the above ones. Since these functions are dense in L2(0, 1), the
fact that ⟨f, ·⟩ is a bounded functional in L2(0, 1) and that f ∈ L2(0, 1) with ∥f∥L2(0,1) ≤ C
follows by density.
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Exercise 18.17 (Problem 2 2009). Consider the differential equation in the plane{
ẋ = cos(xy)x3

ẏ = cos(xy)y3.

For every initial condition (x(0), y(0)) ∈ R2 determine whether or not the corresponding
solution is defined in the whole of R.

ANSWER: Notice that the system is neither Hamiltonian nor a gradient flow(something
that it is always a good idea to check). Notice that (0, 0) is an equilibrium, and so the
corresponding stationary solution is globally defined. Other equilibria are obtained in cor-
respondence to cos(xy) = 0 that is for xy = π

2 + nπ for an n ∈ Z. The points on the union
of these hyperbolas are all stationary solutions and so they are globally defined.

If we take x(0) > 0 and y(0) = 0 it is easily to compute explicitly the solution, which
reduces to the equation ẋ = x3 with initial value x(0) > 0 and with y(t) ≡ 0, which blows
up in finite time. By symmetry the same happens if we take x(0) = 0 and y(0) > 0.

Take now for example (x(0), y(0)) in the interior of the portion of 1st quadrant between
coordinate axes and the hyperbola xy = π

2 . Then for all t we have 0 < x(t)y(t) < π
2 . Suppose

now that we have forward blow up x2(t)+y2(t)
t→T−
−−−−→ +∞ for some T > 0. Notice that both

x(t) and y(t) are growing functions in t. It is not restrictive to assume that x(t)
t→T−
−−−−→ +∞.

But then we get the following contradiction due to the fact that y(0) > 0,

π

2
> x(t)y(t) > x(t)y(0)

t→T−
−−−−→ +∞.

This implies that there exists global forward existence. Nor there exists backward blow up

x2(t)+y2(t)
t→−T+

−−−−−→ +∞ for some T > 0 exactly because for t < 0 we have 0 < x(t) < x(0)
and 0 < y(t) < y(0). This implies also global backward existence.

Using ideas exposed above, it is possible to conclude that for any (x(0), y(0)) in the
interior of the 1st quadrant, the corresponding solution is defined for all t ∈ R. By the sym-
metries of the system, this guarantees that in fact for any (x(0), y(0)) not in the coordinate
axes, the corresponding solution is defined for all t ∈ R.

Exercise 18.18 (Problem 3 2009). Let f be a polynomial of one variable with simple roots
and let f ′ be the derivative of f . Determine the quantity∑

i,j

1

ti − sj

where {ti} is the set of all roots of f and {sj} is the set of all roots of f ′.

ANSWER: The value is 0. In particular, for any sj , we have

n∑
i=1

1

ti − sj
= 0. (18.11)
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It is not restrictive to consider the case of a monic f , which by the Fundamental Theorem
of Algebra can be factorized as follows

f(s) =

n∏
i=1

(s− ti).

Notice that then

f ′(s) =
n∑
i=1

n∏
ℓ=1
ℓ̸=i

(s− tℓ).

Returning to (18.11) we have

n∑
i=1

1

ti − sj
=

∑n
i=1

∏n
ℓ=1
ℓ̸=i

(tℓ − sj)∏n
i=1(ti − sj)

=
(−1)n−1

(−1)n
f ′(sj)

f(sj)
= 0

since sj is a root of f ′. For non monic polynomials we still have

n∑
i=1

1

ti − sj
=

(−1)n−1

(−1)n
f ′(sj)

f(sj)
= 0.

Exercise 18.19 (Problem 8 2009). Consider the space C0([0, 1]) endowed with the ∥ · ∥∞
norm. Let A : C0([0, 1])→ C0([0, 1]) be the operator defined by

Au(t) = et
∫ t

0
e−su(s)ds.

a Prove that A is continuous and compute its norm.

b Prove that A is injective.

c Determine the range of A.

ANSWER: Let ∥u∥∞ = 1. Then

|Au(t)| ≤ et
∫ t

0
e−s|u(s)|ds ≤ et

∫ t

0
e−sds = et − e−t = 2 sinh(t) ≤ 2 sinh(1) = ∥A1∥∞

It follows immediately ∥A∥ = 2 sinh(1). If Au = 0 then by the Fundamental Theorem of
Calculus, ∫ t

0
e−su(s)ds ≡ 0 =⇒ d

dt

∫ t

0
e−su(s)ds = e−tu(t) ≡ 0 =⇒ u = 0.
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Now let us look at the range. Preliminarily let us look at the range of

Bv(t) :=

∫ t

0
v(s)ds.

Notice that the equation F = Bv has a solution v ∈ C0([0, 1]) if and only if F ∈ C1([0, 1])
with F (0) = 0. But the ranges of A and B are the same, this because the map f → etf is
an isomorphism in Cj([0, 1]) for any j, so we have responded to all three questions.

Exercise 18.20 (Problem 9 1990). Let I = [0, 1] and C a closed subset of R and let

XC = {f ∈ L2(I) : f(x) ∈ C for a.e. x ∈ I}.

a Prove that XC is closed in the strong topology in L2(I).

b Prove that if C is an interval then XC is closed also in the weak topology in L2(I).

c Show with an example that in general that if C is not an interval then XC is not closed
also in the weak topology in L2(I).

ANSWER. We start with a. If C = R then XC = L2(I) which is obviously closed. Let
now f ̸∈ XC . There will be [y1, y2] ⊂ (y′1, y

′
2) ⊂ I\C and a compact set K ⊆ f−1([y1, y2])

with Lebesgue measure |K| > 0. Then, for any g ∈ XC we have∫
K
|f(x)− g(x)|2dx ≥ |K|ε20

where ε0 := dist ([y1, y2], C) > 0. This implies that DL2(I)(f, ε) ∩XC = ∅ if ε <
√
|K|ε0.

The statement b is correct because it is easy to see that if C is an interval then XC is
convex and so, as a strongly closed convex set, it is also weakly closed.

To prove c just take C = {1,−1} and let V be the following weak neighborhood of the
origin

V := {ψ : | ⟨ψ, gj⟩ | < ε, j = 1, ..., n} for some g1,...,gn ∈ L2(I).

Notice that all functions rk = sign
(
sin
(
2kπx

))
belong to XC . These are the so called

Rademacher functions. They form an orthonormal family. Since by the Bessel inequality

⟨rk, gj⟩
k→+∞−−−−→ 0 for all j, it follows that for k ≫ 1 we have rk ∈ V . But then we conclude

that V ∩XC ̸= ∅ and this shows that 0 ̸∈ XC is not an interior point of the complement of
XC for the weak topology.

Exercise 18.21 (Problem 7 1991). Let

Lo = {φ ∈ L2(−a, a) : φ odd}
Le = {φ ∈ L2(−a, a) : φ even}

Find the distance of f(t) = t + t2 from Lo and from Le. Find also the distance of an
arbitrary f ∈ L2(−a, a) from Lo and from Le.
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ANSWER. Notice that any f ∈ L2(−a, a) can be written as

f(t) =
f(t) + f(−t)

2
+
f(t)− f(−t)

2
=: fe(t) + fo(t) ∈ L2

e + L2
o.

Since L2
e ∩ L2

o = 0 we have

L2(−a, a) = L2
e ⊕ L2

o

which, as can be seen easily, is also an orthogonal decomposition. Let now Pef be the
closest element of Le to f . We know that∫ a

−a
(f − Pef)(v − Pef)dx = 0 for all v ∈ Le ⇔

∫ a

−a
(f − Pef)vdx = 0 for all v ∈ Le

This implies that

f − Pef = fe − Pef + fo ∈ Lo

Then Pef = fe and so

dist(f, Le) = ∥f − Pef∥L2(−a,a) = ∥fo∥L2(−a,a).

By a similar argument

dist(f, Lo) = ∥f − Pof∥L2(−a,a) = ∥fe∥L2(−a,a).

In particular for f(t) = t + t2 we have fo(t) = t and fe(t) = t2. We skip the elementary
computation of the last two integrals.

Exercise 18.22 (Problem 10 1991). Let I = [0, 1] and g ∈ C1(I × I) and consider the
operator

Tf(t) =

∫
I
g(t, s)f(s)ds for f ∈ C0(I)

Discuss the spectrum of T

ANSWER. It is an elementary consequence of Ascoli–Arzela that the operator T is
compact. Hence σ(T ) contains 0 and it has either finitely many elements or it is a countable
with 0 the unique accumulation point. All the nonzero elements of σ(T )\{0} are eigenvalues
with finite multiplicity (both algebraic and geometric).

Let C ⊆ C\{0} = {λ1, ..., λn} be finite and non empty. Then consider the trigonometric
polynomial

g(t, s) =
n∑
j=1

λje
2πij(t−s)
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It is easy to see that Te2πj·(t) = λje
2πijt Notice that T sends L2(I) into itself and that

the eigenfunctions of T in C0(I) are also eigenfunctions of T in L2(I). Since the map
f ∈ L2(I)→ f̂ ∈ `2(Z) with

f̂(n) =

∫
I
f(t)e−2πintdt

is an isomorphism and since T̂ f(n) = a(n)f̂(n), then in L2(I) σ(T ) = â(Z) which hence is
also the spectrum of T in C0(I).

Let us now consider an arbitrary sequence λn
n→+∞−−−−−→ 0 in C\{0}. Let us suppose

+∞∑
j=1

|λj | < +∞. (18.12)

Consider the sequence of integral kernels

gn(t, s) =
n∑
j=1

λje
2πij(t−s)

with corresponding operators Tn. By the previous discussion each of them is compact with

σ(Tn) = {0, λ1, ..., λn}

and it is easy to see that Tn
n→+∞−−−−−→ T in L(C0(I)) where T is the operator associated to

the integral kernel

g(t, s) =
+∞∑
j=1

λje
2πij(t−s)

is compact with spectrum exactly the set formed by all the λn and 0. If we drop the condition
in (18.12) then the discussion is more complicated. Always there exists a T ∈ L(L2(I)) such

that Tn
n→+∞−−−−−→ T in L(L2(I)), where in particular T̂nf(j) = an(j)f̂(j), T̂ f(j) = a(j)f̂(j)

with an, a ∈ c0(Z) and an
n→+∞−−−−−→ a in c0(Z). If a is the Fourier transform of a function

g ∈ L1(I), then Tn
n→+∞−−−−−→ T where T has kernel g(t− s). If a is not the Fourier transform

of a function g ∈ L1(I) then, it gets interesting ?????

Exercise 18.23 (Problem 4 1992). Let, in `2(N), L1 = span {en + 2en+1 : n ∈ N} and
L2 = span {e1}. Show that L1 + L2 is dense in `2(N).

ANSWER: If for f ∈ `2(N) the fact that ⟨f, u⟩ = 0 for all u ∈ L1 + L2 implies f = 0,
then the claim is true. Recall that for any u ∈ `2(N), we have

⟨f, u⟩ =
+∞∑
n=1

f(n)u(n)
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Then ⟨f, u⟩ = 0 for all u ∈ L1 + L2 implies

f(1) = 0

2f(n+ 1) = −f(n) for all n ∈ N.

It is obvious that this implies f(n) = 0 for all n, and so f = 0.

Exercise 18.24 (Problem 5 1992). Find the maximum domain of existence of the following
problems

y′ = sin(y2) , y(0) = 1 (18.13)

y′ = y + sin(y2) , y(0) = 1 (18.14)

y′ = y2 , y(0) = 1. (18.15)

ANSWER. I look only at forward times. In case (18.13) if T is the maximum time of
existence and if T < +∞ we have sin(y2) ∈ L∞(0, T ) which implies that

y(t) = 1 +

∫ t

0
sin
(
y2(s)

)
ds

extends into a function in C0([0, T ]) which can be extended by solving the problem for
t > T and with initial condition y(T ) at T . The same happens for problem (18.14). For
example we can set z = e−ty and in the new variable the problem (18.14) becomes

z′ = e−t sin(e2tz2) , z(0) = 1

and the same argument of case (18.13) gives T = +∞.
For (18.15) we can compute explicitly the solution, which is given by y(t) = 1

1−t which
lives in [0, 1).

Exercise 18.25 (Problem 10 1992). Let H be a separable Hilbert space with basis {en}n∈N.
Let T : H → H be a bounded linear operator such that

∞∑
n=1

∥Ten∥2 < +∞.

Show that T is a compact operator.

ANSWER: Let Tn = TPn with Pn the orthogonal projection on span {ej : j ≤ n}.
Then Tn is finite rank, and so compact. We have

TPnx = T
n∑
j=1

(x, ej)ej =
n∑
j=1

(x, ej)Tej
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Then for m < n

(Tn − Tm)x =

n∑
j=m+1

(x, ej)Tej

and so

∥(Tn − Tm)x∥ ≤

 n∑
j=m+1

|(x, ej)|2
 1

2
 n∑
j=m+1

∥Tej∥2
 1

2

from which we obtain

∥Tn − Tm∥ ≤

 n∑
j=m+1

∥Tej∥2
 1

2

which implies that {Tn}n∈N is a Cauchy sequence in L(H) and has a limit S. Since for any
n we have SPn = TPn it follows that T = S, and so T is compact.

19 Old exams

Exercise 19.1. Consider the operator Tf(x) = 1
xf
(
1
x

)
.

a Show that it is a bounded operator of L2(R+) into itself.

b Find the spectrum of T . In particular, check if there are eigenvalues and if there are
eigenvalues of finite multiplicity.

c Establish if T is a compact operator.

Consider the map F = Af where for f ∈ L2(R+) we set F (y) = e
y
2 f(ey). Then notice

that ∫
R
|F (y)|2dy =

∫
R
|f(ey)|2eydy changing variable x = ey

=

∫
R+

|f(x)|2dx

so A is an isometry L2(R+)→ L2(R) and it is easy to see that it is an isomorphism. Now

ATf(y) = e
y
2

(
1

x
f

(
1

x

))∣∣∣∣
x=ey

= e−
y
2 f(e−y) = F (−y)

In other words, thinking of f → Af as a change of coordinates, in the new coordinates
A becomes the operator BF (y) = F (−y). Then if F is even BF = F and if F is odd
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BF = −F . The operator preserves the spaces of odd and of even functions in L2(R). And
since for every F ∈ L2(R) we have

F (y) =
F (y) + F (−y)

2
+
F (y)− F (−y)

2

we conclude that we have the splitting

L2(R) = L2
even(R)⊕ L2

odd(R)

which is preserved by B = ATA−1 and in terms of the above splitting

ATA−1 =

(
1 0
0 −1

)
.

Exercise 19.2. Consider a Banach space X and its dual space X ′.

a Prove that the σ(X ′, X) topology is the weakest topology in X ′ which makes the maps
X ′ ∋ x′ → ⟨x, x′⟩X×X′ continuous for all x ∈ X.

b Show that for dimX = +∞ also dimX ′ = +∞

c Show that for dimX = +∞ the closure of S := {x′ ∈ X ′ : ∥x′∥X′ = 1} for the σ(X ′, X)
topology coincides with {x′ ∈ X ′ : ∥x′∥X′ ≤ 1}.

d Find a sequence (fn) in L
∞([0, 1]) with ∥fn∥L∞([0,1]) = 1 converging weakly to 0 for the

σ(L∞([0, 1]), L1([0, 1])) topology.

f Show that if X is a Hilbert space and (xn) is an orthonormal sequence in X, then xn ⇀ 0
in X.

e Find a sequence (fn) in L∞([0, 1]) with ∥fn∥L∞([0,1]) = 1 and dist(fn, Vn−1) = 1 for Vn
the space spanned by f1, ...fn such that it is not true that fn converges weakly to 0
for the σ(L∞([0, 1]), L1([0, 1])) topology.
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Exercise 19.3. Consider a Banach space X and let T ∈ L(X).

a Show that if λ ∈ C is such that |λ| > ∥Tn∥
1
n

L(X) for a n ∈ N, then λ ∈ ρ(T ).

b Consider the space X = Lp((0, 1),C) for some p ≥ 1, a function m ∈ C0([0, 1],C) and
the operator Tmf := mf . Show that it is a bounded operator and that its spectrum
σ(Tm) satisfies σ(Tm) = m([0, 1]).

c When is the operator Tm of (b) compact?

d Recall the exponential of T

eT =

∞∑
n=0

Tn

n!
.

Show that if A,B ∈ L(X) commute, that is [A,B] := AB − BA = 0, then eA+B =
eAeB = eBeA.

Exercise 19.4. Recall that H1(Td,C) is the completion of the set of trigonometric poly-
nomials using the norm

∥u∥2H1(Td,C) :=
∑
n∈Zd

⟨n⟩2 |û(n)|2.

Consider
∥u∥2

Ḣ1(Td,C) :=
∑
n∈Zd

|n|2|û(n)|2.

a Show that ∥ · ∥Ḣ1(Td,C) is a continuous seminorm in H1(Td,C).

b Prove the following Poincaré inequality:

∃ C > 0 s.t.

∥∥∥∥u− 1

vol(Td)

∫
T d

udx

∥∥∥∥
L2(Td,C)

≤ C∥u∥Ḣ1(Td,C)∀ u ∈ H
1(Td,C).

c Let X be a topological vector space which is a Banach space for two distinct norms ∥x∥1
and ∥x∥2. Show that the norms are equivalent, that is that there exists a C > 1 such
that

1

C
∥x∥1 ≤ ∥x∥2 ≤ C∥x∥1 for all x ∈ X.

d Can we drop the hypothesis of completeness implicit in question (c)?
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Exercise 19.5. Consider the operator Tf =

∫ x

0
f(t)dt for f ∈ L1(0, 1).

a Prove by induction the formula

Tnf(x) =

∫ x

0
f(t)

(x− t)n−1

(n− 1)!
dt.

b Show that the above implies that σ(T ) = {0}.

c Show that for any g ∈ L1(−1, 1) then the map

f → g ∗ f =

∫ 1

0
g(x− t)f(t)dt

is a well defined bounded operator of L1(0, 1) into itself.

d Show furthermore that the operator in (c) is a compact operator of L1(0, 1) into itself.

e Use statement (d) to conclude that T is a compact operator of L1(0, 1) into itself.

Exercise 19.6. Let for f ∈ L2(Td,R), `2
(
Zd
)
∋ f̂(n) := (2π)−d/2

∫
Td

e−ix·nf(x)dx. Then

consider the Leray projection P : L2(Td,Rd)→ L2(Td,Rd) defined by

(̂Pu)
j
(n) =

{
ûj(0) if n = 0

ûj(n)− 1
∥n∥2

Rd

∑d
k=1 njnkû

k(n) if n = (n1, ..., nd) ̸= 0

where ∥n∥2Rd = n21 + ...+ n2d.

a Show P is a projection.

b Discuss in what sense kerP is formed by the conservative fields in L2(Td,Rd).

c Show that R(P) is formed exactly by the divergence free fields in L2(Td,Rd), that is the
fields such that

d∑
j=1

nj ûj(n) = 0, for all n ∈ Zd.

d Let X be a Banach space on C and P ∈ L(X) a projection. Show that σ(P ) ⊆ {0, 1}.
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Exercise 19.7. Consider in `1 (N) =

{
f : N→ C s.t.

∑
n∈N
|f(n)| <∞

}
the operator τ1 ∈

L
(
`1 (N)

)
defined by

τ1f(n) =

{
0 if n = 1

f(n− 1) if n ≥ 2.

a Show that, for the spectrum, we have σ(τ1) ⊆ DC(0, 1).

b Show that 0 ∈ σ(τ1), because τ1 is not algebraically invertible.

c Prove that for z ̸= 0, there exists an algebraic inverse linear operator of τ1 − z. In fact,
for (τ1 − z)f = g, prove that for z ̸= 0 we have the formula

f(n) = −
n∑
ℓ=1

1

zℓ
g(n+ 1− `). (19.1)

d Show that the operator in (19.1) is unbounded for 0 < |z| ≤ 1.

e Prove directly on formula (19.1), that for |z| > 1 it yields a bounded operator.

f What changes about σ(τ1) if we consider instead the operator in `1 (Z) defined by τ1f(n) :=
f(n− 1) for any n ∈ Z?

Exercise 19.8. Consider R+ ∋ λ −→ δd,p,λ ∈ L(Lp(Rd)) defined by δd,p,λf(x) := λ
d
p f(λx).

a Show that R+ ∋ λ −→ δd,p,λ ∈ L(Lp(Rd)) is, for p < ∞, strongly continuous, that is

δd,p,λf
λ→λ0−−−→ δd,p,λ0f for any λ0 > 0 and any f ∈ L(Lp(Rd)).

b Do we have δd,p,λ
λ→λ0−−−→ δd,p,λ0 in norm inside L(Lp(Rd)) for p <∞? Justify the answer.

c Consider the induced map δ1,2,λ : L2(R+) → L2(R+). Show that U : L2(R+) → L2(R)
defined by Uf(x) = ex/2f(ex) is an isomorphism . Show that Uδ1,2,λU

−1 = τ− log λ,
where τhg(x) := g(x− h) for g ∈ L2 (R).

Answer to d. For µ > 1 consider

∥1 1
µ
≤|x|≤µ∥Lp(Rd) =

(∫ µ

1
µ

rd−1dr

) 1
p

|Sd−1|
1
p =

(
µd − µ−d

) 1
p
d
− 1

p |Sd−1|
1
p =: C(µ)

and set χµ := C−1(µ)1 1
µ
≤|x|≤µ. Next for any fixed λ > 1 choose 1 < µ <

√
λ. Then

∥δd,p,λχµ − χµ∥pLp(Rd)
= ∥δd,p,λχµ∥pLp(Rd)

+ ∥χµ∥pLp(Rd)
= 2
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because the supports of these two normalized functions are disjoint. Indeed δd,p,λχµ is
supported where

1

λµ
≤ |x| ≤ µ

λ
<

1

µ

while χµ is supported where

1

µ
≤ |x| ≤ µ,

So for λ > 1 we have ∥δd,p,λ − 1∥L(Lp(Rd)) ≥
p
√
2 . A similar argument works with λ < 1.
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Exercise 19.9. Consider a ρ ∈ C∞c (Rd,R) s.t.
∫
ρ(x)dx = 1.

a Establish if the map Lp
(
Rd
)
∋ f → ρf ∈ Lp(Rd), where (ρf)(x) := ρ(x)f(x), is compact

for any 1 ≤ p ≤ ∞.

b Establish if the map Lp
(
Rd
)
∋ f → ρ ∗ (ρf) ∈ Lp(Rd) is compact for any 1 ≤ p ≤ ∞.

c Consider ρϵ(x) := ε−dρ(x/ε). Establish if in the space

C0
0 (Rd) := {f ∈ C0(Rd,R) : lim

x→∞
f(x) = 0} ⊆ L∞(Rd)

we have ρϵ ∗ f
ϵ→0+−−−→ f .

d Establish if we have ρϵ∗
ϵ→0+−−−→Identity, in L

(
C0
0 (Rd)

)
.

e Establish if we have ρϵ ∗ f
ϵ→0+−−−→ f in the space BC0(Rd) := C0(Rd,R) ∩ L∞(Rd) ⊆

L∞(Rd).

Exercise 19.10. Consider the space `∞(N) = {f : N→ R : supn∈N |f(n)| <∞}

a Show that `∞(N) is not separable.

b Show that there exists an isometric embedding `∞(N) ↪→ BC0(R) := L∞(R) ∩ C0(R).

c Show that BC0(R) is not separable.
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Exercise 19.11. LetX be a Banach space, X ′ its dual space, ⟨·, ·⟩X′×X the duality product,
and DX′(0, 1) the unit ball in X∗. Consider a bounded sequence {xn, n ∈ N} ⊂ X such
that

∀x′ ∈ ∂DX′(0, 1) the sequence ⟨x′, xn⟩X′×X converges.

a Show that if X is reflexive, then xn is weakly convergent in X.

b Is the above conclusion necessarily true if X is not reflexive? Prove if it is true, or find
a counterexample if it is false.

Exercise 19.12. Let I := [0, 1] and let Iik := [ i−1k , ik ] for k ∈ N and i = 1, . . . , k. For every
k ∈ N let Tk : L

1(I)→ L1(I) be the linear operator defined by

(Tk(f))(x) := k

k∑
i=1

χIik
(x)

∫
Iik

f(y)dy for every f ∈ L1(I).

a Prove that
∥Tk(f)∥L1(I) ≤ ∥f∥L1(I)

for every f ∈ L1(I).

b Prove that
Tk(f)→ f in L1(I)

for every f ∈ C0(I).

c Prove that
Tk(f)→ f in L1(I)

for every f ∈ L1(I).

d Is it true that
lim

k→+∞
sup

f∈L1(I)
∥f∥L1(I)≤1

∥Tk(f)− f∥L1(I) = 0 ?
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Exercise 19.13. Consider the operator T : C0([0, 1])→ C0([0, 1]) defined by

Tf(x) =

∫ x

0
et

2
f(t)dt.

1. Compute the norm ∥T∥.

2. Prove that T is compact.

3. Compute the spectrum of T .

Exercise 19.14. 1. Consider the space C0([0, 1], L2(T,C)) with norm

∥G∥C0([0,1],L2(T,C)) = sup{∥G(t)∥L2(T,C) : t ∈ [0, 1]}.

Show that it is a Banach space.

2. Denote by Sn : L2(T) → L2(T) the operator that associates to any f ∈ L2(T) its
Fourier polynomial of order n ∈ N and consider an F ∈ C0([0, 1], L2(T)). Show that

SnF
n→+∞−−−−−→ F in C0([0, 1], L2(T)).

3. Consider for any n ∈ N the ordinary differential equation (ODE) in L2(T),{
u̇n = Sn∂

2
xun + SnF

un(0) = 0.

Show that Sn∂
2
x is a bounded operator from L2(T) into itself and that the solution of

the ODE can be written as

un(t) =

∫ t

0
e(t−s)Sn∂2xSnF (s)ds. (19.2)

Show that un ∈ C0([0, 1], L2(T)).

4. Show that there exists u ∈ C0([0, 1], L2(T,C)) so that un
n→+∞−−−−−→ u in C0([0, 1], L2(T,C)).

5. Check for the equation {
iu̇n = Sn∂

2
xun + SnF

un(0) = 0

what the analogue of (19.2) is and if statement 4 continues to be true.
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Exercise 19.15. Consider the operator T : C0([0, 1])→ C0([0, 1]) defined by

Tf (x) := f

(
1

1 + x

)
1. Compute the norm ∥T∥.

2. Show that 1 is an eigenvalue and determine explicitly ker(T − 1)

3. Show that 0 is an eigenvalue of T and determine explicitly all elements of ker T .

4. Check if T is a compact operator (without using any of the statements below).

5. Check that if λ ∈ C is an eigenvalue and if λ ̸= 1, then |λ| < 1.

6. Show that any λ ∈ C with |λ| < 1 is an eigenvalue.

7. Find the spectrum σ(T ).

Answer. It is obvious that ∥T∥ ≤ 1 and by T1 = 1 it follows ∥T∥ = 1. Notice that we
have shown that 1 is an eigenvalue. Notice that if Tf = f , then for any x ∈ [0, 1] we have
Tnf(x) = f (xn(x)) = f(x) for the continuous fraction

x0(x) = x

xn+1(x) =
1

1 + xn(x)
.

This sequence for any x converges to the value x̂ :=

√
5− 1

2
. So by continuity f (x̂) = f(x)

for any x ∈ [0, 1]. So ker(T − 1) is formed exactly by the constant functions.

Notice that x → ϕ(x) :=
1

1 + x
is a homeomorphism from [0, 1] into [1/2, 1]. So

Tf (x) = f
(

1
1+x

)
= 0 if and only if f |[1/2,1] = 0. So kerT can be identified with the space

of all continuous functions in [0, 1/2] equal to 0 at the extreme point 1/2. In fact, each of
these functions can be extended into a function in C0([0, 1]) identically equal to 0 in [1/2, 1].

By a general result we know that σ(T ) ⊆ DC(0, ∥T∥) = DC(0, 1). So all eigenvalues
satisfy |λ| ≤ 1. Next, suppose that λ ̸= 1 and |λ| = 1. Then, since the sequence xn(x̂) is
constant, from Tf(x̂) = f (x̂) = λf(x̂), we have necessarily f(x̂) = 0. But now, since by
continuity, for a nontrivial eigenfunction we have

0 = f(x̂) = lim
n→+∞

f (xn(x)) = lim
n→+∞

Tnf(x) = f(x) lim
n→+∞

λn.

which in turn requires that f(x) = 0 for all x ∈ [0, 1], that is a contradiction. So we need
to have |λ| < 1.

So, now let us pick a 0 < |λ| < 1 and let us set I0 := (0, 1/2) and In := ϕn (I0).
Notice that In ∩ Im = ∅ for n < m. For n = 0 < m follows immediately from the fact that
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I0 ∩ ϕ ([0, 1]) = ∅ and that ϕm (I0) ⊆ ϕ ([0, 1]) for m ≥ 1. On the other hand, if n > 0, for
y ∈ In ∩ Im there exists a unique x s.t. y = ϕ(x). We need to have x ∈ In−1 ∩ Im−1 and so,
going backwards, we reduce to the case n = 0.

Having established that In ∩ Im = ∅ for n < m, let 0 ̸= f0 ∈ C0
c (I0,R). Then let

f(x) :=


f0(x) for x ∈ I0
λnf0(y) for x ∈ In with x = ϕn(y) with y ∈ I0
0 for x ∈ [0, 1]\

⋃∞
n=0 In.

Then we have f ∈ C0
c ([0, 1],R). Indeed, either a point x is in the interior of

⋃∞
n=0 In or

of its complement, and then f is continuous at that point, or in the frontier, where f has

value 0. In this last case, if xα
α→+∞−−−−−→ x, it is enough to focus on the case when f(xα) ̸= 0.

Then we must have xα ∈ In(α) with n(α)
α→+∞−−−−−→ +∞. But then

|f(xα)| ≤ λn(α)∥f0∥L∞(I0)
α→+∞−−−−−→ 0 = f(x).

It is possible to show that Tf = λf . Indeed, Tf(x) = f (ϕ(x)) and ϕ(x) ∈ In+1 ⇐⇒ x ∈ In
and, by the definition

Tf(x) = λn+1f0(y) = λf(x) for x ∈ In with x = ϕn(y) with y ∈ I0.

At other points, Tf(x) = f(x) = 0.
Finally, since the spectrum σ(T ) is closed, we have σ(T ) = DC(0, 1). This implies that

T cannot be compact.

Exercise 19.16. Let I := [0, 1] and let Iik := [ i−1k , ik ] for k ∈ N and i = 1, . . . , k. For every
k ∈ N let Tk : L

1(I)→ L1(I) be the linear operator defined by

(Tk(f))(x) := k

k∑
i=1

χIik
(x)

∫
Iik

f(y)dy for every f ∈ L1(I).

a Prove that
∥Tk(f)∥L1(I) ≤ ∥f∥L1(I)

for every f ∈ L1(I).

b Prove that
Tk(f)→ f in L1(I)

for every f ∈ C0(I).

c Consider the space C0(I, L1(I)) with the norm sup
t∈[0,1]

∥F (t, x)∥L1(I). Show that if we define

for any function F (t, x) in C0(I, L1(I))

TkF (t, x) := k

k∑
i=1

χIik
(x)

∫
Iik

F (t, y)dy

this defines a bounded operator of C0(I, L1(I)) into itself.

204



d Show that
Tk(F )→ F in C0(I, L1(I)).
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Exercise 19.17. Show the following

1. Both `2(N) and L2(Rd) are separable for any d ≥ 1.

2. Show that for any d ≥ 1, the spaces `2(N) and L2(Rd) are isomorphic.

3. Establish, justifying the answer, which of these pair of spaces are formed by isomorphic
spaces.

a c0 (N) and `2(N)
b c0 (N) and `1(N)
c `2(N) and `1(N)

4. Show that for 1 < p < ∞ a bounded linear operator T : `p (N) → `1(N) is compact
(Hint: exploit that a sequence in `1(N) converging σ(`1(N), `∞(N)) weakly to 0, does
so also strongly3).

Answer to the fourth question. Let Y := TDℓp(N)(0, 1) be the closure in `1(N) of
TDℓp(N)(0, 1). Since TDℓp(N)(0, 1) is bounded in `1(N), also Y is bounded. Let {yn} be a se-

quence in Y . Then there exists a sequence xn in Dℓp(N)(0, 1) s.t. ∥yn−Txn∥ℓ1(N)
n→+∞−−−−−→ 0.

On the other hand, since `p (N) is reflexive and separable, and so Dℓp(N)(0, 1) is a relatively

compact metrizable space for the σ(`p(N), `p′(N)) topology, there exists a subsequence of
xn, that it is not restrictive to assume the whole sequence, such that xn ⇀ x ∈ Dℓp(N)(0, 1)

weakly σ(`p(N), `p′(N)). Then, by the continuity of T :
(
`p (N) , σ(`p(N), `p′(N))

)
→(

`1 (N) , σ(`1(N), `∞(N))
)
, it follows that Txn ⇀ Tx weakly σ(`1(N), `∞(N)). But this

implies that ∥Tx − Txn∥ℓ1(N)
n→+∞−−−−−→ 0. In turn, this means that yn

n→+∞−−−−−→ Tx in `1 (N).
So we have shown that Y is sequentially compact. This implies that Y is compact and the
operator T is compact.

Exercise 19.18. It is a known fact, called Pitt’s Theorem (partially contained in the
previous exercise and proved in the general case in [1]), that if T : `a (Z) → `b(Z) with
∞ > a > b ≥ 1 is a bounded linear operator, then T is compact.

1. For 1 < p < 2 give at least one example of non compact bounded linear operator
defined in Lp(T) with values in L2(T).

2. Use Pitt’s Theorem and the conclusion of the previous answer to show that the map
Lp(T) ∋ f → {f̂(n)}n∈Z ∈ `p

′
(Z) is not an isomorphism for 1 < p < 2.

Answer to Exercise 19.18. Consider the map, (where T is identified to [0, 2π],

Sf(x) := χ[0,2π]

∫ 2π

0
|x− y|−γf(y)dy

3See Exercise 10.30
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This operator is not compact by an analogue of the scaling argument given in Example
17.7 . If now the map Lp(T) ∋ f → {f̂(n)}n∈Z ∈ `p

′
(Z) is an isomorphism, then we

would have a commutative diagram

Lp(T) L2(T)

`p
′
(Z) `2 (Z)

w

S

w

withthehorizontalarrowinthe

bottomnecessarilyacompactoperator,byPitt’sTheorem.Sincetheverticalarrowsare
isomorphisms,thenSwouldbecompact.Thisisacontradictionand,sinceweknowthat
L2(T)∋f→{f̂(n)}n∈Z∈`2(Z)isanisomorphism,weconcludethatLp(T)∋f→
{f̂(n)}n∈Z∈`p′(Z)isnotanisomorphismfor1<p<2.
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Exercise 19.19. 1 Let X := {f ∈ L2([0, 1]) : f(x) ∈ {1,−1} for almost any x ∈ [0, 1]}.
Show that X is a closed subset of L2([0, 1]).

2 Consider in L2([0, 1]) for k ≥ 0 integer the family of Rademacher functions, which are
defined as

rk(x) :=

{
1, if k = 0;
sign

(
sin
(
2kπx

))
, if k ≥ 1.

where sign(x) = 1 if x > 0 and sign(x) = −1 if x < 0. Show that {rk}k≥1 is an
orthonormal set in L2([0, 1]).

3 Show that for any g ∈ L2([0, 1]) we have ⟨rk, g⟩
k→+∞−−−−→ 0.

4 Show that the set X is not weakly closed in L2([0, 1]).

5 Prove whether or not X is a convex subset of L2([0, 1]).

6 Let F ∈ span {rk : k ≥ 0} in L2([0, 1]). Prove that F ∈ L4([0, 1]).

Check Example 16.12 for more on Rademacher functions.

Exercise 19.20. 1. Let

for any γ ∈ (0, 1) the number p∗ defined by
1

p∗
=

1

p
+ γ − 1

and consider the operator

Tf(x) :=

∫ 1

0
|x− y|−γf(y)dy

Show that T ∈ L (Lp(0, 1), Lr(0, 1)) for any r < p∗.

2. Show that T : Lp(0, 1)→ Lr(0, 1) is a compact operator for any r < p∗.

3. It is known, and we take it for granted, that T ∈ L
(
Lp(0, 1), Lp

∗
(0, 1)

)
when 1 < p <

p∗ < ∞. In this case is there any q > p∗ such that T ∈ L (Lp(0, 1), Lq(0, 1))? Hint:
use scaling.

4. Check if T is a compact operator from Lp(0, 1) to Lp
∗
(0, 1).
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Exercise 19.21. We will consider the space L2([0, 1]).

1 Show that if K is a selfadjoint operator in L2([0, 1]) then it preserves the orthogonal
decomposition

L2([0, 1]) = kerK ⊕ ker⊥K where ker⊥K := {f ∈ L2([0, 1]) : ⟨f, u⟩L2([0,1]) = 0 for all u ∈ kerK}.

2 Consider now the operator Kf(x) =

∫ 1

0
(xy2 + x2y)f(y)dy in L2([0, 1]). Show that K is

selfadjoint.

3 Show that K is compact.

4 Find the spectrum σ(K).

5 Find explicitly the eigenfunctions corresponding to all the nonzero eigenvalues of K.

6 Let λ ∈ σ(K) with λ ̸= 0 and for given f ∈ L2([0, 1]) consider the equation

(λ−K)u = f.

For which f the equation has a solution? If there are solutions, what are all the
solutions?

Exercise 19.22. Let φ : `2(Z)→ R be the nonlinear map given by

φ(f) := f(0) + ∥f∥4ℓ4(Z).

1 Show that φ is a continuous map, that is φ ∈ C0
(
`2(Z),R

)
.

2 Show that φ is lower semicontinuous for the weak topology in `2(Z).

3 Show that φ has exactly one point of absolute minimum and find it explicitly.

4 Consider for f0 ∈ `2(Z) with compact support (that is f0(n) ̸= 0 for at most finitely
many n ∈ Z)

ψ(f) := ⟨f, f0⟩ℓ2(Z) + ∥f∥
4
ℓ4(Z).

Show that also ψ has an absolute minimum.

5 If in the previous question we still have f0 ∈ `2(Z) but we drop the hypothesis that f0
has compact support, does ψ still necessarily have absolute minima?
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ANSWER. Here I answer at question 5 only. In general there is no absolute minimum.
Take

f0(n) =
χN(n)√

n log(1 + n)
where N = {1, 2, 3, ...}

and for α ∈ N consider

gα(n) = −
χ[1,α](n)√

n

Then

ψ(gα) = −
α∑
n=1

1

n log(1 + n)
+

α∑
n=1

1

n2
= Iα + IIα

where

IIα
α→+∞−−−−−→

+∞∑
n=1

1

n2
< +∞

while Iα
α→+∞−−−−−→ −∞. So ψ(gα)

α→+∞−−−−−→ −∞.
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Exercise 19.23. Let I = [0, 1].

1. For a kernel K ∈ L∞(I × I) show that the operator

Tf(x) :=

∫ x

0
K(x, y)f(y)dy

as an operator from L∞(I) into itself satisfies ∥Tn∥L(L∞(I)) ≤
∥K∥n

L∞(I×I)

n! .

2. Show that the spectral radius of T equals 0, where the spectral radius is limn→+∞ n

√
∥Tn∥L(L∞(I)).

3. What is the spectrum of T?

4. Let K(x, y) = ex
2+y2 . Is 0 an eigenvalue of T? Justify the answer.

5. Is there some nonzero K ∈ L∞(I × I) (beside possibly the above example), such that
0 is an eigenvalue of T?

6. In the case K(x, y) = ex
2+y2 is T a compact operator?

7. Is there a general class in L∞(I × I) of kernels K such that for any K in this class
the operator T is a compact operator from L∞(I) into itself? Justify the answer.

Exercise 19.24. 1. Show that C0,θ(I) for I = [0, 1] and θ ∈ (0, 1) defined by

C0,θ(I) := {f ∈ C0(I) : [f ]C0,θ(I) < +∞} with norm

∥f∥C0,θ(I) := ∥f∥L∞(I) + [f ]C0,θ(I) with

[f ]C0,θ(I) := sup
x ̸=y in I

|f(x)− f(y)|
|x− y|θ

is a Banach space.

2. Show that C∞(I) with the topology defined by the seminorms {pn}n∈N∪{0}, with

pn(f) := ∥f (n)∥L∞(I) for any integer n ≥ 0, is a complete metric space but not a
Banach space.
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Exercise 19.25. Let I = [0, 1].

1. Show that

Tf(x) := x−1
∫ x

0
f(t)dt

defines a bounded operator of L2(I) into itself. Hint: write

Tf(x) = x−1
∫ x

0
f(t)dt =

∫ 1

0
f(tx)dt

and proceed from here.

2. Consider the scaling operator δλ defined by (δλf)(x) := λ1/2f(λx) for λ ∈ (0, 1). Show
that

T ◦ δλ = δλ ◦ T. (19.3)

3. Use equality (19.3) to prove that T is not a compact operator of L2(I) into itself.

4. Show directly that ker T = {0}.

5. More generally, show that z ∈ C is an eigenvalue of T if and only if z ∈ DC(1, 1) (the
open ball of center 1 and radius 1 in C).

6. Are there elements of the spectrum σ(T ) which are not eigenvalues of T?

7. Show that if for n ∈ N we define the operator

Tnf(x) :=
1

x+ 1
n

∫ x

0
f(t)dt

then it is not true that ∥T − Tn∥L(L2(I))
n→+∞−−−−−→ 0.

For the answers on the most important points check Example 15.39 and the answers
in Exercises 17.29 and 17.30.

Exercise 19.26. 1. Let θ ∈ (0, 1) and let V ⊆ L∞(R) be the subspace of functions
f : R→ R which besides being bounded satisfy

[f ] := sup
x∈R

sup
h∈R+

|f(x+ 2h)− 2f(x+ h) + f(x)|
|h|θ

<∞.

Show that V is a vector space and that

∥f∥V := ∥f∥L∞(R) + [f ]

is a norm on V .

2. Show that V with the above norm is a Banach space.
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