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There’s No Need to Lower the Significance Threshold
When Conducting Single Tests of Multiple Individual

Hypotheses

Mark Rubin, The University of Newcastle, Australia

During null hypothesis significance testing, a multiple testing problem occurs when researchers
test a joint null hypothesis using a union-intersection testing approach (e.g., Kim et al., 2004;
Parker & Weir, 2020; Roy, 1953). A joint null hypothesis comprises two or more constituent
null hypotheses that can each be subjected to separate significance tests. For example, con-
sider the joint null hypothesis that “male participants have neither higher academic self-esteem
scores nor higher social self-esteem scores than female participants.” In this case, a researcher
could conduct a significance test on each of the two constituent null hypotheses: (a) “male
participants do not have higher academic self-esteem scores than female participants,” and
(b) “male participants do not have higher social self-esteem scores than female participants.”
During union-intersection testing, it is logical to reject the overall joint null hypothesis if at
least one of its constituent null hypotheses is rejected. So, for example, it is logical to reject the
joint null hypothesis that “male participants have neither higher academic self-esteem scores
nor higher social self-esteem scores than female participants” if we reject the constituent null
hypothesis that “male participants do not have higher academic self-esteem scores than female
participants.”

The multiple testing problem occurs because the greater the number of constituent null
hypotheses that comprise the joint null hypothesis, the greater the number of opportunities
that a researcher has to incorrectly reject at least one constituent null hypothesis during union-
intersection testing, and so the greater the probability of incorrectly rejecting the overall joint
null hypothesis. More formally, if a researcher uses a significance threshold (alpha level)
of α for each of k independent tests of their joint null hypothesis, then the Type I error rate
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for the joint null hypothesis will be 1 − (1 − α)k. For example, if a researcher tests a joint
null hypothesis that comprises two constituent null hypotheses, and they use a significance
threshold of p ≤ .050 for each of their two constituent significance tests, then the Type I error
rate for rejecting the joint null hypothesis will be .098 (i.e., 1− [1− .050]2) rather than .050.

A typical solution to this multiple testing problem is to lower the significance threshold
for each constituent test of the joint null hypothesis. For example, in the preceding case, the
significance threshold for each constituent null hypothesis could be lowered from p ≤ .050 to p
≤ .025. This Bonferroni correction would maintain the significance threshold for the joint null
hypothesis at .050. However, researchers sometimes become confused about when to apply
this type of correction.

A common multiple testing myth is that it is necessary to lower the significance threshold
when undertaking single tests of multiple individual null hypotheses even when researchers
are not testing a joint null hypothesis using a union-intersection approach (cf. Matsunaga,
2007; O’Keefe, 2003). For example, it is often assumed that a researcher who wants to conduct
significance tests of two individual null hypotheses using a significance threshold of p ≤ .050
will have an inflated Type I error rate of .098 (i.e., 1 − [1 − .050]2) and, consequently, they
will need to lower their significance threshold in order to compensate for this error inflation.

To be clear, it is correct that, assuming a significance threshold of p ≤ .050, the probability
of incorrectly rejecting at least one of two individual null hypotheses is .098 (i.e., 1 − [1 −
.050]2). However, my key point is that researchers should not be interested in this familywise
error rate if they are testing each null hypothesis individually rather as part of a family of
tests of a joint null hypothesis. As one of the originators of modern hypothesis testing warned,
“many errors in computing probabilities are committed because of losing sight of the set of
objects to which a given probability is meant to refer” (Neyman, 1950, p. 15). In the current
case, the error occurs because researchers lose sight of the fact that their nominal Type I error
rate applies to two separate decisions about two individual null hypotheses rather than to a
single decision about a joint null hypothesis. Hence, if researchers make separate decisions
about each individual null hypothesis that they test, then the probability of incorrectly rejecting
each null hypothesis due to random sampling and measurement error will be no higher than
their significance threshold for each hypothesis, and no correction to the significance threshold
is required.

To illustrate, consider a researcher who conducts a single test of the individual null hy-
pothesis that “male participants do not have higher academic self-esteem scores than female
participants.” Now imagine that the researcher conducts an additional single test of the in-
dividual null hypothesis that “male participants do not have higher social self-esteem scores
than female participants.” In this case, it is not necessary for the researcher to lower their
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significance threshold for either test as long as they make separate decisions and probability
statements about each individual hypothesis (e.g., “male participants had higher academic
self-esteem scores than female participants, p = .031,” and “male participants had higher so-
cial self-esteem scores than female participants, p = .027”). A lowered significance threshold
would only be necessary if the researcher made a decision and probability statement about a
joint hypothesis (e.g., “male participants had higher academic or social self-esteem than fe-
male participants, p = .015”). In short, there is no reason to adjust the significance threshold
when testing two or more null hypotheses unless they comprise a joint null hypothesis that
undergoes union-intersection testing (Cook & Farewell, 1996; Hurlbert & Lombardi, 2012;
Matsunaga, 2007; Rubin, 2017, 2020, 2021; Savitz & Olshan, 1995, p. 906; Tukey, 1953).

Some researchers may feel reluctant to let go of the above multiple testing myth because
they understand, correctly, that the more significance tests that they conduct, the more chance
they will have of making a Type I error. However, this “more tests, more errors” concern needs
to be interpreted in the context of the number of hypothesis decisions that are made. Obviously,
the more decisions that a researcher makes, the more chance they will have of making a Type
I error. However, this fact does not imply that their Type I error rate will be inflated for any
given decision. In particular, there will be no Type I error rate inflation if the ratio of tests-to-
decisions remains at 1, so that k = 1 in the formula 1− (1−α)k for each decision. There will
only be a Type I error rate inflation if multiple test results are used to make a single decision
because, in this case, k will be higher than 1 for that decision. For example, if a researcher
uses 20 tests, each with a significance threshold of p ≤ .050, to make a single decision about a
single joint null hypothesis, then they will have a probability of .64 of making a Type I error
due to their multiple testing of this null hypothesis (i.e., 1− [1− .050]20. However, if they use
20 tests, each with a significance threshold of p ≤ .050, to make 20 separate decisions about
each of 20 individual null hypotheses, then they will have a probability of .050 of making
a Type I error in each case (i.e., 1 − [1 − .050]1). Hence, an adjustment to the significance
threshold is only warranted in the former case and not in the latter case.

In summary, it is only necessary to lower the significance threshold when undertaking
multiple tests of a single joint null hypothesis using an union-intersection approach. It is
not necessary to lower the significance threshold when undertaking single tests of multiple
individual null hypotheses.
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